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Abstract—Advancements in wireless communication, en-
compassing cellular and non-terrestrial networks, are empow-
ering Autonomous Vehicles (AVs) to revolutionize transporta-
tion. The achievement of real-time data exchange and seamless
communication with infrastructure promises a future of safer
and more efficient travel. However, the significant challenge
of efficiently managing the extensive data generated by AVs
persists. This data includes sensor readings, information
about the surrounding environment, and potentially user data.
Consequently, addressing concerns related to data processing,
sharing among various stakeholders, privacy, integrity, and
security is of utmost importance. This paper tackles the data
sharing challenge by proposing and evaluating a platform
built on Hyperledger Fabric, a blockchain technology. This
platform aims to facilitate secure and efficient data sharing
between all parties involved with AVs. Our initial testing
reveals that the number of simulated users (virtual user
count) and the amount of data processed (data load) can
negatively impact the system’s performance. This highlights
the need for further optimization to ensure the platform can
handle large-scale data sharing effectively.

Index Terms—Data sharing, Security, Privacy, Blockchain,
Hyperledger, Autonomous Vehicle

I. Introduction

The emergence of autonomous vehicles (AVs) marks a

significant milestone in the automotive industry, promis-

ing both safety enhancement and economic growth. Au-

tonomous Driving Systems (ADS) operation uses mobile

communication and wireless technologies, facilitating the

smooth exchange of real-time data from sensors and

cameras to steer driving decisions. Within this techno-

logical innovation, though, managing vast volumes of data

generated by these sensors and other environmental entities

remains a significant challenge that calls for efficient

handling, storing, processing, and sharing methods [1].

Specifically, extensive exploration of AV data emphasises

the diverse stakeholders reliant on this data. As each

party in this field independently manages its data, the

lack of data sharing hinders collaborative efforts and

holistic insights. For example, data sharing in case of

accidents is essential for investigation purposes, enabling

a comprehensive analysis and contributing to ongoing

safety improvements through collective insights. This

paper underscores the need for data-sharing frameworks

prioritising security, privacy-preservation, and integrity.

Conventional centralised platforms encounter numerous

challenges, including potential security vulnerabilities,

privacy concerns, and a lack of scalability in managing

the growing volume of diverse data [2]. However, in

recent years, alternative solutions have emerged that aim

to overcome the limitations of centralisation, such as

distributed ledger technology. The inherent characteristics

of blockchain, including decentralisation, immutability,

integrity, and auditability, position this as an ideal solution

for developing a secure and reliable data-related application

[3]. Blockchain has revealed promise in data sharing,

although its feasibility and impact on AV on static data

remain insufficiently investigated. Hence, the objective

of the current study is to examine the feasibility of

implementing a blockchain-based data-sharing system in

the context of AVs. Hyperledger Fabric (HLF) blockchain

technology [4] has been employed is a private blockchain

solution known for its scalability and reliability. Leveraging

HLF enhanced privacy and robust security, seamlessly

integrating it with the InterPlanetary File System (IPFS)

[5] cloud to achieve scalable data storage and a front-

end application to enhance the overall user experience.

Figure 1 is an overview of the three core components

of the system. This investigation specifically focuses on

assessing its performance, scalability, and maintaining the

essential requirements for multi-party data-sharing systems,

including robust security and regulatory requirements, with

the current study’s contributions as the following:

1) To build a fine-grained access control platform util-

ising Hyperledger blockchain that allows or denies

requests to access data resources based on Attribute

Based Access Control (ABAC) in restricting access

to the specific user to have the necessary attributes

in their certificate.

2) To conduct comprehensive performance assessments,

including user experience and scalability by the

concurrency scale of user interactions and data load.

In this study, the following vital components have been
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Fig. 1. System Overview: the synergy between the multi-party data
sharing system’s key components: Hyperledger, IPFS (InterPlanetary File
System), and the application layer.

discussed: section II proposes the motivation for this

research; section III provides brief background information;

an exploration of related work in the field is in section

IV; then section V rigorously explains the problem under

investigation; an examination of the system architecture

is explored in section VI, and VII delves into the evalua-

tion framework, and methodically assesses the proposed

solutions.

II. Motivation Scenario

Autonomous vehicles (AVs) provide extensive data,

including raw and fusion data from cameras and sensors,

with communication data with other vehicles and Road

Side Units (RSU) contributing to a comprehensive dataset

essential for understanding the environment during sig-

nificant events. However, concerning data management

and accessibility, two main gaps have been observed:

Event Data Recorder (EDR) and Data Storage System

for Automated Driving (DSSAD) in current AVs have

limitations, making them ineffective even for accident-

related use cases [6]. In an attempt to address some limi-

tations, several approaches have been suggested [7]–[11],

which are aimed at improving data integrity by assigning

the records additional integrity levels. Additionally, the

demand for AV data is significant across various domains,

attracting multiple stakeholders, including government

and legal authorities, Original Equipment Manufacturers

(OEMs), suppliers, owners, insurance providers, testing

organisations, road authorities, and researchers [12]. For

example, analysing sensors’ data is crucial for diagnostic

purposes in autonomous cars, which rely on this data

for insights into both internal system conditions and the

external environment [13]. Thus, making this data available

and accessible to the authorised parties is essential to

feed and drive the ongoing improvement of this system in

the future. Hence, the imperative for fine-grained access

control for sharing this data with the authorised potential

relevant stakeholders becomes vital to ensure AV data’s

responsible and effective utilisation across diverse applica-

tions. Subsequently, this research explores the efficiency

of implementing existing data-sharing solutions, such as

in [14]–[17] to address these gaps.

III. Background

This section briefly provides a contextual foundation

to better understand the subject’s theoretical and practical

aspects.

A. Autonomous Driving System (ADS)

The National Highway Traffic Safety Administration

(NHTSA) [18] defines AVs as “those vehicles in which

at least aspects of a safety-critical control function (e.g.,

steering, throttle, or braking) occur without direct driver

input”. Thus, cars that alert drivers to potential dangers as

a safety warning without control action are not regarded

as automated. In the context of definition, the Society

of Automotive Engineers (SAE) defined the international

levels of driving automation. Consequently, this SAE’s six-

level taxonomy has become a widespread industry standard

varying from level 0 (no driving automation) to level 5

(full driving automation) [19].

AVs can interact with any compatible systems, including

infrastructure, pedestrians, etc. V2X technology, which

stands for vehicle-to-everything communication, refers to

this connection. These vehicles exchange the collected

vital data in real time to make driving decisions swiftly

and accurately.

B. Hyperledger Fabric (HF)

With the introduction of Bitcoin [20], one of the first

real-world solutions to unresolved issues in distributed

computing, the Blockchain (BC) concept was established.

Hyperledger Fabric (HF) [4] is the most famous private and

permissioned Blockchain that offers a platform for smart

contract execution. This offers components that provide

anonymity, flexibility, and scalability by defining roles

between network participants.

C. Data Sharing Access Control Based on Blockchain

Attribute-Based Access Control (ABAC) is a flexible

logical Access Control (AC) model limited only by the

computational language and the richness of the available at-

tributes [21]. This principle has been applied in Blockchain

systems as part of the broader development of access

control methods. ABAC, a concept in Blockchain data

sharing control, ensures that only authorised individuals

or entities can access the assets (data resources).



IV. RelatedWork

In this section, two key areas are examined: first, the

studies that align with the current research’s goal of making

data events easily accessible for further investigation, and

second, the current research that provides relevant insights

to shape this project.

A. Critical Event Data

In analysing accident causes, data integrity preservation

for AVs has been a goal for several studies that have

presented frameworks based on various technologies for

investigation purposes. For example, Hoque and Hasan

have proposed the AVGuard tool [7], a forensic investi-

gation framework for AVs. AVGuard is supposed to be

integrated with the AV’s system, and it is assumed that

the AV has local storage to store the log provenance. AVs

send log provenance to a remote cloud server via a Robot

Operating System (ROS), using a publisher-subscriber

architecture to collect logs from multiple driving modules.

Correspondingly, Buquerin et al. [9] present a general

concept for automotive forensics using Ethernet. Their

implementation uses the onboard diagnostics interface,

the diagnostics over internet protocol, and the unified

diagnostic services for communication. Another work

presented by Liu et al. [11] aims to safely store Event Data

Recorder (EDR) data that is not open to manipulation. In

their scheme, data is not only sent to the manufacturer’s

server as normal, but the vehicle also uploads the EDR

data to a cloud server and sends the evidence of storage

to the nearby vehicle through a vehicular ad-hoc network.

Overall, while these studies and other existing studies in

this field such as [8], [10], [22]] have contributed to

ensuring the availability of event data for investigation,

they fall short in facilitating effective data sharing. The

researchers have primarily emphasised data integrity rather

than addressing the need for sharing comprehensive and

contextualised data. By acknowledging these factors, the

approach in the current research stands as a pivotal effort

to overcome this challenge.

B. Data Sharing

In the related literature, data management, sharing,

and security have become one of blockchain’s most

practical research areas due to its ability to provide a

secure, decentralised, and transparent framework [23],

[24]. Accordingly, as shown by Alshalali et al. [14], a

system for exchanging Electronic Health Records (EHR)

based on Hyperledger Fabric was proposed to provide a

secure way for patients to manage their data. Patients use

the Hyperledger to generate cryptographic keys to enable

protected data exchange and regulate patient data access.

A pointer to the record is encrypted and saved on the

Blockchain, while the patient’s data and permissioned IDs

for data access are stored in the healthcare institution’s

database. However, Guo et al. [25] suggested a strategy for

controlling access to medical records by using Edge nodes

to store EHR data. These nodes offer attribute-based access

combined with blockchain in a hybrid architecture. Access

Control Lists (ACLs) containing EHR data addresses are

obtained on demand by healthcare providers, who then

access the data using URLs. However, this hybrid design

may require specialized technical knowledge for efficient

operation.

Budel et al. [26] introduced an Ethereum and IPFS-based

smart contract tool, vincy to guarantee data integrity and

validation while investigating automated vehicle incidents

in road trials, tackling uncertainties in real-world settings.

Similarly, Zhao et al. [27] offer decentralised attribute-

based access control using smart contracts and symmetric

key sharing across several characteristics to provide key

security to prevent unwanted access. Moreover, a resource

sharing on Hyperledger Fabric was presented by Liu et

al. [16]. Using Blockchain technology and three various

types of encryption techniques, the platform ensures the

confidentiality and integrity of data. The current work

shares a common objective with the research discussed in

this section: to securely store the data while maintaining

its integrity for analysis and other purposes. However, a

distinct approach is taken by applying this goal specifically

to the scenario under consideration. Hence, an investigation

will determine the approach’s potential to address the need

for multi-party sharing in the AV context.

V. Problem Definition and Solution

While numerous objectives and entities seek access

to all or part of the AVs’ data, to our knowledge, no

mechanism has yet been presented to bridge the need for

the data-sharing gap. In the current research, the central

goal is to bridge the existing gap in the literature while

concurrently addressing and overcoming the limitations

that have persisted, such as security, integrity, and privacy.

A. The Proposed Solution

This system is provided to develop a fine-grained access

control data-sharing platform. The main components of this

distributed system, which provides a secure environment

for data sharing that is mainly divided into three modules:

1) Web Module is represented by the Decentralised Ap-

plication (DApp), where the users, mainly individuals

belonging to various stakeholders and organisations

with different attributes, can register and interact with

the system.

2) Storage Module, which utilises IPFS, provides users

with a scalable and secure platform to upload their

large data set and ensure data integrity.

3) Network Module is responsible for decentralisation,

immutability, and governing secure access control.

On a Blockchain network, the DApp is software that

offers decentralised and tamper-proof functionality. Users



can initiate transactions, access smart contracts, and se-

curely manage assets through its interface, which functions

as a ’bridge’ for communication with the Blockchain. In

the proposed system, the users can easily upload their

data into the system storage module, which is the part

that is responsible for the management of data. The

IPFS protocol was adopted for distributed file storing

and sharing, a system that uses a content-addressable

system, allowing files to be located and recognised based

on their content rather than their physical location. By

utilising IPFS, the system can store and retrieve shared

data effectively and robustly, minimising reliance and

scalability. This proposed method generates a unique hash

when stakeholders upload their data onto IPFS via the

system. This hash is then kept on HLF, ensuring a secure

and immutable record of the uploaded data. Thus, the

solution adopts a hybrid storage strategy, with vital data

on-chain for tampering protection and less critical data off-

chain for cost efficiency and performance enhancements.

The system’s networking functions are handled by the

Hyperledger Fabric, which is a restricted permissioned

Blockchain used for data storage and sharing, allowing

authorised participants to access sensitive information. The

HLF platform offers the infrastructure and tools to build and

maintain distributed ledger networks. In addition, it ensures

secure communication and data transfer by smart contracts

known as ‘chaincode’, consensus processes, and privacy

controls. Within the HLF platform, organisations are

encapsulated as network participants, each playing a vital

role in the consensus and governance mechanisms. These

organisations contribute to the integrity and transparency

of the shared data ecosystem by engaging in transactions

and endorsing smart contracts within the network. In the

system, organisations represent the involved stakeholders,

who serve as entities with a vested interest in the shared

data. By integrating HLF into this system, access control

policies are defined using Membership Service Providers

(MSPs) and enforced by peers and ordering nodes. As a

result, these features improve security and transparency,

reducing tampering risk. In addition, leveraging HLF’s

features, such as immutability, consensus mechanisms,

and smart contracts, improves the integrity. Furthermore,

storing IPFS hashes on Hyperledger ensures that data

remains unaltered.

The algorithm1 outlines the procedures for managing

data access permissions within the system. The algorithm

defines the data structures, access policies, and validation

procedures necessary for ensuring secure data access.

B. The Proposed System Workflow

Based on the system structure shown in Figure 2, this

section explains each component’s role in detail.

1) The users in this system are:

(a) The system administrator is responsible for issuing

identity certificates and private keys for users,

Algorithm 1 Access Control

1: Data Structures: User: { id: string, org: string, attr:

map⟨string, int⟩ }

DataItem: { id: string, owner: User, hash: string,

metadata: map⟨string, string⟩, policies: list⟨Policy⟩ }

Policy: { AuthOrgs: list⟨string⟩, attrs: map⟨string, int⟩

}

Transaction: { cert: string, dataId: string }

2: Function AddPolicyToDataItem(dataItem, policy)

3: dataItem.policies.append(policy)

4: Function ValidateAccess(tx, item): bool

5: user = ParseCertificate(tx.cert) {Extract user infor-

mation from certificate}

6: for policy in item.policies do

7: if user.org in policy.AuthOrgs then

8: authorized = true

9: for attr in policy.attrs do

10: if user.attrs[attr] not in policy.attrs then

11: authorized = false

12: break

13: end if

14: end for

15: if authorized then

16: return true

17: end if

18: end if

19: end for

20: return false {User not authorized}

executing the chaincode on the HLF, and registering

other users on the chaincode.

(b) The system user (i.e. the stakeholder), who is the

party that has the data resources to share, or needs

the data resources.

2) Users initiate the process by accessing the system

by their web browser. The user interface provides a

seamless registration experience.

3) User Registration and Login:

– Users register independently, and the admin moni-

tors this step for validation.

– Admin confirms user information for approval.

3.1 Digital Wallet Creation:

a) Following approval, the system automates the

creation of a digital wallet associated with the

user’s account.

b) The digital wallet serves as a secure container

for cryptographic keys used in transactions and

data access.

3.2 Interaction with Certificate Authorities (CA):

a) The system communicates with the Hyperledger

Certificate Authority (CA) after being regis-

tered.

b) By providing users with cryptographic certifi-



Fig. 2. Workflow Overview: The diagram encapsulates the entire lifecycle, from user access to secure data retrieval, emphasising the integration of
Hyperledger and IPFS for a robust data-sharing experience.

cates, CA authenticates their identities on the

Blockchain network. These certificates enhance

the security and trustworthiness of user interac-

tions within the network.

4) Then, user authentication is established with secure

login credentials.

5) User interface interactions are handled and client-side

processed within the DApp.

6) Data Upload with Policies:

– Users who have authenticated their identity can

become part of this channel, and they are granted

access to the system features, including the ability

to upload datasets seamlessly with the associated

access policies. This process is facilitated through

an intuitive frontend interface (see Figure 3-a).

– Access policies include organisations permitted to

access the data and attributes of users within those

organisations.

– Policies are kept on Hyperledger and cryptographi-

cally signed for integrity.

– Users can edit the access policy for their uploaded

data. They can access the “My Data List” section,

view the previously assigned policy, and select a

new access policy as required.

– Users view a frontend board listing available

datasets. (see Figure 3-b). They request access to

a specific dataset by submitting a request.

– The system checks the user’s request for access

against HLF’s stored access policies. Access control

logic ensures only authorised users can access

the requested data (see Figure 3-c). For auditing

purposes, HLF maintains an immutable record of

access requests.

– The system provides the user with the hash to

ascertain data from IPFS if access is authorised.

(a)

(b)

(c)

Fig. 3. User Interface: (a) The user dashboard to add and request
data effortlessly. (b) View available data sets for request. (c) Highlight
unauthorized data requests, emphasizing the need for access control.

7) On the IPFS network, the hash acts as a safe and

distinct identifier for the submitted dataset.

8) For a tamper-proof record, the IPFS hash and access

policies are stored on HLF.

9) Data integrity and storage policies are enforced via

HLF chaincode.

VI. Implementation and Experiment Setup

Within the Hyperledger setup, the aim was to configure

the Hyperledger channel with five organisations within



the same channel for streamlined governance and efficient

consensus decision-making, as well as minimising the

complexity of the network while maintaining a balance

between decentralisation and manageability. Each organi-

sation had distinct characteristics and users with specific

roles. The manufacturer(Org1) represents the organisation

with the highest amount of data, and the remaining four

organisations represent different stakeholders or regulators

interacting within the system. In particular, having different

MSP service providers is essential to ensure that each

organisation has control over its members and their

identities. The independent management enhances the

network’s overall security and robustness, contributing

to an additional layer of trust and integrity and reinforcing

the reliability of the Blockchain infrastructure in this

use case. Furthermore, the Raft consensus algorithm was

selected to facilitate the agreement and replication of

the distributed ledger across the nodes in the current

network. Raft offers a reliable and resilient consensus

method that guarantees all nodes agree to the Blockchain’s

current state; ensuring the integrity and consistency of

the shared ledger is crucial. Additionally, the CouchDB

database has been included in the configuration. CouchDB

acts as Hyperledger’s state database, keeping track of

the Blockchain’s current state and facilitating quick and

easy data indexing and searching. Its decentralised and

document-oriented design complements the Hyperledger

tenets, offering the distributed ledger an adaptable and

scalable storage option.

During the development of creating the environment,

the services provided by Amazon Web Services (AWS)

were utilised to facilitate the deployment and configuration

process. The configuration consists of Ubuntu 18.04 LTS

Operating System, Hyperledger Fabric (v 2.2.4), Docker

(17.06.2-ce), Go Language (1.11.x), Node.js (8.x), NPM

(5.x), Python (2.7.x).

Moreover, during the implementation phase, to ensure

scalability and efficiency and facilitate the use of IPFS,

Pinata [28] was integrated as a service that provides

additional features and tools to simplify the process

of managing content on the IPFS network. Within the

framework of this project, four distinct chaincodes have

been implemented to oversee, promote code separation, and

improve overall maintainability. Each chaincode aims to ad-

dress distinct functionalities: Register User, Save Hash,

Get IPFS Hash, and Update Policies. This design

decision supports the best practices in distributed ledger

architecture, fostering a modular and organised approach

to smart contract development and management. Moreover,

for evaluation, the dataset is the V2X-Sim Dataset [29].

VII. Evaluation and Discussion

In this assessment section, we evaluate the performance

of both the front-end and back-end systems in terms of

average response time (latency) relative to varying user

loads.

A. Front-End

User satisfaction and adoption of Blockchain appli-

cations could be improved by evaluating the frontend’s

usability, user experience, responsiveness, and accessibility.

The system, evaluated using JMeter [30] and k6 [31],

highlights a connection between user demand and system

performance. This connection is illustrated in the registra-

tion module by the effect of user concurrency on average

response time, as depicted in the bar chart in Figure 4.

The average response time can be noted as rising as the

number of users increases from 1 to 1000. Furthermore, as

shown in Figure 5, the tests reveal a significant difference

in average response time between 1000 users uploading 3

GB and 3 KB, emphasizing the impact of uploaded data.

1 User

10 User
s

100 User
s

1000 User
s

Number of Users

0

1

2

3

4

5

6

Av
er

ag
e r

es
po

ns
e t

im
e (

s)
0.60 s

5.42 s
5.82 s 5.83 s

Fig. 4. Response Time vs Users: The average response time with user
count, from 1 to 1000 for the Register User Module.
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Fig. 5. Impact of Data Upload Size on Average Response Time: The
figure demonstrates the variation in response time when uploading 3 GB
and 3 KB for Save Hash module.

B. Blockchain Performance

For the chaincode testing, the performance has been

tested by the Hyperledger Caliper tool [32]. It is a



Blockchain performance benchmarking tool that helps to

provide valuable insights into the system’s performance

across various modules, with the metrics that are shown in

table I, including success rate, fail rate, send rate, latency,

and throughput, all measured in Transactions Per Second

(TPS), offering a comprehensive view of the system’s

behaviour.

TABLE I
Key PerformanceMetrics and Explanations

Metric Explanation

Success Refers to the number of successful trans-
actions completed during the test.

Fail Refers to the number of failed transac-
tions.

Send Rate
(TPS)

Refers to the number of transactions sent
per second.

Avg Latency (s) Refers to the average time it took for a
transaction to be completed in seconds.

Throughput
(TPS)

Refers to the number of transactions
completed per second.

The results suggest that the system’s performance is

impacted by the number of virtual users. For example,

Figure 6 demonstrates a decrease in throughput with

increased users in the Register User chaincode. That

could be attributed to potential scalability challenges within

the system as more users join the network, causing an

increase in transaction complexity. In this figure, the three

lines link markers at user counts of 10, 100, and 200, each

representing a distinct TPS number (50, 100, and 200).

Even with varying TPS scenarios, this chart represents

how throughput is impacted by different user loads.

The investigation extends to the performance analysis

over the system’s modules, with the tests showing that

the system with some modules achieved high send rates

and throughput. In contrast, others had higher latency and

lower success rates. Based on the report, it is evident that

different modules exhibit varying performance levels. The

observed differences in throughput between chaincodes

under the same conditions offer an intricate illustration of

the system’s operation in Figure 7. This discrepancy under-

scores the interplay between algorithms and computational

efficiency, suggesting that system throughput might be

contingent upon the fundamental structure and complexity

of chaincodes. In the realm of evaluation, modules such

as “Register User” demonstrate high success rates and

low latency, indicating efficient processing and execution.

In comparison, modules such as “Get ipfs Hash” and

“Save Hash” may have slightly higher latency. For exam-

ple, Figure 8 shows a comparison of the Average Latency

for two chaincodes: “Register User” and “Save Hash”

with the same test scenarios of 200 virtual users and 200

TPS. Proceeding to evaluate success and fail rates, while

the chain code modules: “Get IPFS Hash” and “Update

Policies” have almost similar Send Rates and Maximum

Latency, they present clear variations in success and fail

rates. Figure 9 illustrates the relationship between the

failure rate for the “Update policies” chaincode and the

number of users in a system under different TPS scenarios.

In Figure 9, the failure rate also rises as the number of

users increases. This can be observed through the bar graph

where the x-axis represents the number of users, and the

y-axis represents the failure rate percentage. Further, for

more complex Hyperledger Fabric transactions, there is an

observed increase in latency, causing a potential impact

on throughput [33].
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The figure embodies the distinct throughput outcomes observed across
various chaincodes within identical operational scenarios: 100 users and
200 users.

From these figures, it can be observed that the TPS

represents another factor that impacts the Failure Rate. For

example, Figure 9 shows that the failure is higher with
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100 users than 200 users if the TPS configuration is 200

during the test, indicating that the system is under greater

pressure and more challenges at higher transaction rates.

Therefore, the findings imply that the quantity of virtual

users affects the system’s performance. The studies also

revealed that while some system modules had higher send

rates and throughput and lower failure rates, others had

higher delays.

C. System Usability

In 1996, John Brooke introduced the System Usability

Scale (SUS) as a straightforward and economical single-

dimensional measure of usability [34], [35]. SUS scores

range from 0 to 100, with higher scores indicating better

usability. Upon conducting this scale on this system, the

obtained score is 66.9, based on the current data available,

which falls just above the 60 benchmark for acceptable

usability. Hence, this score reflects the usability of the

system based on user feedback collected until the present

moment.

VIII. CONCLUSION AND FUTURE WORK

This paper presents an initial feasibility study on a

collaborative data-sharing platform for the Autonomous

Vehicle (AV) ecosystem. This platform utilizes Hyperledger

Fabric for attribute-based access control and IPFS for scal-

able data storage, ensuring secure and efficient data sharing

among all stakeholders. This approach effectively addresses

the challenge of data sharing in AVs, thereby improving

the efficiency of intelligent transportation systems that

rely on wireless communication. Future work will focus

on evaluating and enhancing the system’s scalability for

managing larger volumes of AV data. This could involve

incorporating efficient data compression encryption and

exploring other innovative techniques.
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