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ABSTRACT
In the standard interaction model of clinical decision support sys-
tems, the system makes a recommendation, and the clinician de-
cides whether to act on it. However, this model can compromise the
patient-centeredness of care and the level of clinician involvement.
There is scope to develop alternative interaction models, but we
need methods for exploring and comparing these to assess how they
may impact clinical decision-making. Through collaborating with
clinical, AI safety, and HCI experts, and patient representatives, we
co-designed a number of alternative human-AI interaction mod-
els for clinical decision-making. We then translated these models
into ‘Wizard of Oz’ prototypes, where we created clinical scenarios
and designed user interfaces with different types of AI output. In
this paper, we present alternative models of human-AI interaction
and illustrate how we used a co-design approach to translate them
into functional prototypes that can be tested with users to explore
potential impacts on clinical decision-making.
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1 INTRODUCTION
Artificial Intelligence (AI)-based solutions have become prevalent in
several societal sectors over the past ten years. For instance, recent
developments in machine learning are speeding up the integration
of collaborative human-AI decision-making tools, particularly in
safety-critical domains like healthcare [10, 37]. In clinical practice,
Clinical decision support systems (CDSS) are electronic or non-
electronic systems designed to support clinicians directly during
decision-making, in which various characteristics of an individual
patient are used to generate patient-specific considerations and rec-
ommendations that are then presented to clinicians [38]. AI-based
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CDSS are the tools aimed to assist clinicians with diagnosis and
treatment decisions by employing AI models trained on data from
patients relevant to the specific use case, in contrast to traditional
CDSS that match patient characteristics to an established knowl-
edge base [10, 51, 69]. CDSSs assist clinicians through different
modes, including alert systems, monitoring systems, recommenda-
tion systems, and prediction systems [40]. This paper is focused
on recommendation CDSS systems. Research is being conducted
on improving the recommendation systems for drug prescriptions
[42, 45], laboratory tests [34], and polypharmacy management
[52], as well as for diseases such as diabetes [3], and rare diseases
[16]. Despite the research occurring to develop and improve differ-
ent AI algorithms and explanations for decision support systems
[9, 41, 62, 81], several issues related to the human-computer inter-
action (HCI) domain are currently contributing to the low adoption
of CDSSs. These include a lack of patient-centred human-AI (HAI)
interaction models [7], a lack of human-centred design for AI sys-
tems [78], issues around trust and reliance [9], levels of autonomy
and clinician concerns about liability[43].

Recently, there has been also a push to provide guidance for
designing AI systems. Big tech companies like Google [60], IBM
[32], Microsoft [13], Amazon [76], and Facebook [25] have released
white papers with advice on creating AI systems and conversational
AI. To create systems that are fit for purpose, a clear understand-
ing of people, AI systems, and their interaction in a particular
environment is required. Human-centred AI (HCAI) can provide
an adequate framework and mindset to achieve this goal. HCI
professionals should explore how people and AI work together, un-
derstand human-AI collaboration, and consider users’ perspectives
when developing AI systems [29, 53].

The standard human-AI interactionmodel within CDSSs involves
the AI system making a recommendation, and the human clinician
deciding whether to act on it—a kind of ‘sense check’ on the ma-
chine [43]. However, there are concerns with this model. First,
many AI systems have little room to incorporate patient beliefs and
values [7], potentially compromising patient-centeredness in clini-
cal practice. These issues raise ethical concerns related to patient
autonomy [31, 48] and contradict the NHS’s ethos of supporting
patients to be actively involved in their care [56]. Secondly, the
approach may not be good for clinicians, potentially disenfranchis-
ing them from the decision-making process and turning them into
mere safeguards on the AI system. Such issues can contribute to a
culture of treating clinicians using AI as ‘liability sinks,’ potentially
holding them legally responsible for outcomes without providing
them with sufficient control or understanding of the AI system [43].
Thirdly, the standard model may not be beneficial for the whole
system, including healthcare providers and regulators, as trust and
responsibility issues could contribute to the low adoption of AI in
healthcare.

To overcome these issues, different HAI models for CDSSs need
to be explored and then tried out with users to understand their
potential impact on decision-making. While user experience (UX)
methodology and design prototyping literature do not always spec-
ify how to test AI-based experiences [20, 49], one cost-effective
way is through utilising the ‘Wizard of Oz’ method. The Wizard
of Oz method is ideal for testing AI experiences as researchers can
simulate a system’s computations and gather feedback early in the

development process, without requiring a fully functional system.
To overcome challenges in developing prototypes for human-AI
interaction [82], it is crucial to ensure close collaboration between
various stakeholders by adopting a co-design approach.

In this research, we have developed a number of potential HAI
interaction models for CDSSs to investigate their impact on clinical
decision-making by collaborating with Clinical experts, AI safety
experts, HCI experts and a patient involvement panel. A co-design
approach was used to translate the developed HAI models into
‘Wizard of Oz’ prototypes and to develop a set of clinical scenarios
within Diabetes and Obstetrics cases. In this paper, we present the
HAI interaction models and discuss our approach to translating
them into working prototypes involving an Obstetric scenario that
could then be tested with end users to examine how the differ-
ent models may influence clinical decision-making. We contribute
to discussions about how to co-design human-centred CDSS sys-
tems and how we can explore the impact of different human-AI
configurations on users in the early stages of development.

2 RELATEDWORK
2.1 Clinical Decision Support Systems
In recent years, artificial intelligence techniques like neural net-
works [28] and knowledge graphs [74] have contributed to the
growth of AI technologies to enhance CDSSs performance and ac-
curacy [59]. These new AI methods, along with access to extensive
clinical datasets, are changing the way CDSSs work, moving from
rule-based approaches to a more data-driven approach [17, 70].
It is expected that these new generations of CDSSs utilising AI
technologies may become more prevalent than traditional meth-
ods for generating clinical decision support rules [50]. Some of
them have already shown capabilities similar to domain experts
in various clinical decision-making tasks, such as cancer diagnosis
in histopathology [14], detection of diabetic retinopathy [24], or
assessment of X-ray scans for conditions like pneumonia [68].

AI technology has brought many benefits to people’s lives and
work, but its development is often technology-centred rather than
user-centred [64, 65]. This approach has led to failures in many AI
systems [79], resulting in more than 2000 AI accidents reported by
the AI incident database, such as autonomous cars hitting pedes-
trians, Alexa recommending a dangerous TikTok challenge to a
ten-year-old girl, or trading algorithms causing market crashes
[75]. As AI-based decision-making systems become more preva-
lent in industries and government services, skewed decisions based
on data biases can directly impact people’s lives, potentially caus-
ing harm. Sectors like healthcare, which heavily rely on accurate
recommendations, are particularly vulnerable to such incidents.

Combining humans and AI in collaborative decision-making is
thought to enhance decision quality in healthcare [26]. However,
recent studies reveal that trust is a significant concern, which can
lead to the acceptance of incorrect recommendations (due to too
much trust) or the rejection of correct ones (due to too little) [35].
Explainability helps humans understand AI recommendations, pro-
moting trust and control [30]. It assists users in deciding when to
accept or reject AI recommendation and is crucial for establishing
accountability [15, 80]. Previous studies have considered different
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types of explanations for AI-based CDSSs. These include Local ex-
planations [27], Counterfactual explanations [67], Example-based
explanations [11], and Global explanations [77]. Local explanations
justify the model’s reasoning by focusing on specific decisions that
have been made in relation to a particular user. Counterfactual
explanations, adopt a ‘what-if’ approach by providing alternative
outputs related to different input values. Example-based explana-
tions support AI decisions by providing real-world examples from
the dataset that share similar characteristics with the input data.
Finally, Global explanations provide a holistic understanding of
the model’s logic by revealing the relative importance of differ-
ent features in the decision-making process. Example-based and
Counterfactual explanations were considered understandable but
time-consuming for clinicians, who often lack the time to study
them in detail andmay contain biases. Conversely, Local and Global
explanations required additional design considerations and inter-
active approaches to make them usable for end-users. The user
interfaces for these explanations were also not easily understand-
able, where information was presented through tables and graphs
[54]. There is a need to explore alternative explanations for AI
recommendations that are easy for clinicians to understand and
tailored to their decision-making needs. In addition, it will be im-
portant to explore how different types of clinicians affect their level
of trust in the system.

Many advanced AI-based CDSS systems such as recommender
systems are still in the developmental phase. Due to the limited
scale of deployment, uncertainties persist regarding how such sys-
tems are perceived and utilised by their intended users, such as
clinicians. Additionally, there is a need to further understand the
existing barriers and challenges in their deployment, to determine
optimal levels of involvement with respect to clinicians, patients,
and AI in decision-making, and to identify effective models of
human-AI interaction. Gaining a thorough understanding of these
aspects will assist the designers and developers of AI-CDSS in com-
prehending and addressing potential issues in integrating AI-CDSS
into clinical practice. Our study aims to contribute to this knowl-
edge gap by proposing potential human-AI interaction models and
translating them into working prototypes for further testing.

2.2 Challenges in the implementation of
AI-CDSS

In order to explore different forms of human-AI interaction, it is nec-
essary to consider both challenges and opportunities for enabling
human-centred AI that is fit for purpose. Seven main issues for
human interaction with AI are highlighted within the HCI commu-
nity [78]. Firstly, the potential for unexpected machine behaviour
and biased outcomes, which may evolve as the machine learns [61].
Secondly, the limitations of machine intelligence, which cannot
fully replicate advanced human cognitive capabilities [84]. Thus,
there is a need to find ways to integrate human role into AI to
ensure human-controlled decisions [83]. Thirdly, the autonomous
nature of machines, which may handle some operational situations
not fully anticipated [57]. Fourthly, the ongoing debate surround-
ing human-AI collaboration, addressing how to work with AI as a
teammate and establish a collaborative relationship [12, 57]. Fifthly,
the explainability of AI output, as AI systems may exhibit a ‘black

box’ effect, obscuring the reasoning behind their decisions and caus-
ing users to question when to trust AI [53]. Sixthly, the design of
user interfaces for AI systems, ensuring they are natural and adap-
tive to human capabilities [1]. Lastly, ethical considerations such
as privacy, fairness, decision-making authority, and responsibility
[43, 85].

AI-based decision support systems in healthcare face initial chal-
lenges that require thorough exploration. Some crucial aspects
include understanding their integration into existing healthcare
structures, considering user differences, addressing potential bi-
ases, identifying the contribution of both human and AI actors,
integrating human factors considerations, as well as highlighting
the importance of physical patients and their data representation
[73]. Given that most AI systems in healthcare function as complex
interventions designed for clinical decision support rather than
autonomous agents, the interactions between the AI systems, their
users, and the implementation environments play a crucial role in
determining the overall potential effectiveness of these AI interven-
tions. Therefore, moving AI systems from achieving mathematical
performance to practical clinical utility requires a carefully phased
implementation and evaluation approach. This approach should
consider the complexities involved in the collaboration between two
distinct forms of intelligence, going beyond measures of effective-
ness alone [66]. Despite indications that some AI-based algorithms
now have the same accuracy to human experts in preclinical in
silico studies [2], there is limited high-quality evidence demonstrat-
ing improved clinician performance or patient outcomes in clinical
studies [23, 71]. Reasons suggested for this gap include a lack of
necessary expertise for translating a tool into practice, insufficient
funding available for translation, a general underappreciation of
clinical research as a translation mechanism, and, more specifically,
a disregard for the potential value of the early stages of clinical
evaluation and the analysis of human factors [47, 72].

Within the domain of AI research in healthcare, there is a lack of
information about the development process of human-AI interac-
tion models and their translation into prototypes, leaving readers
curious about how models are created, refined, and implemented,
though clinicians have some involvement but it’s not clear how
they were involved in the process [7]. One possible method for
exploring how to translate different models is the Wizard of Oz
technique, as it allows for quickly producing different interfaces
without having to develop fully functional AI technologies. By us-
ing this method, user feedback can be gathered at an earlier stage,
helping to identify the most promising models and functionalities
to pursue. For example, in automotive research, this approach has
been used to understand user preferences for future in-vehicle in-
terfaces in automated vehicles [19], and to develop prototypes for
on-road evaluation of futuristic human-machine interfaces (HMIs)
[22]. However, it’s worth noting that such practices are less com-
mon in healthcare research, where the complexities of patient care
and regulatory considerations may pose unique challenges.

As HCI professionals, we navigate not only the conventional
‘interaction’ between humans and machines but also new forms of
human-machine relationships that may not exist yet. Considerable
research has explored human-machine teaming, indicating that
humans and AI systems may be more effective when operating
collaboratively as a unified unit rather than as individual entities
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[5, 6, 18]. It has been argued that the more intelligent the AI sys-
tem, the greater the need for collaborative capabilities [36]. There
are discussions about whether AI systems can effectively work as
teammates with humans [63]. People should not have to adjust to
non-human ‘teammates’; instead, designers should develop technol-
ogy to act as a cooperative team player (or a highly effective tool)
alongside humans [1, 63]. To preserve the autonomy of human
actors, we believe that a shared design goal in human-AI interaction
should be focused on.

There is a lack of human factors and HCI studies that investi-
gate how best to support communication and collaboration within
shared human-AI decision-making systems in healthcare. To find
the most suitable interaction model we need to explore different
human-AI configurations. Yet, questions remain about the different
ways in which AI technologies can be implemented into clinical
practice, the optimum level of involvement for both human and
AI actors, and how any recommendations or explanations should
be presented to clinicians. Thus, there is a need to develop differ-
ent models of human-AI interaction, and also to test these models
through translating them into prototypes that can be used with
clinicians to explore how they influence clinical decision-making.

In this paper, we aim to address this gap by proposing different
human-AI interaction models that vary according to the level of
clinician, AI, and patient involvement. To enable the translation of
these human-AI interaction models into actual systems, we collab-
orated with clinical experts and adopted a Wizard of Oz approach
to create interactive prototypes based on those models. The design
prototypes will not only assist developers and organisations in
exploring different ways to implement AI solutions in healthcare
but will also facilitate the study of clinical decision-making and the
different factors that may influence human-AI interaction.

3 CO-DESIGN METHOD
Our project aims to evaluate a range of models for Human-AI Inter-
action (HMI) for clinical decision support, to explore their impact
on shared decision-making. The project team includes experts
with diverse backgrounds: 2 from HCI, 2 specialising in AI safety,
3 from clinical fields, 1 focused on AI ethics, 1 in Law, and 2 in
Psychology. The team members have a track record of working
together on projects exploring the safety and accountability of AI
systems in healthcare, making use of a broad cross-disciplinary
base that considers clinical as well as ethical, legal, engineering,
human-computer interaction, and safety angles. To create working
prototypes, we used the ‘Wizard of Oz’ prototyping method, where
participants are made to believe that they are acting with a real
system, but instead, the experimenter acts as the ‘wizard’, a proxy
for the system behind the scenes [39].

We have divided the process into three phases. In Phase 1, we
developed a set of alternative Human-AI Interaction (HAI) models
and initiated considerations for potential cases and scenarios. Mov-
ing to Phase 2, we created six clinical scenarios related to Diabetes
and Obstetrics. that were to be integrated into each model. In Phase
3, we translated the models and scenarios into working prototypes,
designing an interface resembling a real Electronic Patient Record
(EPR) system. Participants from both within the project team and
outside of it contributed throughout all three phases, the specifics of

Figure 1: Model - 1: Traditional model (No-AI).

which are detailed in Table 1. The details of each phase are detailed
below,

3.1 Phase 1: HAI interaction models
In this phase, different HAI interactive models were developed
through a focus group workshop led by clinical experts. Various
topics concerning AI decision support systems were considered, in-
cluding objectives, target users, primary goals, tasks, functionality,
and guidelines for AI systems. The workshop particularly empha-
sised guidance issued by the National Health Service (NHS) in
England regarding decision-support systems [4]. The team started
with Model 1- the traditional (no-AI) model (Figure 1), which de-
scribes the current patient-clinician interaction model, without
any involvement of AI. Model 2 is the standard recommendation
model that reflects the NHS guidance [4], emphasising that the
final decision should be made by a healthcare professional (Figure
2). However, the standard recommendation model could poten-
tially adversely affect clinicians who are facing numerous cognitive
and practical challenges while monitoring automation such as fac-
ing a binary choice of either accepting the AI recommendation or
ignoring it to revert to a traditional (no-AI) approach.

As illustrated in Figure 2, the model involves the AI system
making a recommendation, which the human clinician reviews
and decides whether to act upon. As explained earlier, this setup
may limit the incorporation of patient beliefs and values, poten-
tially compromising patient autonomy and clinician involvement in
decision-making. One of the potential consequences of this is that
clinicians are likely to become legally responsible for outcomes but
may not have adequate understanding or control of the AI system
[43].

Considering these challenges, several alternative models were
developed by the team for further discussion which aimed to ex-
plore potential solutions that could incorporate both clinical and
patient perspectives in AI decision-making. The goal was to de-
velop models which were clinically realistic, achievable, actionable,
and based on the NHS guidance towards AI [4]. In some of these
models, the AI’s output may not necessarily be a decision or recom-
mendation; instead, it presents the data that underlies a potential
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Table 1: Participants and their contribution in each phase

Phases Project Team External contributors
Phase 1 (Development of HAI
models)

Whole project team, led by clinical
experts to develop HAI models

Phase 2 (Development of Clinical
scenarios)

3 Clinical experts
2 HCI experts
Reviewed by the project team

10 Clinicians - further scenario refinement (6 for Diabetes,
4 for Obstetrics)
5 Member Patient Panel - provided feedback on scenarios
and how patients might respond in each scenario

Phase 3 (Development of
prototypes)

2 HCI experts
3 Clinical experts
Reviewed by the project team

4 Clinicians – validated prototypes

Figure 2: Model - 2: Recommendation-only model.

recommendation so the clinician can review this. In addition to
Model 1 (Traditional non-AI model) and 2 (Recommendation only
model), four alternative models were created, each varying in terms
of how the clinician, patient and the AI system interact with each
other when making a decision. The alternative models are the
Underlying Data model (Figure 3), Recommendation Plus model
(Figure 4), Patient-AI model (Figure 5), and Patient-AI-Clinician
model (Figure 6). A detailed description of each model is provided
below.

• Model - 1: Traditional model (No-AI)
Model-1(Figure 1) is a traditional non-AI approach, where the

clinician independently makes decisions by reviewing both elec-
tronic and non-electronic data. The clinician engages in a dialogue
with the patient to understand the patient’s context and thoughts
before making a decision about treatment.

• Model - 2: Recommendation-only model.
Model 2 (Figure 2) is the current standard recommendationmodel

for clinical decision support systems, where the AI makes a specific
treatment recommendation based on electronic data. The clinician
has access to the same electronic data, as well as non-electronic
data that usually comes from a dialogue with the patient providing

Figure 3: Model - 3: Underlying data model.

more information about their thoughts and context. The clinician
has to choose whether they will accept the AI recommendation or
replace it with another form of treatment.

• Model - 3: Underlying data model.
In this model (Figure 3), the AI doesn’t provide a specific treat-

ment recommendation to the clinician. Instead, it offers a summary
of relevant underlying data in the form of numbers, predictions,
and other risk-related considerations specific to the patient. The
clinician then makes the final treatment decision considering the AI
output, non-electronic data and the patient’s context and thoughts
that are elicited through a dialogue.

• Model - 4: Recommendation Plus model.
Model 4 (Figure 4) combines features from both Model 2 and 3,

where the AI provides a specific treatment recommendation in com-
bination with the numbers, predictions, and other risk-related con-
siderations that underlie that recommendation. Again, the clinician
makes the final decision considering the AI output, non-electronic
data and the patient’s context and thoughts that are elicited through
a dialogue.

• Model - 5: Patient-AI model.
In this model (Figure 5), an extra feature is introduced to the

AI, allowing it to incorporate patient values and preferences. To
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Figure 4: Model - 4: Recommendation Plus model.

Figure 5: Model - 5: Patient-AI model.

improve efficiency, the patient engages in a dialogue with the AI
but not the clinicians. The AI then provides a specific treatment
recommendation, as well as the underlying numbers, predictions,
and other risk-related considerations specific to the patient. The
clinician then decides whether to accept or reject the AI recom-
mendation after viewing the recommendation, the underlying data,
and the AI dialogue with the patient. To simulate conversations
between AI and patients for Model 5 and 6, we utilised roleplay, a
method commonly employed in HCI [46].

• Model - 6: Patient-AI-Clinician model.
This model (Figure 6) is similar to model 5, but the difference lies

in how the chat and context are handled, as the clinician can now
also have a direct dialogue with the patient. Again, they are also
provided with the recommendation, the underlying data, and the AI
dialogue with the patient before they make a decision about treat-
ment. In both models, patients engage in a conversation with the
AI, but they differ in terms of the conversation’s purpose, with one

Figure 6: Model - 6: Patient-AI-Clinician model.

guiding towards a decision (Model 5) and the other solely provid-
ing information and autonomously generating a recommendation
without informing the patient through the chat (Model 6).

3.2 Phase 2: Clinical Scenarios
In order to progress towards translating the model into interfaces
that could be used with clinicians, we also needed to decide on po-
tential use cases. Six scenarios were simulated, three for Diabetes,
and three for Obstetrics. In consultation with the wider project
team, three clinicians developed the scenarios based on their clinical
knowledge and experience. To ensure the scenarios were realistic,
a focus group was held with five patient and public involvement
(PPI) panel members. The focus group participants, based on their
experience, provided feedback on the possible thoughts, feelings,
and questions a patient in each scenario might experience. Ad-
ditionally, the group provided their view on how the AI should
provide output, and who they felt was responsible for the final
decision. This feedback was used to refine the scenarios and also
provided useful information for later stages in the project when
the prototypes would be used by real clinicians and patient actors.

The scenarios included patient background information, infor-
mation from previous consultations, medical history, medication
details, test results, and observations, suitable treatment options,
AI treatment responses, patient preferences, potential treatment
consequences, and transcripts of conversations between the patient
and the AI system (forModel 5 and 6). The scenarios were all loosely
based on actual cases, with modifications made to ensure patient
confidentiality. To further enhance the scenarios, a final validation
stage involved presenting them to ten additional clinicians—six
specialising in Diabetes and four in Obstetrics. This step aimed to
ensure the scenarios felt real and natural and were suitable to be
implemented in the prototyping phase.

The AI responses for each model and scenario were also sim-
ulated by the same clinicians from the team who developed the
scenarios. These responses considered both National guidance and
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Figure 7: Dashboard and patient list interface of the prototype designed with Figma.

clinical experience. The patient-AI chat was prepared by clinicians
in the style of ChatGPT. For the Diabetes scenarios, the scenarios
focused on whether a patient would need to start taking insulin or
not, while the Obstetrics scenarios, focused on whether a patient
should undergo a caesarean section or not. In addition, for each
domain, we developed three types of scenarios: (1) with a clear
decision where a clinician was likely to agree with the AI output;
(2) with a clear decision, but the AI recommendation would differ
from what a clinician would likely decide; and (3) a less clear-cut
decision, where either course of action would generally be consid-
ered reasonable. Through these variations, we aim to explore how
clinicians would respond to different AI outputs under a range of
circumstances.

3.3 Phase 3: Prototype development
In this phase, we translated the above models and scenarios into
working prototypes by using the Wizard of Oz method. The Wizard
of Oz approach strikes a balance between fidelity and feasibility,
leading to robust and user-centric prototypes. We chose this ap-
proach for prototype development due to its ability to simulate
realistic user interactions that would allow us to gather insights
into valuable clinician perspectives and explore their reactions to
different implementations of AI much earlier on in the development
process. This approach allows us to consider different human-AI
configurations before requiring fully functioning AI systems. While
some concerns have been raised about the user of Wizard of Oz e.g.,
within human-robot interaction relating to the need for deception
[55], we argue that some level of deception is acceptable in order
to gain realistic responses from users when a fully functioning
system has not been developed, and as long as participants are fully
debriefed afterwards.

The goal was to design an interface that closely resembled real-
life EPR systems used in the UK, with an additional AI plug-in for
models 2-6. The HCI experts examined several EPR interfaces and
consulted clinical experts in the project for their input on design
and system requirements. Starting with sketching, the initial design
underwent multiple revisions based on feedback from clinicians
in project workshops. Once the design was agreed upon, the HCI
experts crafted an interactive prototype using Figma [21], refining
it several times based on feedback from the clinicians involved in
the project.

The final design of the interactive prototype is provided below,
featuring an illustration from an Obstetrics scenario. In Figure 7,
the Dashboard exhibits a familiar interface for clinicians. They will
navigate to the ‘Today’s Clinic’ section to proceed to the next page,
presenting a list of four patients. In this example, the list comprises
Obstetrics patients according to the three scenarios and a demo
scenario.

Clicking on the patient’s name (in this case, ‘Khan’) directed
them to the next page (Figure 8 - left), featuring patient information
and a visit summary. The patient information section contains
details such as Name, Allergies, Age, Ethnicity, Gender, Patient ID,
Date of Birth, and other relevant information. The visit summary
section is categorised into four expandable sections: ‘Previous
Consultation,’ ‘Medical History,’ ‘Results and Observations,’ and
‘Medication.’ By clicking the ‘Expand’ button, a pop-up overlay
appears, revealing the entire section, as illustrated in Figure 8 - right
(Detailed summary of Khan). On the right side of the Visit Summary,
there is a button for an AI-based Decision Support System (Shared
CAIRE), which produces AI-based advice for each scenario.

For the prototype based on Model 1, no AI tool was present on
the interface as there was no involvement of AI in decision-making.
The purpose of this prototype was to allow for comparison with
the other prototypes which did involve AI. For the remaining five
prototypes, different outputs were generated according to the un-
derlying HAI interaction model format, discussed above. These are
static outputs, developed by clinicians within the project team (as
described in phase 2), which are presented to the users as informa-
tion to consider as part of their decision-making process. The AI
output for patient Khan according to each prototype is given below
(Figure 9, 10, 11, 12, 13).

Model 2 is a standard recommendation model where AI makes a
specific recommendation. For this prototype, a recommendation is
provided, after the clinician clicks on the AI tool - Shared CAIRE.
Thus, the user interface is designed to only show the recommended
treatment to the clinician based on electronic data (Figure 9). In
this scenario, the recommended treatment from AI is ‘Vaginal Birth
after Caesarean’ without any further details.

For the Model 3 prototype (Figure 10), the interface is designed
to provide a summary of underlying data in the form of numbers,
predictions, and other risk-related considerations to the clinician.
This data is what would have been used as the basis of a recom-
mendation, but in this prototype, a specific recommendation is not
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Figure 8: User interface for patient information, visit summary and AI decision support tool (Left). The popup screens show
simulated insights of the patient for each expandable button in the visit summary (Right).

Figure 9: Simulated AI output according to Model 2
(Recommendation-only model)

Figure 10: Simulated AI output according to Model-3 (Under-
lying data model)

provided. For the same scenario, it shows the important factors to
consider along with the risks of vaginal birth after caesarean and
risks of caesarean section in the form of numbers and percentages.

In the translation of Model 4, the interface is designed to show
the output of both the Model 2 and 3 prototypes. For the same

Figure 11: Simulated AI output according to Model-4 (Rec-
ommendation plus model)

patient scenario, it displays the recommended treatment, as well as
the underlying factors to consider, which in this case are risks of
vaginal birth after caesarean, and risks of caesarean section based
on electronic data.

For the Model 5 and Model 6 prototypes, an extra feature is intro-
duced to the AI, allowing it to incorporate patient values and pref-
erences. We decided to adopt a ChatGPT-style dialogue between
AI and patient. In both models, patients engage in a conversation
with the AI, but they differ in terms of the conversation’s purpose,
with one guiding towards a decision like less-trained staff members
such as Physician Associates (Model 5) and the other solely pro-
viding information like a medical student (Model 6). Based on the
chat, the AI now has additional data to process related to patient
preferences and values. The AI creates a summary of the chat to
provide decision context for the clinician with the option to view
the full chat.

For the prototype based on Model 5, the interface includes rec-
ommended treatment, factors to consider, risks of vaginal birth
after caesarean, and risks of caesarean section based on electronic
data, as well as a chat summary based on the patient’s chat with
AI, with the option to view the full chat. There is no direct in-
teraction between patient and clinician, making the nature of the
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Figure 12: Simulated AI output according to model-5 (Patient-AI model) with an option to view full chat. Simulated full chat
between AI and patient (right).

chat more decision-focused. As part of the conversation, the AI
and patient agree on a suitable treatment based on the information
provided by the AI and the patient’s preferences. The AI creates
a summary of the conversation detailing the agreed next steps,
which is made available to the clinician to accept or replace the AI
recommendation.

For the Model 6 prototype, the interface is similar to the Model 5
version but with an additional physical dialogue between clinician
and patient to confirm the conversation and gather additional in-
sights. Here, the nature of the chat between AI and patient before
meeting the clinician is also different from the previous prototype,
focusing on obtaining more information and insights regarding
patient thoughts without agreeing on any particular treatment. The
AI again creates a summary of the conversation with the option
to view the full chat on the interface. This is made available to the
clinician, who can accept or replace the recommendation with the
option to have a dialogue with the patient.

During the development of the prototype, feedback was also
obtained from four clinicians outside the project team about the
layout, what information should be presented, where it should be
presented, and how. The clinicians were from the following special-
ties, Palliative Care, Emergency Medicine, General Practice, and
Oncology. The feedback was obtained from clinicians one at a
time, where they were encouraged to think aloud whilst using the
interface. The feedback suggested that they appreciated the con-
solidation of all information on a single interface, and understood
how to use the systems, indicating the interface was suitable for
use in clinical settings. The final version of the interface was agreed

upon by the project team due to its simplicity, ease of use, and
accessibility to relevant information from the patient record.

4 DISCUSSION
Artificial Intelligence is growing in both public and private health-
care worldwide. Its integration into healthcare, particularly in the
context of decision support systems, poses a number of challenges
including concerns from clinicians and patients. In this research,
we have presented various potential human-AI interaction models
for clinical decision-making and how we have translated them into
working prototypes that can be used to explore the impact of dif-
ferent human-AI configurations on decision-making in healthcare.

The interaction model without AI involves clinicians making
decisions based on electronic data and dialogue with patients, with-
out AI involvement. However, as CDSSs advance to include AI-
based recommendations to aid clinician decision-making, a standard
model for human-AI interaction (Figure 2) appears to have been
adopted. The standard model involves feeding electronic data into
an algorithm, a machine-learned model, which generates a recom-
mendation for a human clinician. Nevertheless, this model lacks
patient-centeredness, raising concerns among clinicians about its
usefulness. Additionally, the explainability of recommendations
from such a model is problematic due to the black-box nature of AI
[69]. Recognising the importance of exploring alternative human-
AI interaction models alongside the need for accurate AI algorithms
is crucial to ensuring that AI systems can be trusted and accepted
by clinicians and patients. A crucial question in HCI is the focus of
design for interaction (or mutual collaboration); specifically, who
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Figure 13: Simulated AI output according to model-6 (Patient-AI-Clinician model) with an option to view full chat. Simulated
full chat between AI and patient (right).

holds the ultimate decision-making authority? It is essential to
explore how we can guarantee that in complex decision-making
systems, humans maintain a pivotal role in decision-making, as op-
posed to AI systems [33]. In this study, we propose four alternative
human-AI interaction models, each differing in terms of recommen-
dation style, incorporation of patient values and preferences, level
of clinician and patient involvement, and explainability.

Previous research has proposed exploring interaction pathways
that integrate patient values and attitudes about risk into AI rec-
ommendation systems for breast cancer screening [7]. However,
there is a lack of clarity regarding the design process for such in-
teraction models, including who was involved in the process and
how to translate them into working prototypes or real systems.
While there has been some previous research exploring interac-
tion models [7], there is generally a lack of clarity about how to
then implement these models into practice. In our approach, we
describe how we developed human-AI interaction models in col-
laboration with stakeholders such as clinicians and then translated
these models into prototypes. Adopting a Wizard of Oz approach,
we could explore different implementations of AI without the risk
of introducing them as actual systems in real-life workplaces.

Several methods can be employed to incorporate information
about a patient’s values, such as utilising a risk-profiling question-
naire to explore their attitudes toward various outcomes, a common
practice in finance [58]. Another way could be the risk assessment
questionnaire, but these closed-ended questionnaires may limit
patients from openly expressing their thoughts and preferences.
With the introduction of ChatGPT, the concept of employing a chat

or dialogue format emerged as an innovative way to integrate pa-
tient values into AI decision-making which will give the patient an
option to write openly about their thoughts and preferences. This
approach can assist HCI, AI, and clinical researchers in testing them
in clinical settings before progressing to the implementation stage
of AI-based decision-making. There is also a lack of clarity regard-
ing the clinical insights generated by AI that are deemed useful and
actionable for clinicians within the human-AI interaction models.
In this research, we used a conceptual prototype for AI-generated
insights in Obstetrics tailored to each human-AI interaction model
through collaboration with clinicians specialising in Obstetrics. The
AI output was based on what AI can generate and can be helpful for
clinicians to achieve their goal of making a suitable decision which
is also one of the definitions of explainability for such systems. We
have also tried to address transparency when integrating patient
feelings and preferences into AI, by giving an option to view full
chat to the clinicians on the interface.

In the prototype for Model 2, treatment recommendations were
made to clinicians based solely on electronic data, lacking addi-
tional information. The prototype for Model 3 was designed to
provide clinicians with underlying data in numerical form and
other risk-related considerations to aid in decision-making. This
model aimed to give clinicians more autonomy in their decision-
making process without feeling pressured into a specific decision.
The interface for Model 4, on the other hand, involved AI mak-
ing specific treatment recommendations along with numerical risk
considerations. Although less complex, Model 4 provided clini-
cians with more information and recommendations, allowing for
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the clinician a chat interaction with patients to incorporate their
thoughts and preferences. However, a common drawback of Model
2-4 is that AI outputs are solely based on electronic data without
considering patient preferences. The explanation of AI-specific
treatment recommendation is justified through the numbers and
risk-related considerations which is different from the justification
made through previously used explanations including Local expla-
nations [27], Example-based [11], counterfactual [67] and Global
explanations [77].
With Model 5 and 6, we aim to reflect the two advanced ways that
AI might be used in the future in healthcare where the AI directly
communicates with the patient before making a recommendation.
Neither are necessarily right or wrong, but they have a different
emphasis. Model 5 focuses on enhancing efficiency, where the
clinician has potential to see more patients, as the AI has spoken
to the patient directly and makes a recommendation that is also
based on this data. Clinicians are simply checking the AI output,
speeding up the process, though in a small proportion of cases
they may need to see the patient themselves. This is similar to
care models currently being tested with less-trained members of
staff such as Physician Associates. Conversely, Model 6 focuses
on enhancing effectiveness, with clinicians still doing what they’re
best at through directly interacting with the patient- but the AI
has also been able to engage with the patient directly and use this
information to make a recommendation. After speaking to the
AI, the patient is better informed and has all the time they need
to discuss things before having a standard consultation with the
doctor. The doctor also should benefit from the AI managing to
bring out useful bits of information. This process has parallels with
the way a medical student might operate in a clinic, presenting
the patient to the doctor before the doctor has a consultation - but
being unable to make the final decision themselves. In practice,
the patient may like the extended contact (or they may see it as a
waste of time prior to the ‘real’ consultation!). Explanations for AI
recommendations considering AI patient preferences are expected
to increase clinician’s trust.

4.1 Future Work
To unpack the effects of these different models, our future plan
involves qualitatively evaluating these with clinicians and patient
actors within role-play simulations to gain insights from a clinical
perspective, and also with respect to potential legal concerns. We
have recently concluded 21 evaluation sessions with clinicians in
Diabetes and Obstetrics (who each engaged with three different
combinations of the scenarios and prototypes described in this
paper). Clinicians were observed interacting with the prototypes
and patient actors, before being interviewed afterwards (and de-
briefed). UsingThematic Analysis [8], we will delve into participant
responses, to explore clinicians’ thoughts and concerns regarding
AI-based decision-support tools within the different scenarios. We
aim to understand how different AI outputs and human-AI interac-
tionmodels influence their decision-making processes, contributing
to an in-depth understanding of human-AI interaction in healthcare.
While we will again engage with a patient panel to share our find-
ings, further research will be needed to more explicitly consider the
patient perspective within the context of AI decision support. Such

research will also be particularly important for prototypes based
on models such as 5 and 6, which require the patient to directly
engage with AI as part of the consultation process.

5 CONCLUSION
We want to understand how best to support clinicians when inter-
acting with decision-support tools in healthcare. However, there
are questions about the different ways in which human-AI inter-
action can occur, including the role of AI in the decision-making
process, and with respect to how to present information to clin-
icians. So, we need to develop ways of exploring these different
implementations. In this research, we developed several potential
human-AI interaction models through collaboration with clinical
experts, AI safety experts, patients, and HCI experts. The challenge
of translating these models into working prototypes for further
testing was also addressed in this paper via co-designing clinical
scenarios and the user interface using a Wizard of Oz method for
two cases: Diabetes and Obstetrics. We explained the method for
developing interaction models for such AI systems and how to
translate them into working prototypes by involving end users.
With this approach, different prototypes can be developed to facil-
itate the exploration and application of various decision-support
systems in healthcare.
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