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Abstract: This paper analyses sexual crimes within the Metaverse to develop an effective legal
framework. The aim is to enhance safety in virtual realities, ensuring the Metaverse remains a secure,
respectful, and liberating environment for all users. As the Metaverse continues to evolve, merging
augmented physical reality with digital existence, it introduces new opportunities for socialisation,
commerce, education, and entertainment. However, this digital realm also faces significant challenges,
particularly the increase in sexual violence. This article evaluates the development of the Metaverse
and its impact on sexual offences. It provides an overview of the Metaverse, followed by an in-depth
exploration of the nature of sexual violence in this virtual space, its effects on victims, and the resulting
legal and ethical issues. Additionally, this article examines the complexities of combating sexual
violence within the Metaverse, reviewing the legal frameworks in various jurisdictions, including
the United States, the European Union, the United Kingdom, and South Korea. These examinations
reveal a range of legal viewpoints and possible solutions. This article outlines a proposed legal
framework, highlighting key strategic areas for mitigating sexual violence in the Metaverse. The
primary objective is to enrich the discourse on the Metaverse, pushing for strong, flexible, and holistic
legal measures. Through this research, we aim to contribute to the creation of protective mechanisms
against sexual violence in these emerging virtual landscapes.

Keywords: Metaverse; sexual violence; legal challenges; international law; regulation; legal framework;
USA; EU; South Korea

1. Introduction

The advent of the Metaverse signifies a paradigmatic shift in the human–computer in-
teraction. This convergence of augmented physical reality with a persistent virtual existence
offers unparalleled opportunities for socialisation, commerce, education, and entertainment.
However, this expansive digital domain is not devoid of significant challenges. Among
these, the emergence of sexual violence within the Metaverse stands out as a pressing and
urgent issue that demands immediate attention. This troubling phenomenon exploits the
very technological innovations that define the unique characteristics of the Metaverse.

This paper provides an in-depth analysis of the development of the Metaverse, with
a specific focus on the misuse of emerging technologies for sexual offences. It begins
with a critical evaluation of the extensive body of literature surrounding the complex
dimensions of Metaverse development. This evaluation covers technological foundations,
ethical dilemmas, security and privacy challenges, and legal and governance frameworks to
ensure a safe environment and prevent criminal activities. The Methodology Section details
our approach to these issues through a doctrinal legal perspective. Utilising comparative
legal analysis, we investigate the issue of sexual violence in the Metaverse across four
distinct legal jurisdictions including the United States, the European Union, the United
Kingdom, and South Korea. This methodology enables us to uncover and understand the

Laws 2024, 13, 33. https://doi.org/10.3390/laws13030033 https://www.mdpi.com/journal/laws

https://doi.org/10.3390/laws13030033
https://doi.org/10.3390/laws13030033
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/laws
https://www.mdpi.com
https://orcid.org/0000-0003-3189-5444
https://orcid.org/0000-0001-5863-854X
https://orcid.org/0000-0002-0419-9681
https://doi.org/10.3390/laws13030033
https://www.mdpi.com/journal/laws
https://www.mdpi.com/article/10.3390/laws13030033?type=check_update&version=1


Laws 2024, 13, 33 2 of 23

subtleties of legal challenges across these jurisdictions and to formulate comprehensive
solutions to these intricate issues. Our structured analysis aims to offer insights into
effective legal mechanisms that could reduce the incidence of sexual violence within the
Metaverse, identifying both existing gaps and possible improvements. We propose a
preliminary legal framework aimed at reducing sexual violence in the Metaverse. This
framework is intended to highlight strategic areas essential for addressing this issue in
the digital realm. The primary goal of this paper is to contribute significantly to the
ongoing discourse about the Metaverse, specifically in the context of sexual violence, and
to underscore the need for robust, flexible, and comprehensive legal frameworks. Through
our investigation, we seek to outline the challenges and aid in developing solutions that
ensure the Metaverse is a safe, dignified, and accessible environment for all its users.

2. Literature Review

The concept of the Metaverse has garnered significant attention in recent years, with
scholars exploring various aspects of this emerging digital realm from interdisciplinary
perspectives. A common theme across the reviewed literature is the need for a comprehen-
sive strategy to address the challenges the Metaverse poses, particularly regarding security,
privacy, governance, and ethical considerations. This strategy encompasses adopting in-
novative platforms for safety training alongside integrating virtual reality technology to
augment conventional safety training techniques (Fajar et al. 2022).

Despite these advancements, the inherent risk of criminal activities within these virtual
environments necessitates a holistic approach to safety. This includes implementing strin-
gent security measures, establishing reliable identity verification systems, and developing
robust infrastructure to support Metaverse operations (Gu et al. 2023). The formulation of
evidence-based policies and interventions plays a crucial role in minimising the adverse
effects of the Metaverse on individual well-being and ensuring a secure virtual space for
all participants.

Qin et al. (2022) argued for creating an international legal framework to enhance global
collaboration, facilitate crime investigations, and foster democratic governance within the
Metaverse. They emphasised the critical role of identity in this virtual realm and proposed
a decentralised governance model, leveraging blockchain technology and transparent AI
algorithms to ensure democracy. This strategy recognises the Metaverse’s disregard for
geographical boundaries and seeks to address the challenges it presents to traditional
legal frameworks. Lee et al. (2021) highlighted the vital role of legislative bodies in
soliciting and analysing feedback from various stakeholders, including industries, users,
and expert groups, to prevent the negative consequences of hastily enacted legislation. They
identified breaches of personal information and digital sex crimes as significant security
concerns within the Metaverse, recommending that the legal system be revised within the
context of existing laws rather than creating new, separate legislation. This thoughtful
approach balances the need for security against the potential negative impact of overly
harsh sanctions on the Metaverse industry.

Marshall and Tompsett (2023) challenge the notion of the Metaverse as a revolutionary
advancement, suggesting that while it may not create new forms of abusive behaviour or crime,
it can amplify existing issues on a larger scale. This nuanced perspective requires a balanced
understanding of the ethical implications of immersive online experiences. Fajar et al. (2022)
demonstrate the effectiveness of safety training using the Metaverse concept and virtual
reality technology, particularly within the shipping industry. Their study, which involves
60 respondents, shows that gender and age do not significantly affect the functionality or
usability of virtual reality in safety training, underscoring the Metaverse’s potential to
enhance work collaboration across geographical areas without demographic limitations.
Wu et al. (2023) discuss the challenges posed by the decentralisation of Web3 for gover-
nance and the rise of financial crimes in the Metaverse ecosystem. They underscore the
importance of comprehensive governance mechanisms to tackle these emerging challenges
and protect users from potential threats (ibid.). The lack of industry standards and regu-
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latory rules has made Metaverse attractive to financial criminals, highlighting the need
for comprehensive governance mechanisms to address these challenges. Laue (2011) ex-
plores the conceptual and methodical challenges of analysing deviant behaviour in virtual
worlds from a criminological perspective. He suggests that while Metaverse may lead to a
quantitative increase in online criminality, they have a low potential for developing entirely
new forms of criminality (ibid.). The impact of virtual worlds on user behaviour in real
society requires further research. Lee et al. (2021) discuss the auxiliary role of criminal law
in addressing crimes within the Metaverse (W. S. Lee 2022). They advocate the integration
of crimes from special laws into the criminal code and call for discussions to establish a
“Metaverse criminal law system” tailored to the new era. This proposal aims to provide a
legal framework to address cybercrimes within the Metaverse effectively. Zhao et al. (2023)
analyse the Metaverse as a super 3D VR ecosystem, identifying serious security and privacy
concerns that must be addressed (ibid.). They propose potential solutions to these issues,
recognising the Metaverse’s benefits in reducing discrimination, eliminating individual
differences, and enhancing socialisation.

Kasiyanto and Kilinc (2022) examine the economic potential of the Metaverse, high-
lighting significant legal considerations around traditional property law, intellectual prop-
erty law, privacy, and governance structures within this emerging digital realm (ibid.).
Similarly, Benrimoh et al. (2022) focus on the transformative potential of the Metaverse
in reshaping societal norms through enhanced self-expression and interaction channels
(ibid.). They also discuss the Metaverse’s capacity to revolutionise societal norms through
unlimited channels of self-expression and interaction. Kalyvakİ (2023) addresses the com-
plex legal landscape of the Metaverse, focusing on the intricacies of intellectual property,
privacy, and jurisdiction (ibid.). The study underscores the urgent need for a clear defi-
nition of virtual asset ownership and advocates interdisciplinary approaches to navigate
these legal challenges. Lee et al. (2021) argue for a cautious legislative approach to the
Metaverse, emphasising the need for consultation with industry stakeholders, users, and
experts to mitigate the adverse effects of precipitous laws (J. H. Lee 2022). They underscore
the relevance of existing legal frameworks, such as the Framework Act on Intellectual
Property and Related Laws (South Korea), to future legal challenges in the Metaverse.
Their study calls for advanced legal preparations to ensure safety and address potential
legal problems in the digital space. Allam et al. (2022) examine the Metaverse in the
context of smart cities, emphasising the need to prioritise human values and inclusivity
in future digital societies. They highlight the disruptive effects of the Metaverse on urban
society and stress the importance of reshaping the concept to prioritise human values and
ensure inclusivity and accessibility in future digital societies. These analyses suggest a
way forward, where a holistic approach to developing and implementing strict measures
against any sexual crimes in the Metaverse is required. Preferably, this should involve
revising existing legislation rather than introducing new laws to simplify the process while
preserving the Metaverse’s potential benefits. The discussions emphasise the necessity of
interdisciplinary collaboration, proactive legal preparation, and thoughtful regulation to
navigate the complexities of this emerging digital frontier effectively.

3. Methodology

This article adopted a doctrinal legal methodology employing comparative legal
analysis to investigate challenges thoroughly and formulate comprehensive solutions for
sexual violence in the Metaverse (Bhat 2020a, 2020b; Reitz 1998; Vranken 2011). The
following subsections elaborate on the approach adopted in this study.

3.1. Data Collection

A comprehensive literature review was carried out across major databases in legal,
technology, and social science fields, including Google Scholar, ScienceDirect, ACM Digi-
tal Library, IEEE Xplore, PsycINFO, and SocINDEX. The review analysed peer-reviewed
articles, conference papers, and book chapters, utilising iterative keyword searches re-
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lated to “Metaverse”, “virtual reality”, “sexual assault”, “online harassment”, “content
moderation”, and “technology policy”. From the insights gained through the literature
review, legal doctrines related to cybersexual violence from the U.S., U.K., EU, and South
Korea were methodically identified and collated into a master database. This compilation
encompassed statutes, case law, regulations, and directives. The review of legal doctrines
across these jurisdictions aimed to evaluate the current approaches to addressing sexual
violence in the Metaverse or digital spaces (Keenan and Zinsstag 2022; Wodajo 2022).

Data collection entailed examining statutes, case law, international conventions, and
academic literature. We used expertise from criminal law specialists, who analysed different
jurisdictional responses to these incidents within the framework of their legal systems,
specifically highlighting the challenges posed by the virtual context of the Metaverse.

3.2. Analysis

Adopting a comparative law approach (Bhat 2020a; Reitz 1998), this article identified
and evaluated the legal responses to virtual sexual violence, focusing on their effective-
ness and relevance to the Metaverse. Directed qualitative content analysis methods were
employed to critically examine doctrinal data, enabling a comparison of legal approaches
across jurisdictions. This analysis aimed to identify gaps in protection, assess the applica-
bility of existing laws to the Metaverse, and outline ethical and safety considerations. Legal
scholars have underscored the importance of recognising the shortcomings in current legal
protections and the challenges posed by differences in jurisdictional laws. Additionally, the
technological aspects crucial for both the perpetration and prevention of such acts were
examined in relation to user interactions within Metaverse platforms. For instance, to
combat avatar-related sex crimes, some scholars have proposed specific punitive measures
and preventive strategies, such as restricting avatars from approaching each other beyond
a certain distance (Ye and Chang 2022).

3.3. Framework Development

Analysing previous studies and expert opinions enables legislative bodies to gather
and analyse feedback from relevant industries, users, and expert groups. This approach
ensures the Metaverse is used in a healthy and safe manner, minimising the risks posed by
shortsighted legislation (Wiederhold 2022). Furthermore, current cyber law precedents can
be adapted to tackle sexual violence in the Metaverse by revising and amending existing
laws to incorporate specific provisions for virtual environments (Lee and Min 2022). Laws
such as the data protection law and criminal laws addressing sexual offences could be
updated to tackle issues of personal information infringement and digital sex crimes within
the Metaverse. For example, in the U.K., rape and sexual assaults are defined under
the Sexual Offences Act of 2003, but only in real-life situations. This does not extend to
the online context or the Metaverse, where offences can have a much worse impact, as
previously discussed (Gomez et al. 2024). Likewise, the Act on Special Cases Concerning
the Punishment of Sexual Violence Crimes and the Act on the Protection of Children and
Juveniles’ Sexuality in South Korea could undergo amendments to offer legal protection
against sexual offences in virtual spaces (D. I. Lee 2022).

Drawing on interdisciplinary research into the ethical, psychological, and safety impli-
cations of virtual interactions, this study seeks to find a balance among user rights, platform
accountability, and the demands of technological advancement. It also considers how cy-
berlaw precedents addressing issues like cyberbullying and cyberstalking could influence
Metaverse-specific regulations (L. Yang 2023). A comprehensive framework, informed by
comparative legal analysis and multidisciplinary insights, was developed to address the
unique challenges of sexual violence in virtual environments. This article proposes tailored
governance strategies based on logical reasoning by integrating comparative findings and
extrapolating from technology-specific insights. It offers specific, academically supported
policy recommendations for various stakeholders, aiming to create a safer Metaverse for
all users.
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4. Brief Overview of the Metaverse

The Metaverse, emerging as a potentially groundbreaking development in the techno-
logical landscape, is poised to surpass the impact of the Internet. This notion, endorsed by
industry leaders, including Facebook’s CEO (Newton 2021) and numerous tech experts,
underscores the importance of thoroughly understanding the Metaverse’s far-reaching
implications. Conceptually, the Metaverse represents an expansive virtual domain, its
name deriving from the Greek “Meta” (beyond) and “Universe”, symbolising a realm that
extends beyond our familiar reality. Although defining the Metaverse is challenging, it
is generally depicted as a collective, immersive experience in a simulated environment,
engaging multiple users in a first-person perspective. This spectrum ranges from complete
virtual environments in virtual reality (VR) to augmented reality (AR) integrations within
the physical world. AR enhances real-world experiences with virtual components, while
VR offers total immersion and is now employed across various sectors, including medical
training and virtual social interactions.

In the Metaverse, avatars serve as the digital embodiments of users, facilitating
dynamic interactions, exploration, and access to a wide range of digital services. This
capability allows users to develop unique identities and personal brands within the
virtual landscape.

Creating virtual humans or avatars enables user interactions akin to real-world social
dynamics in this environment. However, such interactions carry the potential risks asso-
ciated with physical interactions, including offences like theft, misrepresentation, fraud,
and sexual offences. In the virtual realm, offences such as the unauthorised acquisition of
virtual currencies could be equated to virtual theft. Furthermore, the principles of contract
law might apply to transactions conducted within this space, introducing concerns about
fraud and misrepresentation.

Crucially, interactions between avatars that are sexual in nature also fall under the
scrutiny of laws governing sexual conduct. This aspect raises significant legal and ethi-
cal considerations, particularly in how existing laws and regulations can be adapted or
extended to govern such interactions in the Metaverse. It implies the need for a comprehen-
sive legal framework that addresses the unique challenges posed by virtual environments,
ensuring that the rights and safety of users are protected in this emerging digital frontier.
This development underscores the importance of understanding the Metaverse not only as
a technological innovation but also as a domain requiring careful consideration of legal,
ethical, and societal implications.

5. Exploration of Trends—Sexual Crimes in the Metaverse

The emergence of sexual crimes in the Metaverse raises critical questions about the
responsibilities of platform developers and operators in monitoring and addressing such
behaviours. It also highlights the need for comprehensive legal frameworks and ethical
guidelines to combat these issues effectively. This section aims to shed light on the nature of
these crimes, their impact on victims, and the broader implications for safety and inclusivity
in virtual environments. Understanding and addressing these challenges is essential for
ensuring that the Metaverse remains a space that fosters positive and respectful interactions
while protecting the rights and well-being of all users.

The Metaverse, designed to replicate real-world social dynamics, facilitates various
forms of interaction among avatars, including gaming, virtual tourism, and other recre-
ational activities (Ramirez et al. 2023). While these interactions are intended to enrich the
user experience, they also open avenues for both consensual and non-consensual sexual
activities. Instances of sexual harassment and assault in the Metaverse are increasingly
reported, reflecting a disturbing parallel with real-world trends. Such incidents range from
avatars being groped (Belamire 2016) to extreme cases like virtual rape (Sum of US 2021,
pp. 5–6). A notable case involved a female researcher’s avatar, which was subjected to a
simulated rape at a virtual party in view of other avatars (ibid.). In another incident, a
user’s avatar experienced simulated groping and ejaculation (ibid.). These are not isolated
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events but part of a larger pattern of sexual harassment becoming disturbingly frequent
in the Metaverse. Research in this domain reveals a further disconcerting trend: minority
groups, particularly women, children, and people of colour, are often the primary targets of
harassment in virtual environments, mirroring the vulnerabilities these groups face in the
physical world (Blackwell et al. 2019). The presence of sexual harassment in the Metaverse
exacerbates the risks for already vulnerable groups, particularly children, who are naturally
inclined to embrace new technologies such as the Metaverse quickly (Robinson et al. 2020).
This inclination, reflective of their inherent digital savviness, brings into sharp focus the
grave issue of child sexual exploitation within these virtual spaces.

This deepening concern is intensified by the growing immersion of children and
adolescents in digital media, raising serious alarms about the potential negative impacts
on their mental and physical health. The Metaverse, in this context, not only amplifies
mental health challenges like depression, anxiety, addiction, self-harm, suicidality, and
eating disorders but also lays the groundwork for severe social issues. These include
cyberbullying, inappropriate sexual behaviour, and exploitation of minors, which are
particularly alarming given the already heightened risks of sexual harassment in these
environments. Moreover, the Metaverse exposes young users to additional dangers, such
as online gambling and significant privacy and security threats (Kim and Kim 2023).

What is particularly disconcerting is the lack of comprehensive research on the societal
impacts of the Metaverse, especially at an individual level and in terms of its long-term
environmental effects. This lack of research is more than just a gap in academic understand-
ing; it represents a critical oversight in our approach to managing and governing these new
digital landscapes. The paucity of focused studies on these issues is a glaring omission,
given the potential for profound and lasting effects on our society’s most impressionable
and vulnerable members. Therefore, developing a more critical and evidence-based un-
derstanding of the Metaverse’s impact is imperative, ensuring we are not inadvertently
placing our younger generations at risk in these uncharted digital territories.

The complexities of the Metaverse further exacerbate these issues. The platform
enables adults to disguise themselves as children, potentially deceiving real child users
into thinking they are interacting with peers (Lorenzo-Dus and Izura 2017). This deceptive
environment poses a significant risk for unsuspecting minors. On the flip side, there is
the occurrence of “sexual age-play”, where consenting adults use avatars that appear
underage (Kierkegaard 2008; Reeves 2013). Though this might not be illegal, it raises ethical
concerns and potentially normalises problematic behaviours. These virtual interactions
involving the sexual depiction of children create a grey area in both legal and moral terms.
The research underscores the seriousness of this issue, indicating that hostile, violent,
or abusive experiences in the virtual world can elicit psychological and physiological
responses akin to those experienced in the real world (Lee et al. 2021). Thus, the Metaverse
not only reflects but potentially intensifies the risks of child sexual exploitation familiar in
the real world. This situation underscores the urgency of developing robust safeguards
and legal frameworks to protect the most vulnerable users in the Metaverse.

6. Unique Challenges: Navigating the Uncharted Terrain of the Metaverse

As we discussed in the previous section, the prevalence of sexual crimes in the Metaverse
makes it imperative to delve into the unique challenges this virtual environment presents,
especially in the context of these offences. The Metaverse, a burgeoning and evolving digital
realm, brings forth complexities not typically seen in the physical world, necessitating a
nuanced understanding and approach.

A primary challenge in the Metaverse is the ambiguity surrounding consent. Unlike
in the physical world, where the norms and boundaries of consent are more clearly defined
and understood, these boundaries become blurred in the Metaverse. The virtual nature
of interactions complicates the understanding of consent, as communication nuances and
intentions can be misinterpreted or lost in digital translation. This is further complicated by
the potential for user misrepresentation and the inherent anonymity within these spaces.
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Such factors can lead to scenarios where actions, including unsolicited advances, may
not be uniformly perceived as inappropriate by all parties involved, potentially leading
to instances of sexual violence. Anonymity in the Metaverse also presents a significant
challenge. While it gives users a sense of freedom and privacy, it can simultaneously
encourage them to engage in behaviours they might otherwise avoid in the real world. This
sense of detachment, combined with perceived impunity, can escalate the frequency and
severity of sexual violence in these virtual spaces. Striking a balance between the benefits
of anonymity and the need to deter harmful behaviours becomes critical to managing these
environments.1

Furthermore, the psychological impact of experiences in the Metaverse, particularly
those related to sexual violence, is a crucial factor. Even though these experiences are
virtual, they can have tangible psychological effects on victims, including trauma, fear,
and distress, mirroring the impacts of real-world sexual violence. Thus, addressing the
unique challenges of the Metaverse, especially in the context of sexual violence, requires a
multifaceted strategy. This strategy should encompass technological solutions, community
guidelines, legal adaptations, and psychological support mechanisms. The development
of robust legal frameworks that can adapt to the intricacies of virtual environments is
particularly urgent.

6.1. Virtual Consent

Exploring the intricate issue of virtual consent within the Metaverse, it is crucial to
understand how it diverges from traditional notions of consent in the physical world.
Factors such as avatar autonomy, the blurred distinction between player and character,
and potential miscommunication in digital interactions significantly impact how consent is
perceived and negotiated in virtual spaces. A study by Zytko and Chan sheds light on the
alarming absence of consent mechanisms in virtual societies (Zytko and Chan 2023). Zytko
and Chan point out that social Virtual Reality (VR) environment developers often overlook
the need for consent-based frameworks. This negligence contributes to and exacerbates the
occurrence of criminal sexual offences in these virtual realms. The absence of a system for
explicitly exchanging consent allows for and indirectly encourages situations that lead to
such offences.

In VR, participants engage in sexual exploration through their avatars, leading to
overtly sexual experiences. These experiences can range from erotic body movements
and promiscuous verbal dialogue to non-consensual interactions, sometimes involving
underage users. The complexity of eliminating sexual violence or harmful behaviour in the
Metaverse is underscored. Participants in Zytko and Chan’s study found themselves in
a grey area regarding what constitutes sexually appropriate behaviour in virtual spaces
(Zytko and Chan 2023). This ambiguity largely stems from the absence of a clear, qual-
itative standard for assessing behaviour, resulting in varied perceptions and responses
to sexual interactions. Establishing mechanisms that address these issues is essential for
safeguarding users in the Metaverse. Without such mechanisms, users are vulnerable to
harmful behaviours that blur the lines between virtual and real-world consequences.

6.1.1. Avatar Autonomy and Blurred Lines between Player and Character

In the Metaverse, where users adopt avatars for interaction, the concept of embodiment
creates a profound connection between users and their virtual representations (Gonzalez-
Franco et al. 2020). This phenomenon holds both promising and problematic potential.
Positively, it allows individuals to transcend their real-life limitations, creating idealised
versions of themselves (King et al. 2020). However, this can inadvertently set unrealistic
beauty and lifestyle standards, fostering unhealthy comparisons and possibly aggravating
issues like body dysmorphia, especially among younger users who are at a crucial stage of
identity development (Abbas and Dodeen 2022).

1 We will discuss this later on in the paper.
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As discussed before, virtual consent and bodily autonomy become particularly com-
plex in the Metaverse. Instances of sexual harassment, such as the non-consensual touching
of an avatar, challenge our understanding of consent in these digital realms. While such
actions are unequivocally deemed sexual harassment in the real world, the translation of
these norms to virtual avatars is not straightforward. The ambiguity lies in whether the au-
tonomy and rights afforded to a person’s physical self should extend equally to their digital
avatar (Freeman et al. 2022). In real-world social interactions, there are established norms
regarding physical proximity, where unwanted closeness is recognised as harassment
(ibid.). Scholars argue for a parallel in virtual environments: actions that invade personal
space without consent, even in a digital context, should be seen as potential harassment
(ibid.). This perspective suggests that avatars in the Metaverse are more than mere digital
entities; they are extensions of the users’ personal autonomy (ibid.). Therefore, the actions
and choices made by these avatars could reflect the users’ intentions and deserve respect
and legal consideration similar to those in the physical world.

These factors complicate the application of criminal liability to virtual experiences.
While users can theoretically disengage at any time, the phenomenon of involuntary paral-
ysis or “tonic immobility” during traumatic experiences raises questions about the user’s
ability to exercise this control (Kalaf et al. 2017). Research is needed to determine whether
sexual crimes in the Metaverse can evoke tonic immobility and, if so, whether its degree
is comparable to real-world experiences. Without concrete answers, uncertainty remains
about how much an avatar represents the end user and the degree of autonomy and agency
a user possesses in exercising consent in virtual environments. This uncertainty underscores
the need for a nuanced understanding of consent and autonomy in the Metaverse.

6.1.2. Potential for Miscommunication

The Metaverse, transcending geographical and cultural boundaries, hosts a diverse
global user base, each with unique social and moral norms. This diversity, while enriching,
inevitably leads to communication challenges. Users from different regions and back-
grounds may unintentionally offend each other’s sentiments because of these varying
norms. Often resulting from these cultural disparities, miscommunication can lead to
unintended and sometimes undesirable outcomes. However, it is essential to recognise that
users are not entirely naive in their approach to cross-cultural communication. Current
social media platforms serve a global audience and operate under certain ‘community
standards’ that guide user interactions. Users from diverse backgrounds generally respect
these standards, each socialised in different environments.

Similarly, issues like sexual abuse and violence tend to garner a broad consensus across
various communities, suggesting the possibility of establishing universal community stan-
dards in the Metaverse. Despite this, subtler issues may arise in the Metaverse, particularly
around softer or more nuanced remarks. What might be considered sexually offensive can
vary significantly depending on a user’s societal upbringing and understanding of social
norms. These nuances present challenges in establishing a one-size-fits-all standard for
communication and behaviour.

The Metaverse, offering immersive real-life simulations, intensifies these challenges
beyond the traditional text and image-based interactions of the current Internet. In such
a highly interactive and realistic environment, the potential for miscommunication and
misunderstanding is not only present but could be significantly amplified. Navigating this
complexity requires a nuanced approach to community standards, one that is sensitive to
the diverse backgrounds of users and adaptable to the unique communicative dynamics
of the Metaverse. This approach is essential for fostering a respectful, inclusive, and safe
environment for all users, regardless of their cultural or geographical origins.

6.2. Impact of Anonymity

The impact of anonymity in the Metaverse is a critical issue, particularly when con-
sidering its influence on incidents of sexual violence. This anonymity, inherent to the
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Metaverse’s virtual realms, allows users to interact without revealing their true identities,
which can encourage damaging behaviours. This aspect of facelessness in the Metaverse
is not merely a feature; it represents a complex challenge that amplifies the difficulties
in supporting victims and identifying perpetrators. In the Metaverse, the challenge of
identifying the real individual behind an avatar is substantial. The creation and customisa-
tion of avatars are subject to minimal restrictions, making it nearly impossible to ascertain
the true identity of a user (Jesse 2019–2020). This flexibility allows individuals to disguise
their identity completely, even assuming entirely false personas. For instance, in platforms
where avatars are meant to represent the user’s real appearance, it is easy for individuals to
create deceptive avatars using someone else’s photo, further complicating the authenticity
issue (Lin and Latoschik 2022).

Taking “Second Life” as an illustrative example, the platform allows users to choose
their avatars’ first names, permitting using abstract or non-descriptive names. This policy
promotes creativity and freedom but also facilitates a high degree of anonymity. Similarly,
the lack of verification mechanisms compromises the platform’s age restriction policy,
enforced through a birthdate requirement. Users often create new, separate email accounts
specifically for such platforms, further obscuring their real-world identities. In addition,
avatar customisation in the Metaverse, which includes modifications to physical appear-
ance and attire, complicates the identification of a user’s actual gender and age. While
platform owners may identify which account created an avatar, to other users, these avatars
function essentially as pseudonyms. However, the anonymity afforded by these avatars
is undermined as they develop sub-identities within the Metaverse. These sub-identities,
shaped by behavioural patterns and shared knowledge, can inadvertently reveal personal
information about the user, thereby compromising their privacy.

The various layers of anonymity in the Metaverse present significant challenges in
criminal situations, particularly in identifying perpetrators. This environment also creates
opportunities for malicious activities, such as creating fake avatars to impersonate others
or commit crimes in their name. The complexity of these issues demands a nuanced
approach to identity management in the Metaverse. Ensuring accountability and safety
while preserving the freedom of expression requires a delicate balance and potentially
innovative technological and regulatory solutions. This balance is crucial for maintaining
the integrity of interactions within the Metaverse and protecting users from harm.

6.3. Detrimental Psychological Effects

We examine the potential psychological effects of sexual violence within the Metaverse
in this section. Drawing on insights from cyberpsychology, we aim to understand the harm-
ful impacts these occurrences can have on a user’s mental well-being, potentially causing
trauma similar to that experienced by victims of sexual violence in the real world. The
Metaverse presents various forms of virtual worlds, each with distinct implications for how
users relate to their avatars. In some of these worlds, users are limited to using standardised
avatars with little to no opportunity for customisation. In such environments, the degree of
emotional attachment or identification a user feels towards their avatar might be minimal
because of the lack of expression of personal identity. This diminished attachment could
result in a reduced psychological impact from any experiences of virtual abuse or harass-
ment. On the other hand, there are virtual spaces that allow users extensive customisation
options for their avatars. Users can craft unique identities in these settings that reflect their
personal characteristics and preferences. Such a deep level of personalisation can lead
to a stronger emotional bond with the avatar, making experiences of sexual violence in
these contexts potentially more traumatic. Users might perceive these violations as direct
attacks on self-representation, leading to significant emotional distress. The psychological
effects of these two types of virtual environments are markedly different. Where avatars are
standardised and impersonal, users may experience a certain degree of detachment from
negative experiences, mitigating the psychological impact. However, in environments with
highly personalised avatars, the repercussions of sexual violence can be as severe as those
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experienced in the physical world, including feelings of fear, anxiety, and psychological
distress.

This variation in psychological impacts highlights the importance of understanding
the complex dynamics of user–avatar relationships in the Metaverse. As virtual environ-
ments evolve to offer more personalised experiences, the potential for psychological harm
escalates, underscoring the need for measures to safeguard users’ mental health. Such mea-
sures could include establishing support systems for victims, implementing community
guidelines to prevent abuse, and educating users about the risks and ethical responsibilities
of virtual interactions. Addressing these psychological dimensions is vital for maintaining
the Metaverse as a safe, inclusive, and respectful digital landscape (Freeman et al. 2022).

This perception engenders a sense of responsibility and protectiveness towards the
avatar, reflecting the user’s role and identity within the virtual world (ibid.). Emerging
research in this field indicates that the more the virtual world resembles the real world,
the more likely it is for the user’s brain to process virtual experiences similarly to real-life
experiences. This phenomenon is not just about visual and aesthetic similarity; it is also
about the immersive quality of the experience. Modern virtual reality hardware is crucial
in enhancing this sense of immersion.

Devices such as VR headsets and haptic gloves create a compelling sense of “presence”,
making the virtual experience more real and immediate.2 This refers to the experience of
“being inside” the simulated environment, i.e., successful “location” illusion (Cummings
and Bailenson 2016), and the feeling that one is performing some action (even though
the setting is virtual), i.e., the “action” illusion because of this, a so-called “virtually real
experience” is created, i.e., an experience perceived to be “real at the moment of experience”
(Montefiore and Formosa 2022; Ramirez 2022). For example, in an interview, VR researcher
Jessica Outlaw states that when talking to people she knows in a VR headset, she feels she
is with them, has an embodied experience, and “creates memories” with them (Dolan 2022).
Research also suggests that in a Metaverse setting, the neural response of the brain remains
the same as that in the physical world. Hence, in a realistic game setting, a user might feel
scared to death if their avatar is in a near-death situation, even though no actual physical
harm ever occurred to the user (Lemley and Volokh 2018). Cyber violence has been found
to cause psychological harm such as depression, stress, anxiety and post-traumatic stress
disorder (Cripps and Stermac 2018). Therefore, the psychological impact in the Metaverse
is more significant and much different than a typical online scenario such as a simple video
game (Lemley and Volokh 2018). It may be said to be close to a real-world impact since it
triggers responses similar to those in the real world.

7. Existing Legal Frameworks

This section aims to critically examine the adequacy of current legal frameworks in
addressing sexual violence within both traditional physical settings and emerging digital
platforms, with a specific focus on the Metaverse. Our analysis is grounded in an extensive
review of the legal systems in the United States, the European Union, and South Korea,
complemented by relevant case studies that shed light on the practical application of these
laws. The legal systems in these regions have evolved to address sexual violence, primarily
in physical contexts. However, the transition to digital spaces, notably the Metaverse,
raises complex legal questions. The central challenge is adapting laws crafted for tangible
interactions to the virtual realm, where the dynamics of sexual violence can be vastly
different, blurring the lines between physical and psychological harm.

In the United States, existing laws on sexual harassment and assault are predominantly
oriented towards physical incidents. The rise of digital harassment has led some states to
expand their legal frameworks to encompass online forms of these crimes. However, the
immersive and interactive nature of the Metaverse, where experiences of sexual violence

2 Dolan (2022, p. 44) (also refer to the example of Project Cambria, which imitates real-world virtual social
settings).
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can have profound psychological impacts, pushes the boundaries of these legal adaptations.
The European Union’s approach to harassment and online abuse demonstrates a recognition
of the evolving nature of sexual violence in digital spaces. Despite comprehensive laws
against harassment, the unique challenges of virtual environments, such as jurisdictional
issues in a borderless virtual world and the difficulty in pinpointing perpetrators behind
anonymous avatars, pose significant hurdles to effective legal application in the Metaverse.
South Korea’s experience is particularly instructive, given its advanced digital culture and
specific legislation targeting cybercrimes. Even here, the legal framework is in a continuous
state of flux, striving to keep pace with the nuances of digital interaction, especially in an
immersive environment like the Metaverse.

These jurisdictional insights reveal a shared predicament: while existing legal frame-
works lay a foundational structure for addressing sexual violence, they fall short of fully
encompassing the complexities presented by the Metaverse. The challenges are multi-
faceted, encompassing the definition and scope of sexual violence in virtual spaces, the
identification and prosecution of perpetrators who may exploit anonymity, and providing
adequate support and justice for victims. This situation underscores an urgent need for
legal systems to evolve and adapt, ensuring robust protection and redressal mechanisms
for users navigating the digital terrain of the Metaverse.

7.1. United States

Exploring the legal landscape of the United States, we focus on the application and
potential limitations of existing laws regarding sexual violence, specifically in the context
of the Metaverse. Our analysis draws connections to the earlier discussions in this paper,
examining how the U.S. legal system addresses sexual offences in both physical and
increasingly prevalent digital spaces like the Metaverse. The Child Pornography Prevention
Act of 1996 (CPPA) marked the U.S.’s initial legislative foray into curbing virtual child
pornography.3 This legislation included provisions for penalising depictions of minors, or
images that “appeared to be” minors, in sexually explicit conduct, including computer-
generated representations.4 This broad definition held potential relevance for the Metaverse,
particularly for combating sexual depictions of children using virtual or morphed images.
However, in Ashcroft v Free Speech Coalition,5 the Supreme Court struck down these
provisions as unconstitutional, citing an overly broad interpretation that infringed upon
free speech rights by prohibiting representations that did not involve actual children.6

The Court refused to accept that they should be prohibited because depictions may tend
to encourage child abuse in the real world. It stated that “the mere tendency of speech to
encourage unlawful acts is not a sufficient reason for banning it”.7 The provision was found to
violate the right of free speech guaranteed by the First Amendment.8

In response, the U.S. implemented the Prosecutorial Remedies and Other Tools to
End the Exploitation of Children Today (PROTECT) Act in 2003. This law, while narrower
than CPPA, included “indistinguishable” computer images of minors or images modified
to resemble identifiable minors.9 This definition’s applicability to the Metaverse is crit-
ical, particularly for instances where avatars of minors are used or altered for sexually
explicit purposes. However, the Act’s effectiveness in addressing the nuanced realities of

3 Section 121(2), Child Pornography Prevention Act 1996.
4 See Footnote 3.
5 Ashcroft v Free Speech Coalition 535 U.S. 234 (2002) (‘Ashcroft’). https://supreme.justia.com/cases/federal/us/

535/234/ Accessed on 16 February 2024.
6 Ashcroft v Free Speech Coalition 535 U.S. 234 (2002) (‘Ashcroft’). https://supreme.justia.com/cases/federal/us/

535/234/ Accessed on 16 February 2023.
7 Ashcroft v Free Speech Coalition 535 U.S. 234 (2002) (‘Ashcroft’), p. 253.
8 Ashcroft v Free Speech Coalition 535 U.S. 234 (2002) (‘Ashcroft’), p. 244.
9 Child pornography is defined as any visual depiction of sexually explicit conduct that includes the following: (a) a minor,

(b) a digital or computer image that is "indistinguishable" from that of a real minor, or (c) an image which has been
created or modified to appear to be that of an "identifiable minor" engaging in sexually explicit conduct (18 U.S.C. §
2256(8)).

https://supreme.justia.com/cases/federal/us/535/234/
https://supreme.justia.com/cases/federal/us/535/234/
https://supreme.justia.com/cases/federal/us/535/234/
https://supreme.justia.com/cases/federal/us/535/234/
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sexual violence in the Metaverse remains an open question, highlighting the need for legal
frameworks that can adapt to the complex dynamics of virtual environments.

State-level laws in the U.S. also address virtual sexual conduct, but they face challenges
balancing regulation with freedom of speech, a deeply entrenched value in American
jurisprudence. The high threshold for penalisation in cases like those under California
Penal Code Section 653.2 illustrates the difficulty in proving intent in virtual interactions
within the Metaverse.10 However, to prove the same, it is necessary to satisfy that the
messages were sent with the purpose of “imminently causing that other person unwanted
physical contact, injury, or harassment”.11 Establishing unwanted physical contact, injury, or
harassment in interactions that happen in the Metaverse would be challenging.

Section 230 of the Communications Decency Act (CDA) further complicates the issue
of accountability in the Metaverse. This clause effectively absolves Metaverse platforms
from responsibility for user-generated content by exempting service providers from liability
for third-party content. This lack of liability raises critical questions about the role of these
platforms in moderating and preventing sexual violence within their virtual spaces. Clause
(c)(2) states that “No provider or user of an interactive computer service shall be treated as the
publisher or speaker of any information provided by another information content provider”.12 By
not being considered publishers, service providers are immune from any claim against
content posted by users. Although no case has come up, it is fair to assume that Metaverse
platforms, being interactive computer services, will enjoy the same immunity as any other
service provider under Section 230.

The juxtaposition of these legal frameworks with the emerging challenges posed by
the Metaverse underscores a significant gap. The U.S. legal system, while providing a
foundation for addressing sexual violence, falls short in effectively tackling the unique
issues presented by virtual environments. There is a pressing need for legal evolution
that considers the Metaverse’s immersive and interactive nature, ensuring adequate user
protection and holding perpetrators accountable in these digital realms. This situation
calls for a critical re-evaluation of existing laws and potentially the development of new
legal standards that are better equipped to address the complexities of sexual violence in
the Metaverse.

7.2. European Union

Examining the European Union’s (EU)’s legal framework reveals that, like many other
jurisdictions, no specific legislation is tailored to the Metaverse. This absence reflects the
broader challenge of legislating for such expansive and multifaceted digital spaces. The
Metaverse’s complex and evolving nature makes the concept of a single, comprehensive
“Metaverse law” as elusive as the notion of a singular “Internet law”.

Given the Metaverse’s complex nature, the EU approach appears to target specific
areas of concern rather than attempting to create an overarching “Metaverse law”. Key
focus areas include competition, data protection, and intellectual property. Each of these
domains presents unique challenges in the context of the Metaverse. For instance, issues of
competition involve how virtual platforms interact, the monopolisation of virtual spaces,
and the fair usage of virtual marketplaces. Data protection becomes increasingly complex
in an environment where personal and behavioural data can be collected on a much more
intricate level than on conventional Internet platforms. Intellectual property concerns in the
Metaverse revolve around using and misusing digital assets, ranging from virtual goods to
unique user-created content (EPRS 2022).

Certain aspects of the current framework might assist in dealing with sexual harass-
ment cases in the Metaverse. The definition of “child pornography” according to the
Council of Europe Convention on Cybercrime is “realistic images representing a minor en-

10 S. 653.2 of the California Penal Code.
11 See Footnote 10.
12 Section 230(c)(2), Communications Decency Act, 1996.
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gaged in sexually explicit conduct”. A similar and further expanded definition of “child
pornography” exists under the EU Directive on Combating the Sexual Abuse and Sexual
Exploitation of Children and Child Pornography, wherein the term includes “realistic images
of a child engaged in sexually explicit conduct or realistic images of the sexual organs of
a child, for primarily sexual purposes”. These definitions are broad since they include
“realistic images” instead of only actual ones. This allows the potential inclusion of virtual
representations and pornography in the Metaverse into their domain.

Apart from this, the EU has also looked into intermediaries’ liabilities regarding
the content they host online. However, currently, any stringent and exhaustive law that
encapsulates all the aspects relating to sexual crimes occurring in the Metaverse does not
exist in the EU legal framework, but steps have been taken to address this omission. In
April 2022, the EU agreed upon the Digital Services Act (“DSA”), legislation addressing
illegal and harmful Internet content.13 Focusing on intermediaries, the law puts the onus
of monitoring hosted content on the tech company or facing a fine of up to 6 per cent
of the global revenue. The obligations have been made proportionate to the size of the
tech company based on the nature of services offered and the number of users (European
Council 2022). Large online platforms, or VLOPs, have been subject to more stringent
requirements. These platforms will be required to analyse the systemic risks they create
and conduct risk reduction analysis (ibid.). Areas of risk that have been identified include
effects on fundamental rights, gender-based violence, effects on the physical and mental
health of users, and impact on minors, amongst others (ibid.). While the exact application
of the DSA cannot be observed until its implementation, it has the potential to be applied
to Metaverse platforms. As the popularity of such platforms increases in the coming years,
these platforms will eventually become VLOPs because of an increase in the user base.
Another reason for them to become VLOPs could be the upcoming trend in many essential
services offered in the Metaverse. Many big corporations have opened virtual stores and
office spaces in the Metaverse. As this wave continues, the services these platforms provide
will become diverse and gain more traction. The increased social interaction in a world that
simulates reality would possess risks on counts of sexual harassment, verbal abuse, and
fraud. Legislation such as the DSA would ensure the platforms realise their accountability,
continuously analyse the content being circulated, and devise risk reduction mechanisms.

7.3. United Kingdom

The United Kingdom’s introduction of the Online Safety Act 2023 represents a signif-
icant stride in digital regulation, particularly relevant to emerging virtual environments
like the Metaverse. This legislation, focusing on enhancing online safety and specifically
targeting child sexual abuse, necessitates a nuanced examination of its potential impact
on the complex dynamics of the Metaverse. The legislation delegates new powers and
responsibilities to OFCOM, setting a precedent for a stringent approach against child sexual
abuse in digital spaces. This proactive stance is vital for the Metaverse, a domain where the
immersive nature of interactions amplifies the potential for harassment, sexual abuse, and
bullying. However, applying this law to the Metaverse, which is a more intricate digital
space than traditional online platforms, presents unique challenges.

One area of contention within the legislation is its handling of misinformation. This
aspect has sparked significant debate, reflecting the delicate balance between regulating
harmful content and preserving free speech. The Metaverse, with its rich user-generated
content and diverse modes of expression, complicates this balance further. Differentiating
between harmful misinformation and legitimate expression within such a multifaceted
virtual world is a challenge the law must navigate carefully.

The legislation’s implementation strategy, placing substantial responsibility on tech
companies, is crucial but also demanding. These firms are expected to revolutionise their
safety governance, align service design with safety priorities, and enhance user autonomy

13 The Act is still subject to formal approval as of June 2023.
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over online experiences. While these expectations are commendable, their translation into
the context of the Metaverse, characterised by rapidly evolving technologies and user
interactions, is complex. The effectiveness of these measures in a virtual environment that
blurs the lines between reality and digital representation is yet to be fully understood.

Furthermore, the law-phased approach, encompassing regulating illegal content, child
safety, and user empowerment, suggests a methodical regulatory process. However, the
effectiveness of this approach within the Metaverse, where user interactions are multi-
faceted, and the nature of the content is continually evolving, is an area that requires careful
consideration. The requirement for online platforms to publish transparency reports is a
step towards greater accountability, but applying this to the diverse and dynamic world of
the Metaverse poses its own set of challenges.

The Online Safety Act’s provision for substantial fines underscores OFCOM’s strong
enforcement stance. Nonetheless, ensuring adherence across the board, especially for
smaller companies with limited resources, and keeping up with the fast-paced evolution
of the Metaverse are daunting tasks. The adaptability and responsiveness to the unique
challenges of the Metaverse will be critical to its success. Striking the right balance between
safeguarding users, particularly children, and upholding the rights and freedoms of all
participants in the Metaverse is pivotal for the effective regulation of this burgeoning
digital frontier.

7.4. South Korea

There is a growing concern in South Korea that Metaverse interactions are becoming
hotspots for sexual harassment of minors. Metaverse harassment is becoming common,
and sexual slurs are easily evident in waiting areas such as game rooms (Forkast 2022b).
Cases have come up where adults are inducing minors with gifts in the Metaverse to solicit
sexually explicit photos (ibid.). Because of such incidents, there is a demand to create a
separate regulatory framework explicitly dealing with the Metaverse. Current laws are
inadequate to address issues in the virtual world, as they are limited to the actual physical
harassment of humans. Even in the digital world, sexual violence or abuse of a verbal nature
is deemed criminal only when it occurs in a public space.14 Consequently, any abusive
messages being sent in private chats in the Metaverse would not draw punishment.15

The limitations of the current framework are being recognised, and new amendments
to the existing Youth Protection Law are being forwarded, aiming to increase the account-
ability of online platform operators (Bill Information 2022). A Council was created in 2022
by the country’s media regulation agency, the Korea Communications Commission, to
brainstorm the regulatory framework for building a trusting, ethical, and fair Metaverse
(Forkast 2022a). It comprises 30 professionals from different fields, such as law, media, tech-
nology, and industrial management. Additionally, the Ministry of Science and ICT (“MSIT”)
released non-binding ethics guidelines for the Metaverse, called “Ethical Principles for
the Metaverse” (MSIT). The expectation is for the document to serve as a code of conduct
for users and Metaverse platforms. The guidelines focus on three main values including
sincere identity, safe experience, and sustainable prosperity (ibid.). Under these, principles
such as authenticity, autonomy, privacy, and protection of personal information are at focus
(ibid.). Addressing privacy, the guidelines recognise that the Metaverse creates a sense
of immersion and allows the real self to connect to the virtual self through sight, hearing,
and other purposes.16 Users are advised to be cognisant of their virtual movements so as
not to infringe upon the privacy of others (ibid.). Developers and operators are advised to
provide methods to users that allow them to respond quickly should their private areas be
infringed (ibid.).

14 Seo Ji-hyun, head of the Ministry of Justice’s digital sex crime task force, revealed at a recent debate (the
exact source of this could not be located. It appears that there is no documented record of the event available
publicly, so the news report is the only source for this).

15 See Footnote 14.
16 MSIT (under Practical Principle 4: Respect for Privacy).



Laws 2024, 13, 33 15 of 23

South Korea embarked on its cybersecurity journey during the late 1980s when the
government promoted the increased dissemination of information. In the private sector,
various agencies devised strategies, but these were primarily limited to their own do-
mains, needing more comprehensive, nationwide coordination. Practical countermeasures
mainly targeted individual malicious activities. However, as cybercrimes proliferated
exponentially, the government recognised the need for a more comprehensive approach.
Attempts were made towards the end of the first decade of the 21st century. Still, instead
of developing robust strategies and mandating online protection across platforms, the
focus remained on policy development. The existing regulations concerning the Metaverse
are not government-mandated but implemented by individual platforms themselves. For
example, South Korean games like Overwatch require players to register using their citizen
identification number. This has the potential to identify players who harass other users.

As far as the current laws are concerned, some acts can cursorily be applied to the
Metaverse until a sound legal regime is built. The Act on Special Cases Concerning the
Punishment of Sexual Crimes includes Article 13, which deals with “Obscene Acts by
Using Medium of Communications”. Under this article, a person can be punished if it is
shown that they have sent “another person any words, sounds, writings, pictures, images or other
things, which may cause a sense of sexual shame or aversion, through telephone, mail, computer or
other means of communication, with intent to arouse or satisfy his/her own or the other person’s
sexual urges”.17 Even if this provision were to be applied in Metaverse situations, problems
would arise concerning the identification of the user behind avatars. Since avatars are often
customisable, lifting the veil of anonymity and identifying the perpetrator is difficult.

Besides this, the law on the Protection of Children and Juveniles from Sexual Abuse
deals specifically with minors. In its definition of “child or juvenile pornography”, the
law includes a depiction of children or juveniles doing acts of a sexual nature in the form
of video, game software, and pictures. Per Article 8(5) of the Act, recruiting a child to
produce pornography, knowing that it is intended for pornographic use, is punishable.
It can be argued that in a game within the Metaverse, if one user lures a minor into
engaging in a sexual act to produce a recording, it could be considered the production of
child pornography and be punishable. Because of the inclusion of game software in the
definition of child pornography, such instances of abuse in virtual games may be covered.
However, this is still speculative and, even if accepted, would not address other acts in the
Metaverse that can constitute sexual harassment.

South Korea has also sought international collaboration to bolster online platform
security and tackle online threats. Despite a good understanding of online harms, research
on the associated legal aspects still needs to be conducted. While some technological solu-
tions have been explored, a more comprehensive and institutionalised policy framework is
essential to ensure the effective nationwide implementation of any such solution (Kim and
Bae 2021).

8. Bridging the Gap: Proposals for a Legal Framework

In light of the analyses conducted on the current legal frameworks and their applica-
bility to the Metaverse, a discernible gap in regulation is evident. This gap necessitates a
dedicated and nuanced legal approach tailored specifically to address the unique challenges
posed by virtual environments. This discussion puts forth a series of legislative recommen-
dations and guidelines carefully designed to pioneer an effective regulatory framework
for the Metaverse. A critical aspect of this proposed framework is the redefinition and
understanding of consent within virtual spaces. Traditional legal definitions of consent do
not adequately encapsulate the complexities inherent in the Metaverse. Thus, there is a
need to develop a distinct protocol for virtual interactions that ensures explicit consent is
obtained and respected in a contextually relevant manner to the Metaverse.

17 Translation from the actual text as provided by Korea Legislation Research Institute (https://elaw.klri.re.kr/
eng_service/lawView.do?hseq=40947&lang=ENG). Accessed on 16 February 2024.

https://elaw.klri.re.kr/eng_service/lawView.do?hseq=40947&lang=ENG
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=40947&lang=ENG
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The global and borderless nature of the Metaverse introduces significant jurisdictional
challenges. Addressing these requires an innovative approach, potentially in the form of
an international legal treaty or framework. Such a framework should facilitate cross-border
cooperation for investigating and prosecuting offences within the Metaverse, ensuring
no perpetrator evades accountability because of geographical limitations. Moreover, the
challenges posed by the anonymity of users and the transient nature of digital interactions
in the Metaverse make enforcement particularly daunting. A balanced approach to digital
identity verification is imperative, one that harmonises the privacy of users with the
necessity for accountability. Additionally, a legal mandate should be put in place to
preserve digital interactions within the Metaverse, akin to financial transaction logs, to
support investigative and judicial processes.

The role of Metaverse platforms as service providers is also a focal point. Under the
new legal framework, these platforms should be obligated to implement comprehensive
moderation systems, conduct user verification processes, and monitor content effectively.
This approach aligns with the responsibilities outlined in legislation such as the U.K.’s
Online Safety Act, setting a precedent for platform accountability in preventing and ad-
dressing abuses within their virtual environments. Finally, user empowerment within the
Metaverse is paramount. Legal mechanisms must be established to facilitate easy reporting
of abuses, access to support and assistance, and tools for users to manage their digital
environment. An accessible and transparent process for reporting violations and seeking
redress should be integral to the regulatory framework.

8.1. Novel Legal Definitions of Virtual Harm

In the Metaverse, the convergence of virtual and physical realities presents a unique
challenge in distinguishing between harm inflicted in these two spheres. The rapid adop-
tion of advanced technologies in this interactive online space has made it increasingly
possible to cause harm in virtual settings. This notion of virtual harm extends beyond mere
tangible damage; it encompasses the psychological distress resulting from manipulation,
harassment, and online bullying that occur within these digital environments.

The current legal frameworks, however, often fall short of addressing the full spectrum
of harm that can be perpetrated in the Metaverse. Therefore, there is a pressing need to
broaden the legal definition of virtual harm. This expansion must go beyond the traditional
understanding of harm to include virtual representations of illegal content, such as child
pornography or sexually explicit conduct. It is essential to recognise that these virtual
depictions, while not occurring in a physical space, can have severe psychological impacts
on individuals, potentially leading to devastating consequences. A more comprehensive
definition of virtual harm should encompass the direct effects of such content on victims
and the broader societal impact. For example, virtual depictions of child pornography in the
Metaverse, even if not involving real children, can contribute to the normalisation of such
behaviour and pose significant risks to public morals and individual well-being. Similarly,
virtual sexual harassment, while lacking physical contact, can cause psychological trauma
comparable to its physical counterpart.

In redefining virtual harm, it is crucial to consider the unique characteristics of the
Metaverse, where users often have a heightened sense of presence and emotional invest-
ment in their virtual avatars. As such, the psychological impact of harm in these spaces
can be profound, necessitating legal protections as robust as those in the physical world.
This expanded legal understanding of virtual harm would necessitate novel regulatory
mechanisms to protect individuals in the Metaverse. These mechanisms must be capable of
addressing the complexities of virtual harm, balancing the need to protect users with the
inherent freedoms of digital spaces. It calls for a nuanced approach that acknowledges the
evolving nature of harm in an increasingly digitised world and the need for adaptable and
responsive laws.
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8.2. Incorporating Consent Mechanisms

Effective consent mechanisms are paramount in the Metaverse to ensure respectful
and safe interactions among users. These mechanisms should begin with the fundamental
process of sensitising users to the unique dynamics of this new technological environment.
As users navigate the Metaverse, an awareness of the norms and etiquette essential for
harmonious co-existence is crucial. To this end, platforms could implement mandatory
tutorials for new users and those against whom complaints have been lodged to educate
them on the expected standards of behaviour. A key aspect of these tutorials should be
the establishment of “clear and in-word” exchange mechanisms for obtaining affirmative
consent among avatars. This could involve explicit and easily understandable prompts or
agreements before any interaction is construed as invasive or personal. Such a mechanism
ensures that all parties involved in an interaction have explicitly agreed to the terms of
engagement, thereby reducing the likelihood of misunderstandings or non-consensual
encounters. Additionally, users should have the ability to define and control their level of
participation in various settings within the Metaverse. This means providing users with
tools to set personal boundaries and control how other avatars interact.

An example of this is Meta’s implementation of the “Personal Boundary” feature. This
feature creates a virtual 4-foot safety bubble around an avatar, effectively preventing close
contact and reducing the chances of harassment. Such features empower users to take
active control of their virtual space, contributing to a safer and more respectful virtual
environment. Incorporating these consent mechanisms is a step towards creating a safer
Metaverse and an essential move in educating users about the importance of consent in
digital interactions.

As the Metaverse continues to evolve, these mechanisms need to be adaptable and
responsive to new challenges and user needs. Continuous evaluation and improvement of
consent practices will be essential in maintaining a respectful and secure virtual environ-
ment for all users (Sharma 2022). Other kinds of interaction techniques, such as the ability
to blur one’s avatar in an uncomfortable setting, might be useful (Lin and Latoschik 2022).
Users may also be given the ability to switch the rendering of their avatar (e.g., cartoon-like
depiction, silhouette depiction, realistic depiction) (Volante et al. 2016) depending on what
they feel would be most comfortable for them in a situation. This would allow them to
participate in a personalised manner while having the ability to hide identifiable details
(Lin and Latoschik 2022).

Users in the Metaverse should have effective tools to manage interactions, such as
controlling the visibility of other avatars and “red button” functions to remove users from
personal virtual spaces immediately. Implementing these features is crucial in reducing
unwanted interactions and preventing harassment. Metaverse platforms must integrate
diverse and accessible safety measures, including automated personal distance restrictions
akin to a “Safe Zone”, universal alarm gestures, and comprehensive tutorials on community
guidelines, supplemented by active moderation. Ideally, a combination of these strategies
would be employed to maximise safety. However, addressing harassment extends beyond
individual platform measures to involve government regulation in content moderation,
where current laws remain underdeveloped, particularly those protecting against sexual
harassment in virtual environments. Legal frameworks concerning digital avatars are
also developing. The Metaverse, as an emerging frontier for online interaction, introduces
unique challenges that existing legislation has not comprehensively addressed. Creating
safer online environments necessitates a multifaceted approach that includes collaboration
among corporations, non-governmental organisations, and government bodies. These
stakeholders can establish industry standards and best practices for safer technology use
by working together. This collective effort is vital for ensuring user safety and must adapt
continuously to the evolving challenges presented by technological advancements like the
Metaverse. A combination of platform-based safety features, broader regulatory measures,
and industry-wide collaboration can forge a more secure and respectful virtual environment
for all users (Wiederhold 2022).
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8.3. Establishing Special Jurisdictional Rules

The Metaverse’s inherently global nature presents significant jurisdictional challenges in
resolving disputes. The overlap of national laws can lead to competing jurisdictional claims,
complicating the legal landscape. A pertinent example is the General Data Protection Regulation
(GDPR) of the European Union (EU). Under GDPR, a non-EU-based website development
company monitoring and analysing data from EU citizens is subject to its provisions, regardless
of the company’s location. This scenario illustrates how a U.S.-based Metaverse platform serving
EU citizens might be subject to jurisdictional claims under U.S. and EU laws, complicating the
determination of the applicable legal forum and laws in Metaverse-related cases.

Given the absence of a universally accepted jurisdiction for digital realms like the
Metaverse, international cooperation is essential. Countries could work towards a con-
sensus on a legal framework addressing critical issues such as consent, user anonymity,
and financial transactions in the Metaverse. The United Kingdom’s dedicated jurisdiction
for online safety, as outlined in its Online Safety Act, provides an instructive model for
other nations. However, the multifaceted nature of the Internet, which operates without
regard for national borders, makes the establishment of a singular, definitive jurisdiction
challenging, especially in the context of AI and virtual environments.

This complexity necessitates a collaborative international effort to address online
safety as a collective responsibility. While a virtual jurisdiction system governed by a
specific legal body dedicated to Metaverse offences is innovative, its feasibility is subject
to scepticism. It may be overly optimistic to expect states to relinquish jurisdiction over
their citizens or to trust an external entity with such authority. A more practical approach
might involve creating a legal body within an international organisation tasked with
overseeing and issuing standardised rules and regulations for states to implement. This
body could help smooth out jurisdictional overlaps, ensuring more uniform regulations
across different territories. Such a system would streamline legal processes and foster a
sense of international cooperation and shared responsibility in governing the Metaverse,
promoting a more consistent and effective approach to online safety and regulation.

8.4. Lifting the Anonymity Veil

The challenge of anonymity in the Metaverse, especially when addressing harmful
behaviours like sexual harassment or fraud, necessitates a nuanced approach to revealing
the true identities behind virtual avatars. A proposed solution involves registering avatars
using real-world identifiers, such as government-issued IDs or social security numbers. This
method could limit the number of avatars an individual can maintain and provide clarity on
their age, gender, and nationality. However, this approach raises significant data protection
concerns and requires a robust framework to safeguard sensitive user information.

Despite the anonymity users enjoy in the Metaverse, platforms typically can identify
the individuals behind avatars through collected registration data, including IP addresses.
In cases of severe misconduct, platforms are proposed to disclose the identity of the offend-
ing user. Such disclosures should be limited to serious cases to maintain system integrity
and user trust, balancing the need for accountability with the right to privacy. Further,
introducing statutory remedies specific to the Metaverse could hold individuals legally
accountable for the actions of their avatars. This would circumvent the need for traditional
legal standards used to pierce the corporate veil. In legal disputes involving Metaverse
avatars causing real-world harm, pre-action discovery could compel the disclosure of the
real person’s identity behind the avatar. If the identity remains concealed, appointing a
litigation representative to act on behalf of the avatar in real-world legal proceedings is a
potential solution.

These strategies for lifting the veil of anonymity in the Metaverse are integral to
the broader discussion of creating a safe and responsible virtual environment. They
directly address earlier discussions about the complexities of consent and jurisdiction in
the Metaverse, offering practical methods to hold users accountable for their actions in
virtual spaces. Implementing these measures requires careful consideration of privacy
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rights, data protection, and the potential impact on user experience. Striking a balance
between the benefits of virtual anonymity and the responsibilities of identifiable presence
is key to navigating the evolving legal and technological landscapes of the Metaverse
(Cheong 2022).

8.5. Role of Metaverse Platforms

In the Metaverse, the responsibilities and liabilities of the platforms hosting these
virtual spaces are critical areas for exploration. This need for clarity in platform responsibil-
ities becomes particularly pertinent in light of regulatory movements like the European
Union’s upcoming Digital Services Act (DSA), which aims to define the liability of service
providers, especially concerning the content on their platforms. Focusing on the role of
Metaverse platforms, their potential liability hinges on fulfilling key responsibilities. In
the specific context of addressing sexual harassment within the Metaverse, these respon-
sibilities are twofold. Firstly, there is the regulation of content. Platforms are tasked with
moderating and controlling the content circulating within their virtual environments. This
duty involves not only detecting and removing harmful content, such as that constituting
sexual harassment, but also balancing this with the users’ rights to freedom of expression.
The challenge lies in devising moderation systems that are effective yet sensitive to the
nuances of user interaction in these virtual spaces. Secondly, user authentication plays
a crucial role. Ensuring users’ real-world identities is a potent strategy to discourage
misconduct by tying virtual actions to real-world accountability. However, implementing
user authentication processes brings forth privacy and data protection concerns, neces-
sitating a nuanced approach that respects users’ privacy while enhancing overall safety.
Liabilities for Metaverse platforms arise primarily when these responsibilities are deviated
from or neglected. Suppose a platform fails to regulate its content or verify user identities
adequately, and this negligence results in instances of sexual harassment or abuse. In that
case, the platform may face legal and regulatory repercussions. This scenario underscores
the importance of proactive and robust management by platform providers to safeguard
users and ensure a respectful and secure virtual environment. As the Metaverse continues
to expand and integrate into various aspects of daily life, the imperative for these platforms
to shoulder their share of responsibility in creating and maintaining safe virtual spaces
becomes increasingly significant. The approach being adopted in the EU, as exemplified by
the DSA, could provide a template for other jurisdictions, highlighting the need for clear,
enforceable regulations and defined responsibilities for digital service providers in this
evolving digital era.

Platforms operating within the Metaverse have the opportunity to harness artificial
intelligence (AI) in their efforts to regulate content and user behaviour effectively. With its
advanced capabilities, AI can be a powerful tool in pre-empting and mitigating various
cyber threats and cybercrimes. Its potential in this realm is already being demonstrated
by social media platforms like Facebook, which employ AI technologies to detect and
manage misinformation and harmful content. The application of AI in the Metaverse can
extend to several key areas. Firstly, AI can be instrumental in content moderation, using
sophisticated algorithms to identify and filter out content that violates platform policies
or poses potential harm. This includes detecting instances of sexual harassment, hate
speech, and other forms of abusive behaviour. AI systems can be trained to recognise
patterns and indicators of such content, enabling quicker and more efficient responses
compared with manual moderation. Furthermore, AI can play a crucial role in enhancing
user authentication processes. By analysing user behaviour and interaction patterns, AI can
help identify suspicious or anomalous activities that may indicate fraudulent or malicious
accounts. This capability can be advantageous in a virtual environment like the Metaverse,
where the anonymity of users can pose significant challenges to platform governance.

However, using AI in these contexts must be approached with caution. While AI offers
remarkable efficiency and scalability, it is not infallible. Issues such as bias in algorithmic
decision-making and the potential for false positives or negatives in content moderation
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necessitate a balanced approach. It is crucial for platforms to complement AI moderation
with human oversight, ensuring that decisions, especially those with significant impacts on
user experience and rights, are fair and just. Additionally, the ethical implications of using
AI for surveillance and data analysis in the Metaverse must be considered. Protecting user
privacy and ensuring transparency in how AI systems are used for content regulation and
behaviour monitoring is paramount. Platforms must establish clear guidelines and ethical
standards for AI usage, maintaining an open dialogue with users about how their data are
used and AI-driven decisions are made. Video game developers have started using AI to
detect practices such as cheating (Jonnalagadda et al. 2021; Mintlounge n.d.). Metaverse
platforms may also use AI to detect identity theft, offensive speech, and instances of bodily
violation of avatars (Lin and Latoschik 2022). Platforms can also be made responsible
for adopting user authentication mechanisms. These can be biometrics-based, such as
camera photo ID verifications, voice recognition, and fingerprints (Semple et al. 2010).
Authentication of physiological biometrics, such as iris scans, ECG, and EEG, can be
performed using VR devices (Ryu et al. 2021). User authentication will be an important
step in ensuring that platforms can control the activities of users and carry out their
responsibilities effectively.

9. Conclusions

This exploration of the Metaverse, a groundbreaking domain for social interaction,
concludes with the observation that our current legal frameworks are woefully unprepared
to address the unique challenges it presents, especially in terms of sexual violence. This
article serves as a crucial step towards understanding and developing a comprehensive
legal framework tailored for the Metaverse, focusing on ensuring the safety and dignity
of all its participants. The Metaverse, with its immersive and interactive nature, blurs the
lines between virtual and physical realities, creating new complexities in defining and
regulating behaviour. Our discussion underscores the necessity for novel legal definitions
of virtual harm, expanding beyond the confines of physical-world harms to include the
multifaceted consequences of actions in virtual spaces. This broadened perspective is vital
in acknowledging the psychological and emotional impacts of virtual interactions.

The role of consent mechanisms in the Metaverse has been highlighted as a paramount
concern. Clear protocols for obtaining affirmative consent in virtual interactions are nec-
essary to protect users from unwanted experiences. This involves educating users on
norms and etiquette within the Metaverse and equipping them with tools to control their
interactions, like the “Personal Boundary” feature introduced by Meta. The global nature
of the Metaverse poses significant jurisdictional challenges, necessitating international
cooperation and the establishment of a common legal framework. This framework should
address key issues such as consent, anonymity, and financial transactions, ensuring con-
sistent border regulation. Lifting the anonymity veil in the Metaverse is another critical
aspect that requires attention. Implementing mechanisms for user authentication through
real-world identifiers could mitigate accountability issues, but this raises concerns about
data protection and user privacy. Therefore, platforms need to balance user verification
with the ethical handling of sensitive information.

Furthermore, this article emphasises the evolving role of Metaverse platforms. These
platforms can no longer be regarded as mere intermediaries; they must actively participate
in content regulation and user safety. This shift in responsibility suggests that platforms will
need to develop robust moderation systems and contribute to creating a safe virtual envi-
ronment. We argue that the journey towards regulating the Metaverse is multi-dimensional,
requiring concerted efforts from lawmakers, technologists, and users. The legal framework
for the Metaverse needs to be dynamic, adapting to its evolving nature while upholding
the principles of safety, respect, and accountability. This study provides an analytical and
comprehensive foundation for these efforts, offering insights and recommendations that
can guide future legal and regulatory approaches in this novel digital frontier.
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