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ON TESTABILITY OF FIRST-ORDER PROPERTIES IN1

BOUNDED-DEGREE GRAPHS AND CONNECTIONS TO2

PROXIMITY-OBLIVIOUS TESTING ∗3

ISOLDE ADLER† , NOLEEN KÖHLER‡ , AND PAN PENG§4

Abstract. We study property testing of properties that are definable in first-order logic (FO)5
in the bounded-degree graph and relational structure models. We show that any FO property that6
is defined by a formula with quantifier prefix ∃∗∀∗ is testable (i.e., testable with constant query7
complexity), while there exists an FO property that is expressible by a formula with quantifier prefix8
∀∗∃∗ that is not testable. In the dense graph model, a similar picture is long known (Alon, Fischer,9
Krivelevich, Szegedy, Combinatorica 2000), despite the very different nature of the two models. In10
particular, we obtain our lower bound by an FO formula that defines a class of bounded-degree11
expanders, based on zig-zag products of graphs. We expect this to be of independent interest.12

We then use our class of FO definable bounded-degree expanders to answer a long-standing open13
problem for proximity-oblivious testers (POTs). POTs are a class of particularly simple testing14
algorithms, where a basic test is performed a number of times that may depend on the proximity15
parameter, but the basic test itself is independent of the proximity parameter.16

In their seminal work, Goldreich and Ron [STOC 2009; SICOMP 2011] show that the graph17
properties that are constant-query proximity-oblivious testable in the bounded-degree model are18
precisely the properties that can be expressed as a generalised subgraph freeness (GSF) property19
that satisfies the non-propagation condition. It is left open whether the non-propagation condition20
is necessary. Indeed, calling properties expressible as a generalised subgraph freeness property GSF-21
local properties, they ask whether all GSF-local properties are non-propagating. We give a negative22
answer by showing that our FO definable property is GSF-local and propagating. Hence in particular,23
our property does not admit a POT, despite being GSF-local. For this result we establish a new24
connection between FO properties and GSF-local properties via neighbourhood profiles.25

Key words. Graph property testing, first-order logic, proximity-oblivious testing, locality, lower26
bound27

MSC codes. 68Q25, 68R10, 68W20, 03B7028

1. Introduction. Graph property testing is a framework for studying sampling-29

based algorithms that solve a relaxation of classical decision problems on graphs.30

Given a graph G and a property P (e. g. triangle-freeness), the goal of a property31

testing algorithm, called a property tester, is to distinguish if a graph satisfies P or is32

far from satisfying P, where the definition of far depends on the model. The general33

notion of property testing was first proposed by Rubinfeld and Sudan [34], with the34

motivation for the study of program checking. Goldreich, Goldwasser and Ron [19]35

then introduced the property testing for combinatorial objects and graphs. They36

formalized the dense graph model for testing graph properties, in which the algorithm37
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32nd Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2021) [3], and “GSF-Locality
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ence (CCC) 2021 [2]. In this paper we modified the property for the lower bound in [3] slightly so
that it is GSF-local, which allows us to use it both as a non-testable Π2-property and as a GSF-
local property that is propagating. We also give an improved reduction from relational structures
to undirected graphs which reduces the original (large) degree bound to 3. Finally, we complete the
picture by showing that all GSF-local properties of degree at most 2 are non-propagating.
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2 I. ADLER, N. KÖHLER, P. PENG

can query if any pair of vertices of the input graph G with n vertices are adjacent38

or not, and the goal is to distinguish, with probability at least 2/3, the case of G39

satisfying a property P from the case that one has to modify (delete or insert) more40

than εn2 edges to make it satisfy P, for any specified proximity parameter ε ∈ (0, 1].41

A property P is called testable (in the dense graph model), if it can be tested with42

constant query complexity, i.e., the number of queries made by the tester is bounded43

by a function of ε and is independent of the size of the input graph. Since [19], much44

effort has been made on the testability of graph properties in this model, culminating45

in the work by Alon et al. [5], who showed that a property is testable if and only if it46

can be reduced to testing for a finite number of regular partitions.47

Since Goldreich and Ron’s seminal work [21] introducing property testing on48

bounded-degree graphs, much attention has been paid to property testing in sparse49

graphs. Nevertheless, our understanding of testability of properties in such graphs50

is still limited. In the bounded-degree graph model [21], the algorithm has oracle51

access to the input graph G with maximum degree d, which is assumed to be a52

constant, and is allowed to perform neighbour queries to the oracle. That is, for53

any specified vertex v and index i ≤ d, the oracle returns the i-th neighbour of v54

if it exists or a special symbol ⊥ otherwise in constant time. A graph G with n55

vertices is called ε-far from satisfying a property P, if one needs to modify more56

than εdn edges to make it satisfy P. The goal now becomes to distinguish, with57

probability at least 2/3, if G satisfies a property P or is ε-far from satisfying P, for58

any specified proximity parameter ε ∈ (0, 1]. Again, a property P is testable in the59

bounded-degree model, if it can be tested with constant query complexity, where the60

constant can depend on ε, d while being independent of n. So far, it is known that61

some properties are testable, including subgraph-freeness, k-edge connectivity, cycle-62

freeness, being Eulerian, degree-regularity [21], minor-freeness [7, 25, 29], hyperfinite63

properties [31], k-vertex connectivity [35, 16], and subdivision-freeness [28]. We now64

discuss the contributions of this paper.65

1.1. Our contributions.66

1.1.1. Non-testability of first-order logic. We study the testability of prop-67

erties definable in first-order logic (FO) in the bounded-degree graph model. Recall68

that formulas of first-order logic on graphs are built from predicates for the edge re-69

lation and equality, using Boolean connectives ∨,∧,¬ and universal and existential70

quantifiers ∀, ∃, where the variables represent graph vertices. First-order logic can e. g.71

express subgraph-freeness (i. e., no isomorphic copy of some fixed graph H appears72

as a subgraph) and subgraph containment (i. e., an isomorphic copy of some fixed H73

appears as a subgraph). Note however, that there are constant-query testable prop-74

erties, such as connectivity and cycle-freeness, that cannot be expressed in FO. We75

study the question of which first-order properties are testable in the bounded-degree76

graph model. Our study extends to the bounded-degree relational structure model77

[1], while we focus on the classes of relational structures with binary relations, i.e.,78

edge-coloured directed graphs. In this model for relational structures, one can perform79

neighbour queries, querying for both in- and out-neighbours and the edge colour that80

connects them. This model is natural in the context of relational databases, where81

each (edge-)relation is given by a list of the tuples it contains.82

We consider the testability of first-order properties in the bounded-degree model83

according to quantifier alternation, inspired by a similar study for dense graphs by84

Alon et al. [4]. On relational structures of bounded-degree over a fixed finite sig-85

nature, we have the following simple observation: Any first-order property definable86
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ON TESTABILITY OF FIRST-ORDER PROPERTIES IN BOUNDED-DEGREE GRAPHS 3

by a sentence without quantifier alternations is testable. This means the sentence87

either consists of a quantifier prefix of the form ∃∗ (any finite number of existential88

quantifications), followed by a quantifier-free formula, or it consists of a quantifier89

prefix of the form ∀∗ (any finite number of universal quantifications), followed by a90

quantifier-free formula. Basically, every property of the form ∃∗ is testable because91

the structure required by the quantifier-free part of the formula can be planted with92

a small number of tuple modifications if the input structure is large enough (depend-93

ing on the formula), and we can use an exact algorithm to determine the answer in94

constant time otherwise. Every property of the form ∀∗ is testable because a formula95

of the form ∀x̄φ(x̄), where φ is quantifier-free, is logically equivalent to a formula96

of the form ¬∃x̄ψ(x̄), where ψ is quantifier-free. Testing ¬∃x̄ψ(x̄) then amounts to97

testing for the absence of a finite number of induced substructures, which can be done98

similarly to testing subgraph freeness [21]. The testability of a property becomes less99

clear if it is defined by a sentence with quantifier alternations. Formally, we let Π2100

(resp. Σ2) denote the set of properties that can be expressed by a formula in the101

∀∗∃∗-prefix (resp. ∃∗∀∗-prefix) class. We obtain the following.102

Every first-order property in Σ2 is testable in the bounded-degree model (Theorem103

6.1). On the other hand, there is a first-order property in Π2, that is not testable in104

the bounded-degree model (Theorem 4.7).105

The theorems that we refer to in the above statement speak about relational106

structures, while we also give a lower bound on graphs (Theorem 5.1), so the statement107

also holds when restricted to FO on graphs. Interestingly, the above dividing line is the108

same as for FO properties in dense graph model [4], despite the very different nature109

of the two models. Our proof uses a number of new proof techniques, combining graph110

theory, combinatorics and logic.111

We remark that our lower bound, i.e., the existence of a property in Π2 that is112

not testable, is somewhat astonishing (on an intuitive level) due to the following two113

reasons. Firstly, it is proven by constructing a first-order definable class of structures114

that encode a class of expander graphs, which highlights that FO is surprisingly115

expressive on bounded-degree graphs, despite its locality [24, 17, 32]. Secondly, it116

is known that property testing algorithms in the bounded-degree model proceed by117

sampling vertices from the input graph and exploring their local neighbourhoods,118

and FO can only express ‘local’ properties, while our lower bound shows that this119

is not sufficient for testability. We elaborate on this in the following. On one hand,120

Hanf’s Theorem [24] gives insight into first-order logic on graphs of bounded-degree121

and implies a strong normal form, called Hanf Normal Form (HNF) in [9], which122

we briefly sketch. For a graph G of maximum degree d and a vertex x in G, the123

neighbourhood of fixed radius r around x in G can be described by a first-order124

formula τr(x), up to isomorphism. A Hanf sentence is a first-order sentence of the125

form ‘there are at least ℓ vertices x of neighbourhood (isomorphism) type τr(x)’.126

A first-order sentence is in HNF, if it is a Boolean combination of Hanf sentences.127

By Hanf’s Theorem, every first-order sentence is equivalent to a sentence in HNF128

on bounded-degree graphs [24, 32, 14]. Note that Hanf sentences only speak about129

local neighbourhoods. Hence this theorem gives evidence that first-order logic can130

only express local properties. On the other hand, if a property is constant-query131

testable in the bounded-degree graph model, then it can be tested by approximating132

the distribution of local neighbourhoods (see [11] and [22]). That is, a constant-133

query tester can essentially only test properties that are close to being defined by a134
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4 I. ADLER, N. KÖHLER, P. PENG

distribution of local neighbourhoods. For these reasons1, a priori, it could be true that135

every property that can be expressed in first-order logic is testable in the bounded-136

degree model. Indeed, the validity of this statement was raised as an open question137

in [1]. However, our lower bound gives a negative answer to this question.138

1.1.2. GSF-locality is not sufficient for proximity oblivious testing.139

Typical property testers make decisions regarding the global property of the graph140

based on local views only. In the extreme case, a tester could make the size of the141

local views independent of the distance ε to a predetermined set of graphs. Motivated142

by this, Goldreich and Ron [22] initiated the study of (one-sided error) proximity-143

oblivious testers (POTs) for graphs, where a tester simply repeats a basic test for a144

number of times that depends on the proximity parameter, while the basic tester is145

oblivious of the proximity parameter. They gave characterizations of graph properties146

that can be tested with constant query complexity by a POT in both dense graph147

model and the bounded-degree model. In each model, it is known that the class of148

properties that have constant-query POTs is a strict subset of the class of properties149

that are testable (by standard testers).150

Informally, a (one-sided error) POT for a property P is a tester that always151

accepts a graph G if it satisfies P, and rejects G with probability that is a mono-152

tonically increasing function of the distance of G from the property P. We say P is153

proximity-oblivious testable if such a tester exists with constant query complexity. To154

characterise the class of proximity-oblivious testable properties in the bounded-degree155

model, Goldreich and Ron [22] introduced a notion of generalized subgraph freeness156

(GSF), that extends the notions of induced subgraph freeness and (non-induced) sub-157

graph freeness. A graph property is called a GSF-local property if it is expressible as a158

GSF property. It was shown in [22] that a graph property is constant-query proximity-159

oblivious testable if and only if it is a GSF-local property that satisfies a so-called160

non-propagation condition. Informally, a GSF-local property P is non-propagating if161

repairing a graph G that does not satisfy P does not trigger a global “chain reaction”162

of necessary modifications (see Section 7.1 for the formal definitions).163

A major question that is left open in [22] is whether every GSF-local property164

satisfies the non-propagation condition. By using the aforementioned non-testable165

FO property and establishing a new connection between FO properties and GSF-166

local properties, we resolve this question by showing the following negative result.167

There exists a GSF-local property of graphs of degree at most 3 that is not testable168

in the bounded-degree model. Thus, not all GSF-local properties are non-propagating169

(Theorem 7.5).170

We expect this result will shed some light on a full characterisation of testable171

properties in the bounded-degree model. Indeed, in a recent work by Ito, Khoury and172

Newman [27], the authors gave a characterization of testable monotone graph prop-173

erties and testable hereditary graph properties with one-sided error in the bounded-174

degree graph model; and they asked the open question “is every property that is175

defined by a set of forbidden configurations testable?”. Since their definition of a176

property defined by a set of “forbidden configuration” is equivalent to a GSF-local177

property, our result above also gives a negative answer to their question.178

We complete the picture by showing the following.179

1Furthermore, previously, typical FO properties were all known to be testable, including degree-
regularity for a fixed given degree, containing a k-clique and a dominating set of size k for fixed k

(which are trivially testable), and the aforementioned subgraph-freeness and subgraph containment
(see e.g. [18]).

This manuscript is for review purposes only.



ON TESTABILITY OF FIRST-ORDER PROPERTIES IN BOUNDED-DEGREE GRAPHS 5

Every GSF-local property of graphs of degree at most 2 is non-propagating (The-180

orem 7.16).181

1.2. Our techniques.182

1.2.1. On the testability and non-testability of FO properties. For show-183

ing that every property P defined by a formula φ in Σ2 (i.e. of the form ∃∗∀∗) is184

testable, we show that P is equivalent to the union of properties Pi, each of which is185

‘indistinguishable’ from a property Qi that is defined by a formula of form ∀∗. Here186

the indistinguishability means we can transform any structure satisfying Pi, into a187

structure satisfying Qi by modifying a small fraction of the tuples of the structure188

and vice versa. This allows us to reduce the problem of testing P to testing properties189

defined by ∀∗ formulas. Then the testability of P follows, as any property of the form190

∀∗ is testable and testable properties are closed under union [18]. The main challenge191

here is to deal with the interactions between existentially quantified variables and192

universally quantified variables. Intuitively, the degree bound limits the structure193

that can be imposed by the universally quantified variables. Using this, we are able194

to deal with the existential variables together with these interactions by ‘planting’ a195

required constant size substructure in such a way, that we are only a constant number196

of modifications ‘away’ from a formula of the form ∀∗.197

Complementing this, we use Hanf’s theorem to observe that every FO property198

on degree-regular structures is in Π2 (see Lemma 4.5). Thus to prove that there199

exists a property defined by a formula in Π2 which is not testable, it suffices to200

show the existence of an FO property that is not testable and degree-regular. For201

the latter, we note that it suffices to construct a formula φ, that defines a class of202

relational structures with binary relations only (edge-coloured directed graphs) whose203

underlying undirected graphs are expander graphs. To see this, we use an earlier204

result that if a property is constant-query testable, then the distance between the205

local (constant-size) neighbourhood distributions of a relational structure A satisfying206

the property φ and a relational structure B that is ε-far from having the property207

must be relatively large (see [1] which in turn is built upon the so-called “canonical208

testers” for bounded-degree graphs in [11, 22]). We then exploit a result of Alon209

(see Proposition 19.10 in [30]), that the neighbourhood distribution of an arbitrarily210

large relational structure A can be approximated by the neighbourhood distribution211

of a structure H of small constant size. Thus, for any A in φ, by taking the union212

of “many” disjoint copies of the “small” structure H, we obtain another structure213

B such that the local neighbourhood distributions of A and B have small distance.214

If the underlying undirected graphs of the structures in φ are expander graphs, it215

immediately follows that B is far from the property defined by the formula φ, from216

which we can conclude that the property φ is not testable. We remark that for217

simple undirected graphs, it was known before that any property that only consists218

of expander graphs is not testable [15].219

Now we construct a formula φ, that defines a class of relational structures with220

binary relations only whose underlying undirected graphs are expander graphs, arising221

from the zig-zag product by Reingold, Vadhan and Wigderson [33]. For expressibil-222

ity in FO, we hybridise the zig-zag construction of expanders with a tree structure.223

Roughly speaking, we start with a small graph H, which is a good expander, and the224

formula φ expresses that each model2 looks like a rooted k-ary tree (for a suitable225

2When the context is clear, “model” refers to a structure that satisfies some formula. This should
not be confused with the names for our computational models, e.g., the bounded-degree model.
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6 I. ADLER, N. KÖHLER, P. PENG

fixed k), where level 0 consists of the root only, level 1 contains G1 := H2, and level i226

contains the zig-zag product of G2
i−1 with H. The class of trees is not definable in FO.227

However, we achieve that every finite model of our formula is connected and looks228

like a k-ary tree with the desired graphs on the levels. This structure is obtained by229

a recursive ‘copying-inflating’ mechanism, to mimic the expander construction locally230

between consecutive levels. For this we use a constant number of edge-colours, one231

set of colours for the edges of the tree, and another for the edges of the ‘level’ graphs232

Gi. On the way, many technicalities need to be tackled, such as encoding the zig-zag233

construction into the local copying mechanism (and achieving the right degrees), and234

finally proving connectivity. We then show that the underlying undirected graphs235

of the models of φ are expander graphs. Using a hardness reduction which inserts236

carefully designed gadgets to encode the different edge-colours, we finally obtain a237

non-testable property of undirected 3-regular graphs.238

1.2.2. On GSF-locality and POTs. We then proceed to showing that this239

property of 3-regular graphs is GSF-local. For this, we first study the relation between240

locality of first-order logic and GSF-locality. Hanf’s Theorem [24] implies that we can241

understand locality of FO as prescribing upper and lower bounds for the number of242

occurrences of certain local neighbourhood (isomorphism) types. On the other hand,243

a GSF-local property as defined in [22] prescribes the absence of some constant-size244

marked graphs, where a marked graph F specifies an induced subgraph and how it245

‘interacts’ with the rest of the graph (see Definition 7.1). Intuitively, such a property246

just specifies a condition that the local neighbourhoods of a graph G should satisfy,247

i.e., certain types of local neighbourhoods cannot occur in G, or equivalently, these248

types have 0 occurrences. However, it does not follow that every GSF-local property249

is FO definable, because the set of forbidden marked graphs depends on the size n of250

the graphs in the class. Indeed, it is not hard to come up with undecidable properties251

that are GSF-local.252

To establish a connection between FO properties and GSF-local properties, we253

first encode the bounds on the number of occurrences of local neighbourhood types254

into what we call neighbourhood profiles, and characterise FO definable properties of255

bounded-degree relational structures as finite unions of properties defined by neigh-256

bourhood profiles (Lemma 7.7). We then show that every FO formula defined by a257

non-trivial finite union of properties each of which is defined by a 0-profile, i. e. the258

prescribed lower bounds are all 0, is GSF-local (Theorem 7.9). Given the fundamen-259

tal roles of local properties in graph theory, graph limits [30], we believe this new260

connection is of independent interest.261

For technical reasons, we make use of the property defined by our formula φ above,262

which is a property of relational structures that is not testable in the bounded-degree263

model, instead of directly using our non-testable graph property of 3-regular graphs.264

We prove that the property defined by φ can actually be defined by 0-profiles (Lemma265

7.12). We then derive that our non-testable graph property of 3-regular graphs is also266

GSF-local (Lemma 7.14), by showing that the reduction maintains definability by267

0-profiles.268

1.3. Other related work. Besides the aforementioned works on testing prop-269

erties with constant query complexity in the bounded-degree graph model, Goldreich270

and Ron [22] have obtained a characterisation for a class of properties that are testable271

by a constant-query proximity-oblivious tester in bounded-degree graphs (and dense272

graphs). Such a class is a rather restricted subset of the class of all constant-query273

testable properties. Fichtenberger et al. [15] showed that every testable property is274
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ON TESTABILITY OF FIRST-ORDER PROPERTIES IN BOUNDED-DEGREE GRAPHS 7

either finite or contains an infinite hyperfinite subproperty. Informally, a hyerfinite275

subproperty is a subset of graphs that can be partitioned into small connected compo-276

nents by removing a small fraction of the edges and is invariant under isomporphism.277

Ito et al. [27] gave characterisations of one-sided error (constant-query) testable mono-278

tone graph properties, and one-sided error testable hereditary graph properties in the279

bounded-degree (directed and undirected) graph model.280

In the bounded-degree graph model, there exist properties (e.g. bipartiteness, ex-281

pansion, k-clusterability) that need Ω(
√
n) queries, and properties (e.g. 3-colorability)282

that need Ω(n) queries. We refer the reader to Goldreich’s recent book [18].283

Property testing on relational structures was recently motivated by the appli-284

cation in databases. Besides the aforementioned work [1], Chen and Yoshida [10]285

studied the testability of relational database queries for each relational structure in286

the framework of property testing.287

The notion of POT was implicitly defined in [8]. Goldreich and Shinkar [23]288

studied two-sided error POTs for both dense graph and bounded-degree graph models.289

Goldreich and Kaufman [20] investigated the relation between local conditions that are290

invariant in an adequate sense and properties that have a constant-query proximity-291

oblivious testers.292

1.4. Structure of the paper. Section 2 contains the preliminaries, including293

logic, property testing and the zig-zag construction of expander graphs. In Section 3294

we construct the FO formula φ and prove properties of its models. In Section 4, we295

prove that there is a Π2-property that is not testable, by proving that the property296

defined by φ on bounded-degree structures is not constant-query testable. Using a297

reduction, in Section 5 we then provide a Π2-property of undirected graphs of degree at298

most 3 that is non-testable. In Section 6, we show that all Σ2 properties are testable.299

In Section 7 we then turn to POTs, showing that our Π2-property of undirected graphs300

of degree at most 3 is GSF-local and propagating. We then show that all GSF-local301

properties of degree at most 2 are non-propagating. We conclude in Section 8.302

2. Preliminaries. We let N denote the set of natural numbers including 0, and303

N>0 := N \ {0}. For n ∈ N we let [n] := {0, 1, . . . , n− 1} denote the set of the first n304

natural numbers. For a set S and k ∈ N we denote the Cartesian product S× · · · ×S305

of k copies of S by Sk. We use
(
S
2

)
to denote the set of all two-element subsets of S,306

we denote the disjoint union of sets by ⊔ and the symmetric difference by △.307

2.1. Undirected graphs. Unless otherwise specified we allow graphs to have308

self-loops and parallel edges. We represent an undirected graph G as a triple (V,E, f),309

where V is the set of vertices, E is the set of edges and f : E → V ∪
(
V
2

)
is the310

incidence map. An isomorphism from G1 = (V1, E1, f1) to G2 = (V2, E2, f2) is a311

pair of bijective maps (hV , hE), where hV : V1 → V2 and hE : E1 → E2, such that312

hV (f1(e)) = f2(hE(e)) for any e ∈ E1, where hV (X) := {hV (x) | x ∈ X} for any set313

X ⊆ V1. Undirected graphs without self-loops and parallel edges are called simple.314

For a simple graph G, we also represent G as a tuple G = (V (G), E(G)), where V (G)315

is the vertex set and E(G) ⊆
(
V
2

)
. The degree degG(v) of a vertex v in a graph G is316

the number of edges to which v is incident. In particular, self-loops contribute one to317

the degree. We will say that a graph G is d-regular for some d ∈ N if every vertex318

in G has degree d. We specify paths in graphs by tuples of vertices. We further let319

all paths and cycles be simple, i. e. no vertex appears twice. The length of a path320

on n vertices is n − 1. We define the distance between two vertices v and w in a321

graph G, denoted distG(v, w), as the length of a shortest path from v to w or ∞ if322
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there is no path from v to w in G. Any subset S ⊆ V of vertices induces a graph323

G[S] := (S, {e ∈ E | f(e) ∈ S ∪
(
S
2

)
}, f |S). A connected component of G is a graph324

induced by a maximal set S, such that each pair v, w ∈ S has finite distance in G.325

A graph is connected if it has only one connected component. We refer the reader326

to [12] for the basic notions of graph theory.327

We also consider rooted undirected trees. By specifying a root we can uniquely328

direct the edges away from the root. This allows us to use the terminology of children329

and parents for undirected rooted trees. We call a tree a full k-ary tree if every vertex330

has either none or exactly k children. If, in addition, for every i ∈ N there are either331

exactly ki or no vertices of distance i to the root of the tree we call it a balanced full332

k-ary tree.333

2.2. Relational structures and first-order logic. We will briefly introduce334

structures and first-order logic and point the reader to [14] for a more detailed intro-335

duction. A (relational) signature is a finite set σ = {R1, . . . , Rℓ} of relation symbols336

Ri. Every relation symbol Ri, 1 ≤ i ≤ ℓ has an arity ar(Ri) ∈ N>0. A σ-structure337

is a tuple A = (U(A), R1(A), . . . , Rℓ(A)), where U(A) is a finite set, called the uni-338

verse of A and Ri(A) ⊆ U(A)ar(Ri) is an ar(Ri)-ary relation on U(A). Note that339

if σ = {E1, . . . , Eℓ} is a signature where each Ei is a binary relation symbol, then340

σ-structures are directed simple graphs with ℓ edge-colours. Let σgraph := {E} be a341

signature with one binary relation symbol E. Then we can understand undirected342

simple graphs as σgraph-structures for which the relation E is symmetric (every undi-343

rected edge is represented by two tuples) and irreflexive. Using this we can transfer all344

notions defined below to simple graphs. Typically we name graphs G,H,F , we denote345

the set of vertices of a graph G by V (G), the set of edges by E(G) and vertices are typ-346

ically named u, v, w, u′, v′, w′, . . . . In contrast when we talk about a general relational347

structure we use A,B and a, b, a′, b′, . . . to denote elements from the universe.348

In the following we let σ be a relational signature. Two σ-structures A and B are349

isomorphic if there is a bijective map from U(A) to U(B) that preserves all relations.350

For a σ-structure A and a subset S ⊆ U(A), we let A[S] denote the substructure of351

A induced by S, i. e. A[S] has universe S and R(A[S]) := R(A)∩Sar(R) for all R ∈ σ.352

The degree of an element a ∈ U(A) denoted by degA(a) is defined to be the number353

of tuples in A containing a. We define the degree of A, denoted by deg(A), to be the354

maximum degree of its elements. A structure A is d-regular for some d ∈ N if every355

element a ∈ U(A) has degree d. Given a signature σ and a constant d, we let Cσ,d be356

the class of all σ-structures of degree at most d, and let Cd the set of all simple graphs357

of degree at most d. Note that the degree of a graph differs by exactly a factor 2 from358

the degree of the corresponding σgraph-structure. Let C be any class of σ-structures359

which is closed under isomorphism. A property P in C is a subset of C which is closed360

under isomorphism. We say that a structure A has property P if A ∈ P.361

The syntax and semantics of FO logic are defined in the usual way (see e. g. [14]).362

We use ∃≥mxφ (and ∃=mxφ, ∃≤mxφ, respectively) as a shortcut for the FO formula363

expressing that the number of witnesses x satisfying φ is at least m (exactly m, at364

most m, respectively). We say that a variable occurs freely in an FO formula if at365

least one of its occurrences is not bound by any quantifier. We use φ(x1, . . . , xk) to366

express that the set of variables which occur freely in the FO formula φ is a subset of367

{x1, . . . , xk}. For a formula φ(x1, . . . , xk), a σ-structure A and a1, . . . , ak ∈ U(A) we368

write A |= φ(a1, . . . , ak) if φ evaluates to true after assigning ai to xi, for 1 ≤ i ≤ k.369

A sentence of FO is a formula with no free variables. For an FO sentence φ we say370

that A is a model of φ or A satisfies φ if A |= φ. Let C be a class of σ-structures371
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ON TESTABILITY OF FIRST-ORDER PROPERTIES IN BOUNDED-DEGREE GRAPHS 9

closed under isomorphism. Every FO-sentence φ over σ defines a property Pφ ⊆ C on372

C, where Pφ := {A ∈ C | A |= φ}.373

Hanf normal form. The Gaifman graph of a σ-structure A is the undirected graph374

G(A) = (U(A), E), where {v, w} ∈ E, if v ̸= w and there is an R ∈ σ and a tuple375

a = (a1, . . . , aar(R)) ∈ R(A), such that v = aj and w = ak for some 1 ≤ k, j ≤ ar(R).376

We use G(A) to apply graph theoretic notions to relational structures. Note that for377

any simple graph the Gaifman graph of the corresponding symmetric σgraph-structure378

is the graph itself. We say that a σ-structure A is connected if its Gaifman graph G(A)379

is connected. For two elements a, b ∈ U(A), we define the distance between a and b380

in A, denoted by distA(a, b), as the length of a shortest path from a to b in G(A), or381

∞ if there is no such path. For r ∈ N and a ∈ U(A), the r-neighbourhood of a is the382

set NA
r (a) := {b ∈ U(A) : distA(a, b) ≤ r}. We define NA

r (a) := A[NA
r (a)] to be the383

substructure of A induced by the r-neighbourhood of a. For r ∈ N an r-ball is a tuple384

(B, b), where B is a σ-structure, b ∈ U(B) and U(B) = NB
r (b), i. e. B has radius r385

and b is the centre. Note that by definition (NA
r (a), a) is an r-ball for any σ-structure386

A and a ∈ U(A). Two r-balls (B, b), (B′, b′) are isomorphic if there is an isomorphism387

of σ-structure from B to B′ that maps b to b′. We call the isomorphism classes of388

r-balls r-types. For an r-type τ and an element a ∈ U(A) we say that a has (r-)type389

τ if (NA
r (a), a) ∈ τ . Moreover, given such an r-type τ , there is a formula φτ (x) such390

that for every σ-structure A and for every a ∈ U(A), A |= φτ (a) iff (NA
r (a), a) ∈ τ .391

A Hanf-sentence is a sentence of the form ∃≥mxφτ (x), for some m ∈ N>0, where τ is392

an r-type. An FO sentence is in Hanf normal form, if it is a Boolean combination3393

of Hanf sentences. Two formulas φ(x1, . . . , xk) and ψ(x1, . . . , xk) of signature σ are394

called d-equivalent, denoted by φ(x1, . . . , xk) ≡d ψ(x1, . . . , xk), if they are equivalent395

on Cσ,d, i. e. for all A ∈ Cσ,d and all (a1, . . . , ak) ∈ U(A)k we have A |= φ(a1, . . . , ak)396

iff A |= ψ(a1, . . . , ak). Hanf’s locality theorem for first-order logic [24] implies the397

following.398

Theorem 2.1 (Hanf [24]). Let d ∈ N. Every sentence of first-order logic is399

d-equivalent to a sentence in Hanf normal form.400

Quantifier alternations of first-order formulas. Let σ be any relational signature.401

We use the following recursive definition, classifying first-order formulas according to402

the number of quantifier alterations in their quantifier prefix. Let Σ0 = Π0 be the403

class of all quantifier free first-order formulas over σ. Then for every i ∈ N>0 we let404

Σi be the set of all FO formulas φ(y1, . . . , yℓ) for which there is k ∈ N and a formula405

ψ(x1, . . . , xk, y1, . . . , yℓ) ∈ Πi−1 such that406

φ ≡ ∃x1 . . . ∃xkψ(x1, . . . , xk, y1, . . . , yℓ).407

Analogously, Πi consists of all FO formulas φ(y1, . . . , yℓ) for which there is k ∈ N and408

a formula ψ(x1, . . . , xk, y1, . . . , yℓ) ∈ Σi−1 such that409

φ ≡ ∀x1 . . . ∀xkψ(x1, . . . , xk, y1, . . . , yℓ).410

We further say that a property P ⊆ C is in Σi or Πi if there is an FO-sentence φ in411

Σi or Πi, respectively, such that P = Pφ.412

Example 1 (Substructure freeness). Let B be a σ-structure, and let d ∈ N. The413

property414

P := {A ∈ Cσ,d | A does not contain B as substructure}415

is in Π1.416

3By Boolean combination we always mean finite Boolean combination.
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2.3. Property testing. In the following, we give definitions of two models for417

property testing - the bounded-degree model for simple graphs introduced in [21] and418

a bounded-degree model for relational structures similar to the model introduced in [1].419

The model for relational structures described here is chosen to simplify notation. It420

differs from the model in [1] in the way the query access is defined, however, they are421

equivalent in the sense that testability in either model implies testability in the other422

model. This can be easily seen using a local reduction as defined in Section 5.2. The423

bounded-degree model for relational structures extends the bounded-degree model for424

undirected graphs introduced in [21] and conforms with the bidirectional model of425

[11].426

For notational convenience, C will either denote a class of graphs of bounded-
degree d closed under isomorphism, or a class of σ-structures of bounded-degree d
closed under isomorphism for some signature σ and some d ∈ N. Let P be a property
on C. We will further refer to both graphs and σ-structures as structures. Let Pn be
the subset of P with n vertices/elements. Thus P =

⋃

n∈N
Pn. We define the distance

of a structure A on n vertices/elements to a property P =
⋃

n∈N
Pn as

dist(A,P) := min
B∈Pn

∑

R∈σ |R(A)△R(B)|
dn

.

For ϵ ∈ (0, 1) we say that a structure A on n vertices/elements is ϵ-close to P if427

dist(A,P) ≤ ϵ, that is one can modify A into a structure in P by adding/deleting at428

most ϵdn tuples of A. We say that A is ϵ-far from P if A is not ϵ-close to P.429

An algorithm that processes a structure A ∈ C does not obtain an encoding of A430

as a bit string in the usual way. Instead, we assume that the algorithm receives the431

number n of elements/vertices of A, and that the elements/vertices of A are numbered432

1, 2, . . . , n. In addition, the algorithm has direct access to A using an oracle which433

answers neighbour queries in A in constant time. A query to a σ-structure A of434

bounded-degree d has the form (a, i) for an element a ∈ U(A), i ∈ {1, . . . , d} and435

is answered by ans(a, i) := (R, a1, . . . , aar(R)) where (a1, . . . , aar(R)) is the i-th tuple436

(according to some fixed ordering) containing a and (a1, . . . , aar(R)) ∈ R(A), or a437

special symbol “⊥” if i is greater than the degree of a. A query to a graph G of438

bounded-degree d has the form (v, i) for v ∈ V (G), i ∈ {1, . . . , d} and is answered by439

ans(v, i) := w where w is the i-th neighbour of v.440

Now we give the formal definitions of standard property testing and proximity-441

oblivious testing.442

Definition 2.2 ((Standard) property testing). Let P =
⋃

n∈N
Pn be a property.443

An ϵ-tester for Pn is a probabilistic algorithm which, given query access to a structure444

A ∈ C with n vertices/elements,445

• accepts A with probability 2/3, if A ∈ Pn.446

• rejects A with probability 2/3, if A is ϵ-far from Pn.447

We say that a property P is testable if for every n ∈ N and ϵ ∈ (0, 1), there exists448

an ϵ-tester for Pn that makes at most q = q(ϵ, d) queries. We say the property P is449

testable with one-sided error if the ϵ-tester always accepts A if A ∈ P.450

We introduce below the formal definition of proximity-oblivious testers.451

Definition 2.3 (Proximity-oblivious testing (with one-sided error)). Let P =452
⋃

n∈N
Pn be a property. Let η : (0, 1] → (0, 1] be a monotonically non-decreasing453

function. A proximity-oblivious tester (POT) with detection probability η for Pn454

is a probabilistic algorithm which, given query access to a structure A ∈ C with n455

vertices/elements,456
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• accepts A with probability 1, if A ∈ Pn.457

• rejects A with probability at least η(dist(A,Pn)), if A /∈ Pn. Equivalently,458

for any A that is not in Pn, the algorithm accepts A with probability at most459

1 − η(dist(A,Pn)).460

We say that a property P is proximity-oblivious testable if for every n ∈ N, there461

exists a POT for Pn of constant query complexity with detection probability η.462

We remind the reader of the following which we argued in the introduction.463

Remark 2.4. Let d ∈ N. Every propery definable in Σ1 is testable on Cd, and464

every property definable in Π1 is testable on Cd.465

2.4. Expansion and the zig-zag product. In this section we recall a con-466

struction of a class of expanders introduced in [33]. This construction uses undirected467

graphs with parallel edges and self-loops.468

Let G = (V,E, f) be an undirected D-regular graph on N vertices. We follow the469

convention that each self-loop counts 1 towards the degree. Let I be a set of size D.470

Then a rotation map of G is a function ROTG : V × I → V × I such that for every471

two not necessarily different vertices u, v ∈ V472

|{(i, j) ∈ I × I | ROTG(u, i) = (v, j)}| = 2|{e ∈ E | f(e) = {u, v}}|473

and ROTG is self inverse, i.e. ROTG(ROTG(v, i)) = (v, i) for all v ∈ V, i ∈ I. A474

rotation map is a representation of a graph that additionally fixes for every vertex v475

an order on all edges incident to v. We let the normalised adjacency matrix M of G476

be defined by477

Mu,v :=
1

D
· |{e | f(e) = {u, v}}|.478

Since M is real, symmetric, contains no negative entries and all columns sum up to 1,479

all its eigenvalues are in the real interval [−1, 1]. Let 1 = λ1 ≥ λ2 ≥ · · · ≥ λN ≥ −1480

denote the eigenvalues of M . We let λ(G) := max{|λ2|, |λN |}. Note that these notions481

do not depend on the rotation map. We say that a graph is an (N,D, λ)-graph, if G482

has N vertices, is D-regular and λ(G) ≤ λ. We will use the following lemma.483

Lemma 2.5 ([26]). The graph G is connected if and only if λ2 < 1. Furthermore,484

if G is connected, then G is bipartite if and only if λN = −1.485

For any subsets S, T ⊆ V let ⟨S, T ⟩G := {e ∈ E | f(e) ∩ S ̸= ∅, f(e) ∩ T ̸= ∅} be the486

set of edges crossing between S and T .487

Definition 2.6. For any set S ⊆ V , we let h(S) := |⟨S,S⟩G|
|S| be the expansion of488

S. We let h(G) be the expansion ratio of G defined by h(G) := min{S⊂V ||S|≤N/2} h(S).489

For any constant ϵ > 0 we call a sequence {Gm}m∈N>0
of graphs of increasing490

number of vertices a family of ϵ-expanders, if h(Gm) ≥ ϵ for all m ∈ N>0. We say491

that a family of graphs is a family of expanders if it is a family of ϵ-expanders for492

some constant ϵ > 0. We further often call a graph from a family of expanders an493

expander. There exists the following connection between h(G) and λ(G).494

Theorem 2.7 ([13, 6]). Let G be a D-regular graph. Then it holds that h(G) ≥495

D(1 − λ(G))/2.496

This implies that for a sequence of graphs {Gm}m∈N>0
of increasing number of497

vertices, if there is a constant ϵ < 1 such that λ(Gm) ≤ ϵ for all m ∈ N>0, then the498

sequence {Gm}m∈N>0
is a family of D(1 − ε)/2-expanders.499
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z =

Fig. 1: Zig-zag product of a 3-regular grid with a triangle

Definition 2.8. Let G be a D-regular graph on N vertices with rotation map500

ROTG : V × I → V × I and I a set of size D. Then the square of G, denoted by501

G2, is a D2-regular graph on N vertices with rotation map ROTG2(u, (k1, k2)) :=502

(w, (ℓ2, ℓ1)), where503

ROTG(u, k1) =(v, ℓ1) and ROTG(v, k2) = (w, ℓ2),504

and u, v, w ∈ V , k1, k2, ℓ1, ℓ2 ∈ I.505

Note that the edges of G2 correspond to walks of length 2 in G and the adjacency506

matrix of G2 is the square of the adjacency matrix of G. Note here that if G is507

bipartite then G2 is not connected, which can be easily seen by using Lemma 2.5.508

Lemma 2.9 ([33]). If G is a (N,D, λ)-graph then G2 is a (N,D2, λ2)-graph.509

Definition 2.10. Let G1 = (V1, E1, f1) be a D1-regular graph on N1 vertices,510

I1 a set of size D1 and ROTG1 : V1 × I1 → V1 × I1 a rotation map of G1. Let511

G2 = (I1, E2, f2) be a D2-regular graph, let I2 be a set of size D2 and ROTG2
:512

I1 × I2 → I1 × I2 be a rotation map of G2. Then the zig-zag product of G1 and G2,513

denoted by G1 z G2, is the D2
2-regular graph on vertex set V1 × I1 with rotation map514

given by ROTG1 z G2
((v, k), (i, j)) := ((w, ℓ), (j′, i′)), where515

ROTG2
(k, i) = (k′, i′), ROTG1

(v, k′) = (w, ℓ′), and ROTG2
(ℓ′, j) = (ℓ, j′),516

and v, w ∈ V1, k, k
′, ℓ, ℓ′ ∈ I1, i, i

′, j, j′ ∈ I2.517

The zig-zag product G1 z G2 can be seen as the result of the following construc-518

tion. First pick some numbering of the vertices of G2. Then replace every vertex in519

G1 by a copy of G2 where we colour edges from G1, say, red, and edges from G2 blue.520

We do this in such a way that the i-th edge of a vertex v in G1 will be connected to521

vertex i of the replica of G2, which replaces the vertex v in the preceding step. Then522

for every red edge (v, w) and for every tuple (i, j) ∈ I2 × I2 we add an edge to the523

zig-zag product G1 z G2 connecting v′ and w′ where v′ is the vertex reached from v524

by taking its i-th blue edge and w′ can be reached from w by taking its j-th blue edge.525

Figure 1 shows an example, where in the graph on the right hand side we show the 4526

edges that are added to the zig-zag product for the highlighted edge of the graph on527

the left hand side.528

Theorem 2.11 ([33]). If G1 is an (N1, D1, λ1)-graph and G2 is a (D1, D2, λ2)-529
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graph then G1 z G2 is an (N1 ·D1, D
2
2, g(λ1, λ2))-graph, where530

g(λ1, λ2) =
1

2
(1 − λ22)λ1 +

1

2

√

(1 − λ22)2λ1 + 4λ22.531

This function has the following properties.532

1. If both λ1 < 1 and λ2 < 1 then g(λ1, λ2) < 1.533

2. g(λ1, λ2) < λ1 + λ2.534

Definition 2.12 ([26]). Let D be a sufficiently large prime power (e.g. D =535

216). Let H be a (D4, D, 1/4) expander (an explicit constructions for H exist, cf. [33].)536

We define {Gm}m∈N>0 by537

G1 := H2, Gm := G2
m−1 z H for m > 1.(2.1)538

Proposition 2.13 ([26]). For any m ∈ N>0, the graph Gm is a (D4m, D2, 1/2)-539

graph.540

In the next section we will use the following lemma.541

Lemma 2.14. Let G be a D-regular graph and S be the set of vertices of a con-542

nected component of G2. Then λ(G2[S]) < 1.543

Proof. Let 1 = λ1 ≥ λ2 ≥ · · · ≥ λN be the eigenvalues of G2[S]. Since G2[S] is544

connected, Lemma 2.5 implies that λ1 > λ2. Now assume that −1 is an eigenvalue545

of G2[S] with eigenvector v. Then the vector v′ defined by v′v = vv for all v ∈ S and546

v′v = 0 otherwise is the eigenvector for eigenvalue −1 of the graph G2. But G2 can547

not have a negative eigenvalue as every eigenvalue of G2 is a square of a real number.548

Therefore λ1 ̸= λN and λ(G2[S]) < 1 as claimed.549

3. A class of expanders definable in FO. In this section we define a formula550

such that the underlying graphs of its models are expanders. We start with a high-551

level description of the formula. Let {Gm}m∈N>0 be as in Definition 2.12. Loosely552

speaking, each model of our formula is a structure which consists of the disjoint union553

of G1, . . . , Gn for some n ∈ N>0 with some underlying tree structure connecting Gm−1554

to Gm for all m ∈ {2, . . . , n}. For illustration see Figure 2. The tree structure enables555

us to provide an FO-checkable certificate for the construction of expanders. The tree556

structure is a D4-ary tree, that is used to connect a vertex v of Gm−1 to every vertex557

of the copy of H which will replace v in Gm. We use D4 relations {Fk}k∈([D]2)2 to558

enforce an ordering on the D4 children of each vertex. We use additional relations to559

encode rotation maps. For i, j ∈ [D]2 let Ei,j be a binary relation. For every pair560

i, j ∈ [D]2 we represent an edge {v, w} in Gm by the two tuples (v, w) ∈ Ei,j(A) and561

(w, v) ∈ Ej,i(A). This allows us to encode the relationship ROTGm
(v, i) = (w, j) in562

first-order logic using the formula ‘Ei,j(v, w)’.563

We use auxiliary relations R and Lk for k ∈ ([D]2)2, to force the models to be564

degree regular. The relation R contains the tuple (r, r) for the root r of the tree, and565

Lk will contain the tuple (v, v) for every leaf v of the tree.566

We now give the precise definition of the formula. We use [n] := {0, 1, . . . , n− 1}567

for n ∈ N. Let568

σ :=
{
{Ei,j}i,j∈[D]2 , {Fk}k∈([D]2)2 , R, {Lk}k∈([D]2)2

}
,569

where Ei,j , Fk, R and Lk are binary relation symbols for i, j ∈ [D]2 and k ∈ ([D]2)2.570

For convenience we introduce auxiliary relations E and F with the property that for571

every σ-structure A we have E(A) :=
⋃

i,j∈[D]2 Ei,j(A) and F (A) :=
⋃

k∈([D]2)2 Fk(A).572
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G1

Gm

Gn

Fig. 2: Schematic representation of a model of φ z , where the parts in red (grey) only

contain relations from E and relations in F are blue (black). Relation R and L are
omitted.

In any formula we can reverse using these auxiliary relations by replacing formulas573

of the form “E(x, y)” by “
∨

i,j∈[D]2 Ei,j(x, y)” and formulas of the form “F (x, y)” by574

“
∨

k∈([D]2)2 Fk(x, y)” below.575

We use the following formula φroot(x) := ∀y¬F (y, x) and we say that an element576

a ∈ U(A) is a root of a structure A if A |= φroot(a).577

We now define a formula φtree, which expresses that any model restricted to the578

relation F locally looks like a D4-ary tree. More precisely, the formula defines that579

the structure has no more than one root, that every other vertex has exactly one580

parent and every vertex has either no children or exactly one child for each of the D4581

relations Fk. It also defines the self-loops used to make the structure degree regular.582

φtree := ∃≤1xφroot(x) ∧ ∀x
((
φroot(x) ∧R(x, x)

)
∨583

(
∃=1yF (y, x) ∧ ¬∃yR(x, y) ∧ ¬∃yR(y, x)

))

∧584

∀x
([

¬∃yF (x, y) ∧
∧

k∈([D]2)2

Lk(x, x)∧585

∀y
(
y ̸= x→

∧

k∈([D]2)2

¬Lk(x, y) ∧
∧

k∈([D]2)2

¬Lk(y, x)
)]

586

∨
[

¬∃y
∨

k∈([D]2)2

(
Lk(x, y) ∨ Lk(y, x)

)
∧

∧

k∈([D]2)2

∃yk
(

x ̸= yk ∧ Fk(x, yk)∧587

(
∧

k′∈([D]2)2,k′ ̸=k

¬Fk′(x, yk)) ∧ ∀y(y ̸= yk → ¬Fk(x, y))
)])

.588

The formula φrotationMap will define the properties the relations in E need to have589

in order to encode rotation maps of D2-regular graphs. For this we make sure that590

the edge colours encode a map, i.e. for any pair of a vertex x and index i ∈ [D]2 there591

is only one pair of vertex y and index j ∈ [D]2 such that Ei,j(x, y) holds and that the592

map is self inverse, i.e. if Ei,j(x, y) then Ej,i(y, x).593

φrotationMap :=∀x∀y
( ∧

i,j∈[D]2

(Ei,j(x, y) → Ej,i(y, x))
)

∧594
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∀x
( ∧

i∈[D]2

( ∨

j∈[D]2

(
∃=1yEi,j(x, y) ∧

∧

j′∈[D]2

j′ ̸=j

¬∃yEi,j′(x, y)
)))

595

We now define a formula φbase which expresses that every root x of a structure596

has a self-loop (x, x) in each relation Ei,j and that the D4 children of a root form597

G1. Let H be the (D4, D, 1/4)-graph from Definition 2.12. We assume that H has598

vertex set ([D]2)2. We then identify vertex k ∈ ([D]2)2 with the element y such that599

(x, y) ∈ Fk(A) for each root x. Let ROTH : ([D]2)2 × [D] → ([D]2)2 × [D] be any600

rotation map of H. Fixing a rotation map for H fixes the rotation map for H2. Recall601

that G1 := H2. We can define G1 by a conjunction over all edges of G1.602

φbase :=∀x
(

φroot(x) →
[ ∧

i,j∈[D]2

(

Ei,j(x, x)∧603

∀y
(

x ̸= y →
(
¬Ei,j(x, y) ∧ ¬Ei,j(y, x)

)))

∧604

∧

ROTH2 (k,i)=(k′,i′)

k,k′∈([D]2)2

i,i′∈[D]2

∃y∃y′
(
Fk(x, y) ∧ Fk′(x, y′) ∧ Ei,i′(y, y′)

)])

605

We will now define a formula φrecursion which will ensure that level m of the tree606

contains Gm. Recall that Gm := G2
m−1 z H. We therefore express that if there is a607

path of length two between two vertices x, z then for every pair i, j ∈ [D] there is an608

edge connecting the corresponding children of x and z according to the definition of609

the zig-zag product. Here it is important that x and z either both have no children610

in the underlying tree structure or they both have children. This will also be encoded611

in the formula.612

φrecursion :=∀x∀z
[(

¬∃yF (x, y) ∧ ¬∃yF (z, y)
)

∨613

∧

k′1,k
′
2∈[D]2

ℓ′1,ℓ
′
2∈[D]2

(

∃y
[
Ek′1,ℓ′1(x, y) ∧ Ek′2,ℓ′2(y, z)

]
→614

∧

i,j,i′,j′∈[D],k,ℓ∈([D]2)2

ROTH(k,i)=((k′1,k
′
2),i

′)

ROTH((ℓ′2,ℓ
′
1),j)=(ℓ,j′)

∃x′∃z′
[
Fk(x, x′) ∧ Fℓ(z, z′) ∧ E(i,j),(j′,i′)(x

′, z′)
])
]

615

We finally let φ z := φtree ∧ φrotationMap ∧ φbase ∧ φrecursion. This concludes616

defining the formula.617

3.1. Proving expansion. In this section we prove that the formula φ z defines618

a property of expanders on bounded-degree relational structures.619

Let d := 2D2 + D4 + 1, which is chosen in such a way to allow for any element620

of a σ-structure in Cσ,d to be in 2D2 E-relations (Gm is D2 regular and every edge of621

Gm is modelled by two tuples), to have either D4 F -children or D4 L-self-loops and622

to either have one F -parent or be in one R-self-loop.623

To each model A of φ z we will associate an undirected (with parallel edges624

and self loops) graph G(A) with vertex set U(A). For every tuple in each of the625

relations of A, the graph G(A) will have an edge. We will define G(A) by a rotation626
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map, which extends the rotation map encoded by the relation E. For this let I :=627

{0} ⊔ ([D]2)2 ⊔ [D]2 be an index set. Formally, we define the underlying graph G(A)628

of a model A of φ z to be the undirected graph with vertex set U(A) given by the629

rotation map ROTG(A) : A× I → A× I defined by630

ROTG(A)(v, i) :=







(v, 0) if i = 0 and (v, v) ∈ R(A)

(w, j) if i = 0 and (w, v) ∈ Fj(A)

(w, 0) if i ∈ ([D]2)2 and (v, w) ∈ Fi(A)

(v, i) if i ∈ ([D]2)2 and (v, v) ∈ Li(A)

(w, j) if i ∈ [D]2 and (v, w) ∈ Ei,j(A).

631

We can understand this rotation map as labelling the tuples containing an element v as632

follows: (v, v) ∈ R(A) or (w, v) ∈ Fk(A) respectively is labelled by 0, (v, w) ∈ Fk(A)633

or (v, v) ∈ Lk(A) respectively is labelled by k and (v, w) ∈ Ei,j(A) is labelled by i.634

Note that G(A) is (D2 +D4 +1)-regular. We chose the notion of an underlying graph635

here instead of the Gaifman graph, and it is more convenient in particular for using636

results from [33]. However the Gaifman graph can be obtained from the underlying637

graph by ignoring self-loops and multiple edges.638

Theorem 3.1. There is an ϵ > 0 such that the class {G(A) | A |= φ z } is a639

family of ϵ-expanders.640

In the rest of this section, we give the proof of Theorem 3.1. Let A be a model of641

φ z . Let A|F be the {(Fk)k∈([D]2)2}-structure (U(A), (Fk(A))k∈([D]2)2). Recall that642

we denote the Gaifman graph of A|F by G(A|F ). Let A|E be the {(Ei,j)i,j∈[D]2}-643

structure (U(A), (Ei,j(A))i,j∈[D]2). We further define the underlying graph G(A|E)644

of A|E as the undirected graph specified by the rotation map ROTG(A|E) which is645

defined by ROTG(A|E)(v, i) := (w, j) if (v, w) ∈ Ei,j(A). This is well defined as646

A |= φrotationMap. We use the substructures G(A|F ) and G(A|E) to express the647

structural properties of models of φ z . More precisely, we want to prove that G(A|F )648

is a rooted balanced full tree and G(A|E) is the disjoint union of the expanders649

G1, . . . , Gn for some n ∈ N (Lemma 3.10). To prove this we use two technical lemmas650

(Lemma 3.2 and Lemma 3.5). Lemma 3.2 intuitively shows that the children in651

G(A|F ) of each connected part of G(A|E) form the zig-zag product with H of the652

square of the connected part. Lemma 3.5 shows that G(A|F ) is connected. To prove653

Theorem 3.1 we use that a tree with an expander on each level has good expansion.654

Loosely speaking, this is true because cutting the tree ‘horizontally’ takes many edge655

deletions and for cutting the tree ‘vertically’ we cut many expanders.656

Lemma 3.2. Let A be a model of φ z and assume S is the set of all vertices657

belonging to a connected component of (G(A|E))2 not containing a root and let S′ :=658

{w ∈ U(A) | (v, w) ∈ F (A), v ∈ S}. If S′ ̸= ∅ then G(A|E)[S′] is a connected659

component of G(A|E) and G(A|E)[S′] ∼= ((G(A|E))2[S]) z H.660

We use connected components of (G(A|E))2 as the square of a connected component661

of G(A|E) may not be connected, in which case the zig-zag product with H of the662

square of the connected component cannot be connected.663

Proof of Lemma 3.2. Assume that S′ ̸= ∅. We first show that G(A|E)[S′] ∼=664

((G(A|E))2[S]) z H. For this we use the following two claims.665
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Claim 3.3. If

ROT(G(A|E))2[S] z H((u, k), (i, j)) = ((w, ℓ), (j′, i′))

for some u,w ∈ S, k, ℓ ∈ ([D]2)2, i, j, i′, j′ ∈ [D] then there is v ∈ S such that666

(u, v) ∈ Ek′1,ℓ′1(A) and (v, w) ∈ Ek′2,ℓ′2(A) where ROTH(k, i) = ((k′1, k
′
2), i′) and667

ROTH((ℓ′2, ℓ
′
1), j) = (ℓ, j′).668

Proof. By the precondition of the Claim and the definition of the zig-zag product,669

we have that ROT(G(A|E))2[S](u, (k
′
1, k

′
2)) = (w, (ℓ′2, ℓ

′
1)) for ROTH(k, i) = ((k′1, k

′
2), i′)670

and ROTH((ℓ′2, ℓ
′
1), j) = (ℓ, j′).671

Since ROT(G(A|E))2[S] is equal to ROT(G(A|E))2 restricted to elements of the set S,672

we have that ROT(G(A|E))2(u, (k′1, k
′
2)) = (w, (ℓ′2, ℓ

′
1)). Consequently, by the definition673

of the square of a graph ROT(G(A|E))2(u, (k′1, k
′
2)) = (w, (ℓ′2, ℓ

′
1)) implies that there is674

v such that ROTG(A|E)(u, k
′
1) = (v, ℓ′1) and ROTG(A|E)(v, k

′
2) = (w, ℓ′2).675

Claim 3.4. If (u, v) ∈ Ek′1,ℓ′1(A) and (v, w) ∈ Ek′2,ℓ′2(A) for u, v, w ∈ U(A),676

k′1, k
′
2, ℓ

′
1, ℓ

′
2 ∈ ([D]2)2 and there is u′ ∈ U(A) with (u, u′) ∈ F (A) then there is677

w′ ∈ U(A) such that (w,w′) ∈ F (A). Furthermore for any i, i′, j, j′ ∈ [D] there are678

ũ, w̃ ∈ U(A), k, ℓ ∈ ([D]2)2 such that (ũ, w̃) ∈ E(i,j),(j′i′)(A) for (u, ũ) ∈ Fk(A) and679

(w, w̃) ∈ Fℓ(A) where ROTH(k, i) = ((k′1, k
′
2), i′) and ROTH((ℓ′2, ℓ

′
1), j) = (ℓ, j′).680

Proof. We only use that A |= φrecursion. Since φrecursion has the form ∀x∀zψ(x, z)681

for some formula ψ(x, z) we know that A |= ψ(u,w). Since (u, u′) ∈ F (A) we have682

A ̸|= ¬∃yF (u, y) ∧ ¬∃yF (w, y). Since A |= ∃y
[
Ek′1,ℓ′1(u, y) ∧ Ek′2,ℓ′2(w, z)

]
683

A |=
∧

i,j,i′,j′∈[D],k,ℓ∈([D]2)2

ROTH(k,i)=((k′1,k
′
2),i

′)

ROTH((ℓ′2,ℓ
′
1),j)=(ℓ,j′)

∃x′∃z′
[
Fk(u, x′) ∧ Fℓ(w, z′) ∧ E(i,j),(j′,i′)(x

′, z′)
]

684

Since H is D-regular, for every k′1, k
′
2 ∈ [D]2 and i, i′ ∈ [D], there is k ∈ ([D]2)2685

such that ROTH(k, i) = ((k′1, k
′
2, i

′) (and the same for ℓ′1, ℓ
′
2, j, j

′). Thus, the above686

conjunction is not empty. This further implies that for any i, i′, j, j′ ∈ [D] there are687

ũ, w̃ ∈ U(A), k, ℓ ∈ ([D]2)2 as claimed. In particular there is w′ ∈ U(A) such that688

(w,w′) ∈ F (A).689

We will argue that for every element w ∈ S there is a w′ ∈ S′ such that690

(w,w′) ∈ F (A). For this pick any u′ ∈ S′. Let u ∈ S be the element such that691

(u, u′) ∈ F (A). By combining Lemma 2.14, Theorem 2.11 and Lemma 2.5 it follows692

that ((G(A|E))2[S]) z H is connected. Therefore, there exists a path (u′0, . . . , u
′
m) in693

((G(A|E))2[S]) z H from u′0 = (u, (k1, k2)) to u′m = (w, (ℓ1, ℓ2)) for some k1, k2,ℓ1,ℓ2694

∈ [D]2. By Claim 3.3 there is a path (u0, v0, u1, v1, . . . um−1, vm−1, um) in G(A|E)695

from u0 = u to um = w. By inductively using Claim 3.4 on the path we find w′ such696

that (w,w′) ∈ F (A).697

Combining this with A |= φtree implies that the map f : S × ([D]2)2 → S′, given698

by f(v, k) = u if (v, u) ∈ Fk(A), is well-defined. Furthermore, by Claim 3.3 and 3.4,699

we have that if it holds that ROT(G(A|E))2[S] z H((u, k), (i, j)) = ((w, ℓ), (j′, i′)) then700

ROT(G(A|E))[S′](f((u, k)), (i, j)) = (f((w, ℓ)), (j′, i′)).701

This proves that f maps each edge in ((G(A|E))2[S]) z H injectively to an edge702

in G(A|E)[S′]. Then the map f together with the corresponding edge map is an703

isomorphism from ((G(A|E))2[S]) z H to G(A|E) as both are D2-regular.704
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Moreover, G(A|E)[S′] ∼= ((G(A|E))2[S]) z H implies that G(A|E)[S′] is connected705

and D2-regular. Since A |= φrotationMap enforces that G(A|E) is D2-regular, no vertex706

v ∈ S′ can have neighbours which are not in S′ and therefore G(A|E)[S′] is a connected707

component of G(A|E).708

Lemma 3.5. Let A ∈ Cσ,d be a model of φ z . Then every connected component of709

G(A|F ) contains a root of A. In particular for every model A ∈ Cσ,d of φ z the graph710

G(A|F ) is connected.711

Note that the connectivity of G(A|F ) for a model A ∈ Cσ,d of φ z implies that A is712

connected as G(A|F ) is a subgraph of the Gaifman graph of A containing the same713

set of vertices. Hence the following corollary follows immediately from Lemma 3.5.714

Corollary 3.6. Any model A ∈ Cσ,d of φ z is connected.715

Proof of Lemma 3.5. Assume that there is a connected component of G(A|F )716

which contains no root of A and let G′ to be a connected component of G(A|F ) with717

vertex set V ⊆ U(A) such that A ̸|= φroot(v) for every v ∈ V . For the next claim we718

should have in mind that (A|F )[V ] can be understood as a directed graph in which719

every vertex has in-degree 1 and the corresponding undirected graph G′ is connected.720

Hence (A|F )[V ] must consist of a set of disjoint directed trees whose roots form a721

directed cycle. Consequently G′ has the structure as given in the following claim.722

Claim 3.7. G′ contains a tuple of vertices (c0, . . . , cℓ−1) such that either ℓ = 2723

and (c0, c1), (c1, c0) ∈ F (A) or (c0, . . . , cℓ−1) is a cycle. Furthermore, for every vertex724

v of G′ there is exactly one path (p0, . . . , pm) in G′ with p0 = v, pm ∈ {c0, . . . , cℓ−1}725

and pi /∈ {c0, . . . , cℓ−1} for all i ∈ [m− 1].726

Proof. We first identify a cycle (or a pair as mentioned in the statement) by727

traversing along the path of incoming edges until encountering a repeated vertex. Let728

v0 be any vertex in G′ and let S0 = {v0}. We will now recursively define vi to be729

the vertex of G′ such that (vi, vi−1) ∈ F (A). Such a vertex always exists by the730

choice of G′ (i.e. that no root is in G′) and the fact that A |= φtree. Furthermore,731

such a vertex is unique as A |= φtree. We let Si := Si−1 ∪ {vi}. Since U(A) is732

finite, the chain S0 ⊆ S1 ⊆ · · · ⊆ Si ⊆ . . . must become stationary at some point.733

Let i ∈ N be the minimum index such that Si−1 = Si and let j < i be such that734

vi = vj . Then (vj , vj+1, . . . , vi−1, vi) is either a cycle in G′ or (in case j = i − 1)735

(vj , vi), (vi, vj) ∈ F (A). Let C = {c0, . . . , cℓ−1} be the vertices of the cycle or pair of736

vertices.737

We now show that for every vertex v in G′ there exists a unique path from v to C.738

We first note that since G′ is connected, for every v, a path that satisfies the property739

as described in the assertion of the claim always exists. Assume that there exists one740

vertex v, from which there are two different paths to C, denoted by (p0 = v, . . . , pm)741

and (p′0 = v, . . . , p′m′), respectively. We let pm = ci and p′m′ = cj . Let k ≤ min{m,m′}742

be the minimum index such that pk ̸= p′k. Such an index must exist as the paths are743

different, and as p0 = p′0 = v, we also know that k ≥ 1. Since A |= φtree for every744

vertex w of G′ there can only be one vertex w′ of G′ such that (w′, w) ∈ F (A). As745

pm−1 /∈ C and (c(i−1) mod ℓ, pm) ∈ F (A) it follows that (pm, pm−1) ∈ F (A). Applying746

the argument inductively we get that (pk, pk−1) ∈ F (A). The same argument works747

for the path (p′0, . . . , p
′
m′) and therefore (p′k, p

′
k−1) ∈ F (A). By the choice of k we748

know that pk−1 = p′k−1 and pk ̸= p′k, which implies that there exists one vertex with749

two incoming edges. This contradicts the fact that A |= φtree. Thus, for every vertex750

v, there exists a unique path from v to C. This finishes the proof of the claim.751
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Let S0 be the vertex set of the connected component of G(A|E) with c0 ∈ S0.752

Note that S0 might not be contained in G′.753

We now recursively define the infinite sequence of sets Si := {w ∈ U(A) | (v, w) ∈754

F (A), v ∈ Si−1} for each i ∈ N>0. Let mi := maxv∈Si∩V minj∈{0,...,ℓ−1}{distG′(cj , v)}755

and let vi ∈ Si ∩ V be a vertex of distance mi from C in G′. Note here that mi is756

well defined as ci mod ℓ ∈ Si.757

Claim 3.8. G(A|E)[Si] = (G(A|E)[Si−1])2 z H.758

Proof. We show the stronger statement that G(A|E)[Si] is a connected component759

of G(A|E), (G(A|E)[Si])
2 z H = G(A|E)[Si+1] and λ(G(A|E)[Si]) < 1 for i ∈ N by760

induction.761

G(A|E)[S0] is a connected component of G(A|E) by choice of S0. Let S̃ := {w ∈762

U(A) | (w, v) ∈ F (A), v ∈ S0}.763

We now argue that (G(A|E))2[S̃] is a connected component of (G(A|E))2. Assum-764

ing the contrary, either a connected component of (G(A|E))2 contains vertices from765

both S̃ and A \ S̃ or (G(A|E))2[S̃] splits into more than one connected component.766

Let S′ be the vertices of a connected component as in the first case. Then |S′| > 1 and767

hence S′ can not contain any root as a root is not in any E-relation with any element768

different from itself. Hence by Lemma 3.2 we get a connected component of G(A|E)769

on the children of S′ containing vertices both from S0 and from U(A) \ S0, which770

contradicts S0 being a connected component of G(A|E). Now let S′ be a connected771

component as in the second case, and pick S′ such that it does not contain a root772

(this is possible as there is at most one root). Then by Lemma 3.2 S0 must have a773

non-empty intersection with at least two connected components of G(A|E), which is774

a contradiction.775

Thus, by Lemma 2.14 λ((G(A|E))2[S̃]) < 1. But by Lemma 3.2 G(A|E)[S0] =776

((G(A|E))2[S̃]) z H. Then Theorem 2.11 and λ(H) < 1 ensure that λ(G(A|E)[S0]) <777

1.778

For i > 1, by induction it holds that λ(G(A|E)[Si−1]) < 1, which, together779

with Lemma 2.9 and Lemma 2.5, implies that (G(A|E)[Si−1])2 is a connected compo-780

nent4 of (G(A|E))2 and that (G(A|E))2[Si−1] = (G(A|E)[Si−1])2. Since ci mod ℓ ∈ Si,781

by Lemma 3.2, we have that G(A|E)[Si] is a connected component of G(A|E) and782

G(A|E)[Si] = (G(A|E)[Si−1])2 z H. Furthermore, using Lemma 2.9 and Theorem783

2.11, this proves λ(G(A|E)[Si]) < 1.784

Claim 3.9. For every v ∈ Si there is w ∈ V such that (v, w) ∈ F (A).785

Proof. By Claim 3.8 we have that G(A|E)[Si+1] = (G(A|E)[Si])
2 z H. This786

means that by definition of squaring and the zig-zag product we know that |Si+1| =787

D4 · |Si|. But as in addition A |= φtree we know that every element v ∈ Si will788

contribute to no more then D4 elements to Si+1. This means by construction of Si+1789

that for every element in Si there must be w ∈ V such that (v, w) ∈ F (A).790

Therefore, for every i ∈ N>0 there is wi ∈ V such that (vi, wi) ∈ F (A) where vi is the791

vertex of distance mi from C in G′ picked above. Let (u0, . . . , umi
) be the path in G′792

from u0 = vi to umi
∈ C. Note that it is impossible that wi = u1. This is true as for793

the path (u0, ..., umi
), we have that (uj+1, uj) ∈ F (A) for all j ∈ [mi]. Furthermore,794

since vi = u0 ̸= u1, assuming that wi = u1 would imply (vi, u1), (u2, u1) ∈ F (A),795

which contradicts A |= φtree. Then (wi, u0, . . . , umi
) is a path in G′ from wi to C.796

4We remark that the statement that (G(A|E)[Si−1])
2 is a connected component does not directly

follow from the fact that G(A|E)[Si−1] is a connected component of G(A|E), as the square of a
connected bipartite graph is not necessarily connected.
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C

c0

S0
S1

S2

Sℓ−1

Sℓ = S0

Fig. 3: Illustration of the proof of Lemma 3.5.

Since wi ∈ Si+1 by construction, Claim 3.7 implies that mi+1 ≥ mi + 1. Therefore797

mi ≥ i+m0 inductively. But this yields a contradiction, because ℓ+m0 ≤ mℓ = m0798

and ℓ > 0. See Figure 3 for an illustration. Therefore every connected component of799

G(A|F ) must contain a root of A. Furthermore, since every connected component of800

G(A|F ) must contain a root and since A |= ∃≤1xφroot(x) there can not be more than801

one root, G(A|F ) is connected.802

We let P z := Pφ z
for the formula φ z from Section 3.803

Lemma 3.10. Any (finite) model A ∈ Cσ,d of φ z has the following structure.804

• Either U(A) = ∅ or |U(A)| =
∑n
m=0D

4m for some n ∈ Nn≥1.805

• G(A|F ) is a rooted balanced full D4-ary tree, where the root is the unique806

element r ∈ U(A) for which A |= φroot(r).807

• G(A|E)[Tm] ∼= Gm where Gm is defined as in Definition 2.12 and Tm is the808

set of vertices of distance m to r in the tree G(A|F ) for any m ∈ {1, . . . , n}.809

Furthermore for every n ∈ N≥1 there is a model of φ z of size
∑n
m=0D

4m.810

Proof. First note that the empty structure A∅ ∈ P z as A∅ |= ∃≤1xφroot(x) and811

therefore A∅ |= φ z as φ z is a conjunction of ∃≤1xφroot(x) and universally quantified812

formulas. Hence U(A) = ∅ is possible. Now assume that A is a model of φ z and813

U(A) ̸= ∅. Then Lemma 3.5 implies that G(A|F ) is connected. Combining this with814

A |= φtree proves that G(A|F ) is a rooted tree. Let n be the maximum distance of815

any vertex in G(A|F ) to the root and let Tm be the vertices of distance m to the816

root for m ≤ n. Then G(A|E)[T1] ∼= G1 because A |= φbase. Now assume towards an817

inductive proof that G(A|E)[Tm] ∼= Gm for some fixed m ∈ N>0. Since λ(Gm) < 1818

by Lemma 2.9 and Lemma 2.5 we get that (G(A|E))2[Tm] is a connected component819

of (G(A|E))2. Hence by Lemma 3.2 we get that G(A|E)[Tm+1] ∼= Gm+1. Since Gm820

has D4m vertices this also proves that A has
∑n
m=0D

4m vertices. Furthermore, for821

n ∈ N the existence of a model of φ z of size
∑n
m=0D

4m is straightforward by the822
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Sm′

Sm′+1

Sn

Fig. 4: Schematic representation of S crossing edges (orange and blue) in the under-
lying undirected graph in the case of m′ < n.

construction of the formula φ z .823

Now we are ready to prove Theorem 3.1.824

Proof of Theorem 3.1. We will prove that for ϵ = D2/12 the claimed is true. Let825

A be the model of φ z of size
∑n
m=0D

4m and S ⊆ U(A) with |S| ≤ (
∑n
m=0D

4m)/2.826

Let Tm be the vertices of distance m to the root of the tree G(A|F ) and let Sm :=827

Tm ∩ S.828

We can assume that |S| > 1 as every vertex has degree at least ϵ. Let us first829

assume that |Sm| ≤ D4m/2 for all m ∈ [n]. Then because Gm is a D2/4-expander830

(this follows directly from Theorem 2.7 as λ(Gm) ≤ 1/2 by Proposition 2.13) and831

G(A|E)[Tm] ∼= Gm we know that832

|⟨S, S⟩G(A)| ≥
n∑

m=1

D2

4
|Sm| ≥ D2

12

n∑

m=0

|Sm| =
D2

12
|S|.833

Now assume the opposite and choose m′ to be the largest index such that834

|Sm′ | > |Tm′ |
2

=
D4m′

2
.(3.1)835

We will use the following claim.836

Claim 3.11.
∑m̃−1
m=0 |Tm| ≤ 1

2 |Tm̃| for all m̃ ≤ n.837

Proof. Inductively, we argue that838

m̃−1∑

m=0

|Tm| =

m̃−2∑

m=0

|Tm| + |Tm̃−1| ≤
1

2
(3|Tm̃−1|) ≤

1

2
|Tm̃|.

839

Claim 3.11 implies that 3
4 · |Tn| ≥ 1

2 |Tn| + 1
2

∑n−1
m=0 |Tm| = 1

2 |A| ≥ |S| ≥ |Sn|. In the840

case that m′ = n, using that Gn is a D2/4-expander we get841

|⟨S, S⟩G(A)| ≥
D2

4
(|Tn| − |Sn|) ≥

D2

16
|Tn| ≥

D2

12
|S|.842

Assume now that m′ < n. Since S is the disjoint union of all Sm we know that the843

set ⟨S, S⟩G(A) contains the set ⟨Sm, Tm \Sm⟩G(A), and for all m ∈ {m′ +1, . . . , n}, the844

sets ⟨Tm′ \Sm′ , Tm′⟩G(A) and ⟨Sm′ , Tm′+1\Sm′+1⟩G(A), which are all pairwise disjoint.845

Since every vertex in Tm′ has D4 neighbours in Tm′+1 and on the other hand every846
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vertex in Tm′+1 has one neighbour in Tm′ we know that |⟨Sm′ , Tm′+1 \Sm′+1⟩G(A)| =847

|⟨Sm′ , Tm′+1⟩G(A)| − |⟨Sm′ , Sm′+1⟩G(A)| ≥ D4|Sm′ | − |Sm′+1| ≥ D4(|Sm′ | −D4m′

/2).848

Since additionally Gm is an D2/4-expander for every m we get849

|⟨S, S⟩G(A)| ≥
∑

m>m′

D2

4
|Sm| +

D2

4
|Tm′ \ Sm′ | +D4

(

|Sm′ | − D4m′

2

)

850

=
D2

4

∑

m>m′

|Sm| +
(

D4 − D2

2

)

|Sm′ | −
(

D4 − D2

2

) |Tm′ |
2

+
D2

8
|Sm′ | +

D2

8
|Sm′ |851

Equation 3.1

≥ D2

4

∑

m>m′

|Sm| +
D2

8
|Sm′ | +

D2

8

( |Tm′ |
2

)

852

Claim 3.11
≥ D2

4

∑

m>m′

|Sm| +
D2

8
|Sm′ | +

D2

8

∑

m<m′

|Tm|853

|Tm|≥|Sm|

≥ D2

12
|S|.854

By the choice of ϵ this shows that the models of φ z are a class of ϵ-expanders.855

4. On the non-testability of a Π2-property. In this section we prove that856

there exists an FO property on relational structures in Π2 that is not testable. To do857

so, we first prove that the property Pφ z
defined by the formula φ z in Section 3 is858

not testable. Later we prove that φ z is equivalent to a sentence in Π2.859

4.1. Non-testability. Recall that r-types are the isomorphism classes of r-balls860

and that restricted to the class Cσ,d there are finitely many r-types. Let τ1, . . . , τt be861

a list of all r-types of bounded degree d. We let ρA,r be the r-type distribution of A,862

i. e.863

ρA,r(X): =

∑

τ∈X |{a ∈ U(A) | NA
r (a) ∈ τ}|

|U(A)|864

for any X ⊆ {τ1, . . . , τt}. For two σ-structures A and B we define the sampling
distance of depth r as δr⊙(A,B) := supX⊆{τ1,...,τt} |ρA,r(X) − ρB,r(X)|. Note that
δr⊙(A,B) is just the total variation distance between ρA,r, ρB,r, and it holds that

δr⊙(A,B) =
1

2

t∑

i=1

|ρA,r({τi}) − ρB,r({τi})|.

Then the sampling distance of A and B is defined as

δ⊙(A,B) :=
∞∑

r=0

1

2r
· δr⊙(A,B).

The following theorem was proven for simple graphs and easily extends to σ-865

structures.866

Theorem 4.1 ([30]). For every λ > 0 there is a positive integer n0 such that867

for every σ-structure A ∈ Cσ,d there is a σ-structure H ∈ Cσ,d such that |H| ≤ n0 and868

δ⊙(A,H) ≤ λ.869

We make use of the following definition of repairable properties.870

Definition 4.2 ([1]). Let ϵ ∈ (0, 1]. A property P ⊆ Cσ,d is ϵ-repairable5 on871

5In [1], the notion of repairability is called locality.
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Cσ,d if there are numbers r := r(ϵ) ∈ N, λ := λ(ϵ) > 0 and n0 := n0(ϵ) ∈ N872

such that for any σ-structure A ∈ P and B ∈ Cσ,d both on n ≥ n0 vertices, if873
∑t
i=1 |ρA,r({τi}) − ρB,r({τi})| < λ then B is ϵ-close to P , where τ1, . . . , τt is a list of874

all r-types of bounded degree d.875

The property P is repairable on Cσ,d if it is ϵ-repairable on Cσ,d for every ϵ ∈ (0, 1].876

The following theorem relating testable properties and repairable properties was877

proven in [1].878

Theorem 4.3 ([1]). For every property P ∈ Cσ,d, P is testable if and only if P879

is repairable on Cσ,d.880

We recall that P z := Pφ z
where φ z is the formula from Section 3. We also let σ,881

D and d be as defined in Section 3.882

Theorem 4.4. P z is not testable on Cσ,d.883

Proof. We prove non-repairability for P z and get non-testability with Theorem884

4.3. Let ϵ := 1/(144D2) and let r ∈ N, λ > 0 and n0 ∈ N be arbitrary. We set885

λ′ := λ/(t2r+1), where τ1, . . . , τt are all r-types of bounded degree d, and let n′
0 be886

the positive integer from Theorem 4.1 corresponding to λ′. We now pick n ∈ N such887

that n =
∑k
i=0D

4i for some k ∈ N, n ≥ 4n0 and n ≥ 4(n′
0/λ). Let A ∈ Cσ,d be a888

model of φ z on n elements. By Theorem 4.1 there is a structure H ∈ Cσ,d on m ≤ n′
0889

elements such that δ⊙(A,H) ≤ λ. Let B be the structure consisting of ⌊n/m⌋ copies890

of H and n mod m isolated elements (elements not being contained in any tuple).891

Note that we picked B such that |A| = |B|.892

We will first argue that B is in fact ϵ-far from having the property P z . First we893

rename the elements from U(B) in such a way that U(A) = U(B) and the number894
∑

R̃∈σ |R̃(A)△R̃(B)| of edge modifications to turn A and B into the same structure is895

minimal. Pick a partition U(A) = U(B) = S⊔S′ in such a way that (S×S′)∩R̃(B) =896

∅, (S′ × S) ∩ R̃(B) = ∅ for any R̃ ∈ σ and ||S| − |S′|| is minimal among all such897

partitions. Assume that |S| ≤ |S′|. Since the connected components of G(B) are898

of size at most m we know that ||S| − |S′|| ≤ m. This is because otherwise we can899

get a partition U(B) = T ⊔ T ′ with ||T | − |T ′|| < ||S| − |S′|| by picking all elements900

of any connected component of G(B), which is contained in S′, and moving these901

elements from S′ to S. Since |S| ≤ |S′| and m ≤ n/4 we know that n/4 ≤ |S| ≤ n/2.902

Since (S × S′) ∩ R̃B = ∅ we know that A and B must differ in at least all tuples that903

correspond to an S and S′ crossing edge in U(A) i. e. an edge in ⟨S, S′⟩U(A). Hence904

∑

R̃∈σ

|R̃(A)△R̃(B)| ≥ |⟨S, S′⟩G(A)|
Def 2.6
≥ |S| · h(A)905

Thm 3.1
≥ n

4
· D

2

12
=

1

48
D2n ≥ 1

144D2
dn.906

Therefore B is ϵ-far from being in P z .907

However, the neighbourhood distributions of A and B are similar as the following908

shows, proving that P z is not repairable.909

t∑

i=1

|ρA,r({τi}) − ρB,r({τi})|910
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=

t∑

i=1

∣
∣
∣ρA,r({τi}) − n mod m

n
· ρK1,r({τi}) −

⌊ n

m

⌋

· m
n

· ρH,r({τi})
∣
∣
∣911

≤
t∑

i=1

∣
∣
∣ρA,r({τi}) − ρH,r({τi})

∣
∣
∣+

t∑

i=1

∣
∣
∣
n mod m

n
· ρK1,r({τi})

∣
∣
∣912

+

t∑

i=1

∣
∣
∣ρH,r({τi}) −

⌊ n

m

⌋

· m
n

· ρH,r({τi})
∣
∣
∣913

≤
t∑

i=1

∣
∣
∣ρA,r({τi}) − ρH,r({τi})

∣
∣
∣+

2m

n
914

≤ t · sup
X⊆Br

|ρA,r(X) − ρH,r(X)| +
2m

n
915

≤ t · 2r · δ⊙(A,H) +
2m

n
916

≤ λ

2
+
λ

2
= λ.917

Note that in the second inequality we use that
∑t
i=1 ρH,r({τi}) ≤ 1 and the last918

inequality holds by choice of λ′ and Theorem 4.1.919

4.2. Every FO property on degree-regular structures is in Π2. We start920

with the following observation.921

Observation 1. A Hanf sentence ∃≥mxφτ (x) is short for922

∃x1 . . . ∃xm
( ∧

1≤i,j≤m,i ̸=j

xi ̸= xj ∧
∧

1≤i≤m

φτ (xi)
)
,923

and φτ (xi) can be expressed by an ∃∗∀-formula, where the existential quantifiers en-924

sure the existence of the desired r-neighbourhood with all tuples in relations / not in925

relations as required by τ , and the universal quantifier is used to express that there926

are no other elements in the r-neighbourhood of xi.927

Note that by the above, any Hanf sentence is in Σ2. We now show the following928

lemma.929

Lemma 4.5. Let d ∈ N and let φ be an FO sentence. If every model of φ is930

d-regular, then φ is d-equivalent to a Π2 sentence.931

The lemma can be equivalently stated by the following syntactic formulation. Let932

φdreg be the FO-sentence expressing that every element has degree d. Then for every933

FO-sentence φ the sentence φ ∧ φdreg is d-equivalent to a sentence in Π2.934

Proof. Before we begin, let us define an r-type τ to be d-regular, if for all struc-935

tures A and all elements a ∈ U(A) of r-type τ , every b ∈ U(A) with dist(a, b) < r has936

degA(b) = d.937

We first prove the following claim.938

Claim 4.6. Let d ∈ N, let φ be an FO sentence, and let ψ be in HNF with ψ ≡d φ939

such that ψ is in DNF, where the literals are Hanf sentences or negated Hanf sentences.940

Furthermore, assume that the neighbourhood types in all positive Hanf sentences of ψ941

are d-regular. Then φ is d-equivalent to a sentence in Π2.942
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Proof. Assume ψ is of the form ∃≥mxφτ (x), where τ is d-regular. As in Obser-943

vation 1, we may assume φτ (x) is an ∃∗∀-formula, which arises from a conjunction of944

an ∃∗-formula φ′
τ (x) (expressing that x has an ‘induced sub-neighbourhood’ of type945

τ) and a universal formula saying that there are no further elements in the neighbour-946

hood. We now have that ψ ≡d ∃≥mxφ′
τ (x). To see this, let A |= ∃≥mxφ′

τ (x) and947

deg(A) ≤ d. Then A |= ∃≥mxφτ (x) because τ is d-regular. The converse is obvious.948

If ψ is of form ¬∃≥mxφτ (x), where φτ (x) is an ∃∗∀-formula, then ¬∃≥mxφτ (x)949

is equivalent to a formula in Π2. Since Π2 is closed under disjunction and conjunction,950

this proves the claim.951

Now the proof follows from Claim 4.6, because if φ only has d-regular models, then952

by Hanf’s theorem there is a formula ψ ≡d φ satisfying the assumptions of the claim.953

Existence of a non-testable Π2-property. With Lemma 4.5 and Theorem 4.4, we954

are ready to prove the following theorem.955

Theorem 4.7. There is a degree bound d ∈ N and a signature σ such that there956

exists a property on Cσ,d definable by a formula in Π2 that is not testable.957

Proof. Pick d = 2D2 + D4 + 1 for any large prime power D. Then using the958

construction from [33] we can find a (D4, D, 1/4)-graph H. By Theorem 4.4, using959

this base expander H for the construction of the formula φ z we get a property which960

is not testable on Cσ,d. Since all models of φ z are d-regular by construction, Lemma961

4.5 gives us that φ z is d-equivalent to a formula in Π2.962

5. Reducing to simple undirected graphs. By our previous argument, to963

show the existence of a non-testable Π2-property for simple graphs, i. e. undirected964

graphs without parallel edges and without self-loops, it suffices to construct a non-965

testable FO graph property of degree regular graphs. To do so, we reduce testing the966

σ-structure property P z from the previous sections to testing a property Pgraph of967

simple graphs of bounded degree 3. To construct the reduction we carefully translate968

the edge-coloured directed graphs (σ-structures) of our previous example in Section 3969

to simple graphs. We encode σ-structures by representing each type of directed edge970

by a constant size graph gadget, maintaining the degree regularity. We then translate971

the formula φ z into a formula ψgraph defining the graph property Pgraph. This proves972

the following result.973

Theorem 5.1. There exists an FO property of simple graphs of bounded degree 3974

definable by a formula in Π2 that is not testable.975

In the rest of this section, we prove the above theorem via local reductions from a976

structural property to a graph property, and the non-testable Π2-property in Theorem977

4.7. This technique will also be in the proofs in Section 7.978

5.1. Local reductions. We first introduce the following notion of a local re-979

duction between two property testing models. In the following, when the context980

is clear, we will use C to denote both a class of structures and the corresponding981

property testing model, which can be either the bounded-degree model for graphs or982

bounded-degree model for relational structures.983

Definition 5.2 (Local reduction). Let C, C′ be two property testing models and984

let P ⊆ C, P ′ ⊆ C′ be two properties. We say that a function f : C → C′ is a local985

reduction from P to P ′ if there are constants c1, c2 ∈ N≥1 such that for every X ∈ C986

the following properties hold.987

1. If X ∈ P then f(X) ∈ P ′.988
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2. If X is ϵ-far from P then f(X) is (ϵ/c1)-far from P ′.989

3. For every query to f(X) we can adaptively6 compute c2 queries to X such990

that the answer to the query to f(X) can be computed from the answers to991

the c2 queries to X.992

The following lemma is known.993

Lemma 5.3 (Theorem 7.14 in [18]). Let C, C′ be two property testing models,994

P ⊆ C, P ′ ⊆ C′ be two properties and f a local reduction from P to P ′. If P ′ is995

testable then so is P.996

5.2. Constructing the local reduction. Now we construct a property Pgraph997

of 3-regular graphs from the property P z . We obtain this graph property as f(P z )998

by defining a map f : Cσ,d → C3. To define f we introduce a distinct arrow-graph999

gadget for every relation in σ (i. e. for every edge colour). The map f then replaces1000

every tuple in a certain relation (every coloured, directed edge) by the respective1001

arrow-graph gadget. Here all arrow gadgets are designed to allow for 3-regularity1002

of the reduced graph. To obtain 3-regularity we additionally replace every element1003

of a structure in P z by a cycle of length d such that each arrow-graph gadget can1004

be incident to a unique vertex of the circle. We further prove that this replacement1005

operation defines a local reduction f from P z to Pgraph. Recall that a local reduction1006

is a function maintaining distance that can be simulated locally by queries. Since by1007

Lemma 5.3 local reductions preserve testability, we use the local reduction from P z1008

to Pgraph to obtain non-testability of the property Pgraph from the non-testability of1009

P z . We will now define f formally.1010

We first define building blocks which will be combined to different arrow-graph1011

gadgets. Let H1(u, v) be the graph with vertex set {u = u0, . . . , v = u5} and edge1012

set {{ui, ui+3} | i ∈ {0, 1, 2}}. Next we let H2(u, v) be the graph with vertex set1013

{u = u0, . . . , v = u5} and edge set {{u0, u6}, {ui, ui+2} | i ∈ {1, 2}}. Let H3(u, v) be1014

the graph with vertex set {u = u0, . . . , v = u9} and edge set {{u0, u9}, {ui, ui+2} | i ∈1015

{1, 2, 5, 6}}. Let H4(u) be the graph with vertex set {u = u0, . . . , u4} and edge set1016

{{u0, u3}, {u1, u4}, {u2, u4}}. See Figure 5 for illustration.1017

Let ℓ be the number of relations (the number of edge colours) in σ. We now1018

introduce the different types of arrow-graph gadgets we need to define the local re-1019

duction. For 1 ≤ k ≤ ℓ, we let Hk
→(u0, v2ℓ) be the graph consisting of 2ℓ − 1 vertex1020

disjoint copies H1(u0, v0), . . . , H1(uk−1, vk−1), H1(uk+1, vk+1), . . . , H1(u2ℓ−1, v2ℓ−1),1021

one copy H2(uk, vk), one copy H3(u2ℓ, v2ℓ) and additional edges {vi, ui+1} for each1022

i ∈ [2ℓ] connecting the respective copies. Note that Hk
→(u0, v2ℓ) has 12ℓ+ 10 vertices1023

and every vertex apart from u0, v2ℓ has degree 3. We call Hk
→(u0, v2ℓ) a k-arrow. For1024

any graph G and vertices u, v ∈ V (G), we say that there is a k-arrow from u to v,1025

denoted u
k−→ v, if there are 12ℓ + 8 vertices w1, . . . , w12ℓ+8 ∈ V (G) and an isomor-1026

phism g : Hk
→(u0, v2ℓ) → NG

1 (w1, . . . , w12ℓ+8) such that g(u0) = u and g(v2ℓ) = v.1027

Note that requiring an isomorphism with these properties guarantees that no vertex1028

contained in a k-arrow has neighbours not contained in the k-arrow with the excep-1029

tion of the end vertices u and v. For any collection w1, . . . , w12ℓ+10 of vertices we1030

let Ek→(w1, . . . , w12ℓ+10) be a set of edges such that there is a graph isomorphism1031

f : Hk
→(u0, v2ℓ) →

(
{w1, . . . , w12ℓ+10}, Ek→(w1, . . . , w12ℓ+10)

)
with f(u0) = w1 and1032

f(v2ℓ) = w12ℓ+10.1033

6By adaptively computing queries we mean that the selection of the next query may depend on
the answer to the previous query.
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u v

(a) H1(u, v)

u v

(b) H2(u, v)

u v

(c) H3(u, v)

u

(d) H4(u)

Fig. 5: Illustration of the different building blocks used to define the arrow gadgets.

We now define a second arrow gadget. For 1 ≤ k ≤ ℓ, let Hk
⟲(u0) be the graph con-1034

sisting of ℓ− 1 vertex disjoint copies H1(u0, v0), . . . , H1(uk−1, vk−1), H1(uk+1, vk+1),1035

. . . , H1(uℓ−1, vℓ−1), one copy H2(uk, vk), one copy H4(uℓ) and edges {vi, ui+1} for1036

each i ∈ [ℓ− 1]. Note that Hk
⟲(u0) has 6ℓ+ 5 vertices and every vertex apart from u01037

has degree 3. We call Hk
⟲ a k-loop. For any graph G and vertex u ∈ V (G), we say that1038

there is a k-loop at u, denoted u
k−→ u, if there are 6ℓ+4 vertices w1, . . . , w6ℓ+4 ∈ V (G)1039

and an isomorphism g : Hk
⟲(u0) → NG

1 (w1, . . . , w6ℓ+4) such that g(u0) = u. For1040

any collection w1, . . . , w6ℓ+5 vertices we let Ek⟲(w1 . . . , w6ℓ+5) be a set of edges for1041

which there is an isomorphism f : Hk
⟲(u0) →

(
{w1, . . . , w6ℓ+5}, Ek⟲(w1, . . . , w6ℓ+5)

)
1042

for which f(u0) = w1.1043

Finally, let H⊥(u0) be the graph consisting of ℓ vertex disjoint copies H1(u0, v0),1044

. . . , H1(uℓ−1, vℓ−1), one copyH4(uℓ) and additional edges {vi, ui+1} for each i ∈ [ℓ−1].1045

Note that H⊥(u0) has 6ℓ+5 vertices and every vertex apart from u0 has degree 3. We1046

call H⊥ a non-arrow. For any graph G and vertex u ∈ V (G), we say that there is a1047

non-arrow at u, denoted u ̸→, if there are 6ℓ+4 vertices w1, . . . , w6ℓ+4 ∈ V (G) and an1048

isomorphism g : H⊥ → NG
1 (w1, . . . , w6ℓ+4) such that g(u0) = u. For any collection1049

w1, . . . , w6ℓ+5 vertices we let E⊥(w1 . . . , w6ℓ+5) be a set of edges for which there1050

is an isomorphism f : H⊥(u0) →
(
{w1, . . . , w6ℓ+5}, Ek⟲(w1, . . . , w6ℓ+5)

)
for which1051

f(u0) = w1.1052

We now define a function f : Cσ,d → C3 by f(A) := GA, where GA is the graph1053

on vertex set V (GA) := {ua,i, vka,i | 1 ≤ i ≤ d, a ∈ U(A), 1 ≤ k ≤ 6ℓ+ 5} and edge set1054

E(GA) defined by1055

{

{ua,i, v1a,i} | a ∈ U(A), 1 ≤ i ≤ d
}

1056

∪
{

{ua,d, ua,1}, {ua,i, ua,i+1} | a ∈ U(A), 1 ≤ i ≤ d− 1
}

1057

∪
⋃

ans(a,i)=ans(b,j)=(k,a,b)
a ̸=b

Ek→

(

v1a,i, . . . , v
6ℓ+5
a,i , v6ℓ+5

b,j , . . . , v1b,j

)

1058
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∪
⋃

ans(a,i)=(k,a,a)

Ek⟲

(

v1a,i, . . . , v
6ℓ+5
a,i

)

1059

∪
⋃

ans(a,i)=⊥

E⊥

(

v1a,i, . . . , v
6ℓ+5
a,i

)

,1060

where ans(a, i) = (k, a, b) denotes that the i-th tuple of a is (a, b) and is in the k-th1061

relation. HenceGA is defined in such a way that every element a ∈ U(A) is represented1062

by an induced cycle (ua,1, . . . , ua,d, ua,1) and if (a, b) is a tuple in the k-th relation1063

of σ in A, then ua,i
k−→ ub,j in GA for some 1 ≤ i, j ≤ d, and ua,i has a non-arrow1064

for every i satisfying that ans(a, i) = ⊥ for every k. Note that GA is 3 regular by1065

construction for every A ∈ Cσ,d. For illustration see Figure 6. In the following we1066

refer to vertices of GA of the form ua,i by element-vertices while we call vertices of1067

the form vja,i relation-vertices. The following is easy to observe from the construction1068

and from the fact that d = 2D2 + D4 + 1 < 3D4 + 1 = |σ| = ℓ for some large prime1069

power D (see Section 3 for definitions).1070

Fact 1. For every u ∈ V (GA), u is an element-vertex iff u is contained in a1071

simple cycle of length d. Furthermore, two vertices u, v ∈ V (GA) correspond to the1072

same element a of A (i. e. there are i, j ∈ {1, . . . , d} such that u = ua,i and v = ua,j)1073

iff there is a simple cycle of length d containing both u and v.1074

Note that we do not need to ask for cycles of length d to be induced because the1075

structure we obtain does not allow for cycles of length d apart from the cycles corre-1076

sponding to elements.1077

Now we define property Pgraph := {f(A) | A ∈ P z } ⊆ C3.1078

Lemma 5.4. The map f is a local reduction from P z to Pgraph.1079

Proof. First note that for any A ∈ P z , we have that f(A) ∈ Pgraph by definition.1080

Now let c1 = 6d(1 + 6ℓ + 5). We prove that if A ∈ Cσ,d is ϵ-far from P z then1081

f(A) is ϵ/c1-far from Pgraph by contraposition. Therefore assume that f(A) =: GA is1082

not ϵ/c1-far from Pgraph for some A ∈ Cσ,d. Then there is a set E ⊆ {e ⊆ V (GA) |1083

|e| = 2} of size at most ϵ · 3|V (GA)|/c1, and a graph G ∈ Pgraph such that G is1084

obtained from GA by modifying the tuples in E. By definition of Pgraph, there is1085

a structure AG ∈ P z such that f(AG) = G. First note that |U(AG)| = |U(A)|,1086

as d(1 + 6ℓ + 5)|U(A)| = |V (GA)| = |V (G)| = d(1 + 6ℓ + 5)|U(AG)|. Hence there1087

must be a set R of tuples that need to be modified to make A isomorphic to AG.1088

First note that R cannot contain a tuple (a, b) where {ua,i, vka,i, ub,i, vkb,i | 1 ≤ i ≤1089

d, 1 ≤ k ≤ ℓ} ∩ e = ∅ for every e ∈ E. This is because if (a, b) is a tuple in the1090

k-th relation of A, then ua,i
k−→ ub,j in GA for some i, j ∈ {1, . . . , d}. But since1091

{ua,i, vka,i, ub,i, vkb,i | 1 ≤ i ≤ d, 1 ≤ k ≤ ℓ} ∩ e = ∅ for every e ∈ E, we have that1092

ua,i
k−→ ub,j in G. Further, (ua,1, . . . , ua,d, ua,1) and (ub,1, . . . , ub,d, ub,1) are simple1093

cycles of length d in G. Hence by 1 there are elements a, b in AG corresponding1094

to (ua,1, . . . , ua,d, ua,1) and (ub,1, . . . , ub,d, ub,1) such that (a, b) is a tuple in the k-th1095

relation of AG, and hence (a, b) cannot be in R. The same argument works when1096

assuming that (a, b) is a tuple in AG. Since for every e ∈ E, there is at most 2d tuples1097

(a, b) such that {ua,i, vka,i, ub,i, vkb,i | 1 ≤ i ≤ d, 1 ≤ k ≤ ℓ} ∩ e ̸= ∅, we get that1098

|R| ≤ 2dϵ · 3|V (GA)|/c1 = 6d(1 + 6ℓ+ 5)ϵd|U(A)|/c1 = ϵd|U(A)|.1099

Hence A is not ϵ-far to being in P z .1100
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ua,i
v1a,i

(a) Case ans(a, i) = ⊥

ua,i
v1a,i

k-th position

(b) Case ans(a, i) = (k, a, a)

ua,i ub,j
v1a,i v1b,j

k-th position

(c) Case ans(a, i) = ans(b, j) = (k, a, b)

Fig. 6: Different types of arrows in GA. Here different coloured ellipses represent a
copy of H1(u, v), H2(u, v), H3(u, v) or H4(u) respectively (see Figure 5 for details).

Let c2 := d + 1. Let A ∈ Cσ,d and GA := f(A). First it is important to observe1101

that we can pick an ordering of the vertices of GA such that the position of each vertex1102

depends solely on the number of elements of A. Hence we can assume that for any1103

element a of A we can decide for any vertex v ∈ V (GA) whether v is of the form ua,i1104

and whether v is of the form vka,i. Now we argue how we can determine the answer to1105

any neighbour query in GA. First note that for any a ∈ U(A) and i ∈ {1, . . . , d} the1106

vertex ua,i is adjacent in GA to v1a,i and the two neighbouring vertices on the simple1107

cycle (ua,1, . . . , ua,d, ua,1). Hence any neighbour query in GA to ua,i can be answered1108

without querying A. Assume v ∈ {vka,i | 1 ≤ k ≤ ℓ} for some a ∈ U(A) and some1109

1 ≤ i ≤ d. Then we can determine all neighbours of v by querying (a, i) and further1110

if ans(a, i) ̸= (k, a, a), ans(a, i) ̸= ⊥ and ans(a, i) = (k, a, b), then we need to query1111

(b, j) for every 1 ≤ j ≤ d to find out for which j we have ans(b, j) = (k, a, b). Hence1112

we can determine the answer to any query to GA by making c2 queries to A. This1113

proves that f is a local reduction from P z to Pgraph.1114

5.3. The property of graphs is definable in FO. In this section we find1115

an FO sentence ψgraph which defines the property Pgraph. We do this by defining a1116

formula expressing for two vertices u, v that u
k−→ v, a formula expressing for vertex u1117

that u
k−→ u and a formula expressing for vertex u that u ̸→ and replacing formulas of1118
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the form R(u, v), R(v, v) and ¬R(u, v) for R ∈ σ by the new formulas appropriately.1119

We additionally restrict the scope of the quantifiers. In the previous subsection we1120

already defined ℓ := |σ|. We further rename the relations in σ in an arbitrary way1121

such that for this section we can assume that σ = {R1, . . . , Rℓ}.1122

We now translate the formula φ z into a formula ψgraph in the language of undi-1123

rected graphs using the FO formulas defined in the following. We let α(x) be a formula1124

saying ‘x is an element-vertex’ and β(x, y) be a formula saying ‘x and y represent the1125

same element of A’, which is easy to do by Fact 1. We further let γ(x) be a formula1126

saying ‘x is an internal vertex of either a k-arrow, a k-loop for any k ∈ {1, . . . , ℓ} or1127

a non-arrow’. Here an ‘internal vertex’ of an arrow refers to any vertex on this arrow1128

except the two endpoints, or the single endpoint in case of a loop or non-arrow. Let1129

δk→(x, y) denote ‘x
k−→ y’ for any k ∈ {1, . . . , ℓ}, similarly, let δk⟲(x) denote ‘x

k−→ x’ for1130

any k ∈ {1, . . . , ℓ}. Given φ z , formula ψgraph is obtained as follows. In φ z we replace1131

each expression Rk(x, x) by δk⟲(x, x) and each expression Rk(x, y) by δk→(x, y) (for1132

x ̸= y). In addition, we relativise all quantifiers in the following way. We replace every1133

expression of the form ∃xχ(x, x1, . . . , xm) by ∃x (α(x) ∧ χ(x, x1, . . . , xm)) and every1134

expression of the form ∀xχ(x, x1, . . . , xm) by ∀x (α(x) → ∃yβ(x, y)∧χ(y, x1, . . . , xm)).1135

Let us call the resulting formula ψ. Then we set ψgraph to be the conjunction of the1136

formula ψ and the formula ∀x
(

(¬α(x) → γ(x)) ∧ (α(x) → ∃yγ(y) ∧ E(x, y))
)

.1137

Lemma 5.5. For any A ∈ Cσ,d the following proposition is true. A |= φ z if and1138

only if f(A) |= ψgraph. Additionally we have that if G ∈ C3 is a model of ψgraph then1139

G ∼= f(A) for some A ∈ Aσ,d.1140

Proof. First assume that A |= φ z . First observe that by construction of GA :=1141

f(A) and ψ, we get that A |= φ z if and only if GA |= ψ. Note that for this1142

statement it is important that the set of k-arrows and k-loops for all k ∈ {1, . . . , ℓ}1143

is a set of pairwise non-isomorphic graphs. In the construction of GA, every vertex is1144

either an element-vertex ua,i in which case it is adjacent to the relation-vertex v1a,i,1145

or is an internal vertex of some k-arrow, k-loop or non-arrow. Hence we get that1146

GA |= ∀x
(

(¬α(x) → γ(x)) ∧ (α(x) → ∃yγ(y) ∧ E(x, y))
)

, which completes the proof1147

of the first statement.1148

Towards proving the second statement of Lemma 5.5, let us assume that some1149

graph G ∈ C3 is a model of ψgraph. Then G |= ∀x
(

(¬α(x) → γ(x)) ∧ (α(x) →1150

∃yγ(y) ∧ E(x, y))
)

. Hence G consists of a set of element-vertices that are connected1151

according to ψ with k-arrow, k-loops or non-arrows. Hence we can reverse the local1152

reduction to obtain AG which is the corresponding model of φ z for which f(AG) ∼= G1153

by the following construction. For any maximal set of vertices X ⊆ V (G) such that1154

β(u, v) holds for every pair u, v ∈ X, we introduce an element aX . For X,Y ⊆ V (G),1155

we add a tuple (aX , aY ) to the relation Rk(AG) if there are u ∈ X and v ∈ Y such1156

that u
k−→ v in G. With a similar argument as above, we get that AG is a model of1157

φ z by the construction of ψ. Additionally we get for some ordering of the neighbours1158

of each element of AG that f(AG) ∼= G (this ordering has to be consistent with the1159

order of k-arrows along the cycle of element-vertices).1160

Proof of Theorem 5.1. As a consequence from Lemma 5.5, we get that ψgraph1161

defines the property Pgraph on the class C3. Since we constructed the local reduction1162

f in such a way that f(A) is 3-regular for every A ∈ Cσ,d by Lemma 4.5, we get1163

This manuscript is for review purposes only.



ON TESTABILITY OF FIRST-ORDER PROPERTIES IN BOUNDED-DEGREE GRAPHS31

that Pgraph can be defined by a sentence in Π2 on the class C3. Combining this with1164

Lemma 5.3 and Lemma 5.4, we obtain Theorem 5.1.1165

We would like to point out here that while we obtain the non-testability of Pgraph1166

using the local reduction f , we can not conclude that Pgraph is a class of expanders.1167

However, we will show that this is true in the following section.1168

5.4. The property of graphs is a class of expanders. In this subsection we1169

show that Pgraph is a family of expanders and hence prove the following theorem.1170

Theorem 5.6. There exists a universal constant ξ > 0 and an (infinite) class of1171

ξ-expanders with maximum degree at most 3 which is definable in FO on undirected1172

graphs.1173

Expansion of Pgraph is not needed for the non-testability results in this paper. How-1174

ever, we think that Theorem 5.6 is of independent interest since it gives us new insights1175

into the expressibility of first-order logic. Furthermore, for an expanding property of1176

undirected graphs, its non-testability follows from the main result from [15].1177

Lemma 5.7. The models of ψgraph is a family of ξ-expanders, for some constant1178

ξ > 0.1179

Proof. Let A ∈ P z and GA := f(A). For every a ∈ A, we define the vertex1180

set Va = {ua,i, vka,i|1 ≤ i ≤ d, 1 ≤ k ≤ 6ℓ + 5}, encompassing the element vertices1181

of a alongside the vertices of its loops, non-arrows, and half of the vertices of each1182

of its arrows. Considering a set S ⊂ V (GA) such that |S| ≤ |V (GA)|
2 , we partition1183

U(A) into Sfull = {a ∈ U(A) : Va ⊆ S}, Sdisj = {a ∈ U(A) : Va ∩ S = ∅} and1184

Spart = U(A) \ (Sfull ∪ Sdisj).1185

First note that |Sfull| ≤ |U(A)|
2 . As G(A) is an ϵ-expander by Theorem 3.1, there1186

are at least ϵ|Sfull| edges between Sfull and Spart ∪ Sdisj. Hence, there are at least1187

ϵ|Sfull|−d|Spart| edges between Sfull and Sdisj. By the choice of the sets Sfull and Sdisj,1188

for every such edge (a, b), there corresponds an edge, i. e. the edge {v6ℓ+5
a,i , v6ℓ+5

b,j } for1189

some 1 ≤ i, j ≤ d, in GA between S and V (GA) \S. Additionally, for every a ∈ Spart,1190

there is at least one edge in GA[Va] between S and V (GA) \ S.1191

We set c = d(6ℓ + 6) and observe that Sfull ≥ |S|−|Spart|
c . Let us first consider1192

the case that |Spart| ≤ ϵ|S|
3cd ≤ |S|

3 . In this case, we have at least ϵ|S|
3c edges between1193

S and U(A) \ S on account of edges between Sfull and Sdisj. On the other hand, if1194

|Spart| ≥ ϵ|S|
3cd then we have at least ϵ|S|

3cd edges between S and U(A) \ S on account of1195

the edges within each GA[Va] for a ∈ Spart. Therefore, Pgraph is a class of ξ-expanders1196

for ξ = ϵ
3cd .1197

6. On the testability of all Σ2-properties. Let σ = {R1, . . . , Rm} be any1198

relational signature and Cσ,d the set of σ-structures of bounded degree d. We prove1199

the following.1200

Theorem 6.1. Every first-order property defined by a σ-sentence in Σ2 is testable1201

in the bounded-degree model.1202

We adapt the notion of indistinguishability of [4] from the dense model to the1203

bounded-degree model.1204

Definition 6.2. Two properties P,Q ⊆ Cσ,d are called indistinguishable if for1205

every ϵ ∈ (0, 1) there exists N = N(ϵ) such that for every structure A ∈ P with1206

|U(A)| > N there is a structure Ã ∈ Q with the same universe, that is ϵ-close to A;1207

This manuscript is for review purposes only.



32 I. ADLER, N. KÖHLER, P. PENG

and for every B ∈ Q with |U(B)| > N there is a structure B̃ ∈ P with the same1208

universe, that is ϵ-close to B.1209

The following lemma follows from the definitions, and is similar to [4], though we1210

make use of the canonical testers for bounded-degree graphs ([11, 22]).1211

Lemma 6.3. If P,Q ⊆ Cσ,d are indistinguishable properties, then P is testable on1212

Cσ,d if and only if Q is testable on Cσ,d.1213

Proof. We show that if P is testable, then Q is also testable. The other direction1214

follows by the same argument. Let ϵ > 0. Since P is testable, there exists an ϵ
2 -tester1215

for P with success probability at least 2
3 . Furthermore, we can assume that the tester1216

(called canonical tester) behaves as follows (see [11, 22]): it first uniformly samples a1217

constant number c0 = c0( ϵ2 , d) of elements, then explores the union of r-balls around1218

all sampled elements for some constant r = r( ϵ2 , d) > 0, and makes a deterministic1219

decision whether to accept, based on an isomorphic copy of the explored substructure.1220

Let C = C( ϵ2 , d) = c0 · (1 + d + · · · + dr) denote the upper bound on the number of1221

queries the canonical tester made on the input structure. Then there exists some1222

universal constant c1 > 0 such that by repeating the canonical tester c1 times, and1223

taking the majority vote, we can have a tester T with c1 · C query complexity and1224

success probability at least 5
6 .1225

Let N be a number such that if a structure B with n > N elements satis-1226

fies Q, then there exists a B̃ ∈ P with the same universe such that dist(B, B̃) ≤1227

min{ ϵ2 , 1
c2C·dC+2 }dn for some large constant c2 > 0. Now we give an ϵ-tester for Q. If1228

the input structure B has size at most N , we can query the whole input to decide if it1229

satisfies Q or not. If its size is larger than N , then we use the aforementioned ϵ
2 -tester1230

for P with success probability at least 5
6 . If B satisfies Q, then there exists B̃ ∈ P1231

that differs from B in no more than 1/(c2C · dC+2)dn places. Since the algorithm1232

samples c0 · c1 elements and queries the r-balls around all these sampled elements and1233

makes at most c1 · C queries in total, we have that with probability at least 1 − 1
6 ,1234

the algorithm does not query any part where B and B̃ differ, and thus its output is1235

correct with probability at least 5
6 − 1

6 = 2
3 . If B is ϵ-far from satisfying Q then it is1236

ϵ
2 -far from satisfying P and with probability at least 5

6 >
2
3 , the algorithm will reject1237

B. Thus Q is also testable.1238

High-level idea of proof of Theorem 6.1. Let φ ∈ Σ2. We prove that the property1239

defined by φ can be written as the union of properties, each of which is defined by1240

another formula φ′ in Σ2 where the structure induced by the existentially quantified1241

variables is a fixed structure M (see Claim 6.6). With some further simplification1242

of φ′, we obtain a formula φ′′ in Σ2 which expresses that the structure has to have1243

M as an induced substructure and every set of elements of fixed size ℓ has to induce1244

some structure from a set of structures H, and – depending on the structure from H1245

– there might be some connections to the elements of M (see Claim 6.7). We then1246

define a formula ψ in Π1 such that the property defined by ψ is indistinguishable1247

from the property defined by φ′′ in the sense that we can transform any structure1248

satisfying ψ, into a structure satisfying φ′′ by modifying no more than a small fraction1249

of the tuples and vice versa (see Claim 6.10). The intuition behind this is that every1250

structure satisfying φ′′ can be made to satisfy ψ by removing the structure M while1251

on the other hand for every structure which satisfies ψ we can plant the structure M1252

to make it satisfy φ′′. Since it is a priori unclear how the existentially and universally1253

quantified variables interact, we have to define ψ very carefully. Here it is important1254

to note that the number of occurrences of structures in H forcing an interaction with1255
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M is limited because of the degree bound (see Claim 6.8). Thus such structures can1256

not be allowed to occur for models of ψ, as here the number of occurrences can not1257

be limited in any way. Since properties defined by a formula in Π1 are testable, this1258

implies with the indistinguishability of ψ and φ′′ that the property defined by φ′′ is1259

testable. Furthermore by the fact that testable properties are closed under union [18],1260

we reach the conclusion that any property defined by a formula in Σ2 is testable.1261

We will not directly give a tester for the property Pφ but decompose φ into sim-1262

pler cases. However, every simplification of φ used is computable, and the proof below1263

yields a construction of an ϵ-tester for Pφ for every ϵ ∈ (0, 1) and every φ ∈ Σ2.1264

1265

For the full proof of Theorem 6.1, we use the following definition.1266

Definition 6.4. Let A be a σ-structure with U(A) = {a1, . . . , at}. Let z =1267

(z1, . . . , zt) be a tuple of variables. Then we define ιA(z) as follows.1268

ιA(z) :=
∧

R∈σ

(
∧

(
ai1 ,...,aiar(R)

)
∈R(A)

R
(
zi1 , . . . , ziar(R)

)
∧1269

∧

(
ai1 ,...,aiar(R)

)
∈U(A)ar(R)\R(A)

¬R
(
zi1 , . . . , ziar(R)

)

)

∧
∧

i,j∈[t]
i ̸=j

(¬zi = zj).1270

Note that for every σ-structure A′ and a′ = (a′1, . . . , a
′
t) ∈ U(A′)t we have that1271

A′ |= ιA(a′) if and only if ai 7→ a′i, i ∈ {1, . . . , t} is an isomorphism from A to1272

A′[{a′1, . . . , a′t}]. In particular, if A′ |= ιA(a′), then {a′1, . . . , a′t} induces a substructure1273

isomorphic to A in A′.1274

Proof of Theorem 6.1. Let φ be any sentence in Σ2. Therefore we can assume1275

that φ is of the form φ = ∃x ∀y χ(x, y) where x = (x1, . . . , xk) is a tuple of k ∈ N1276

variables, y = (y1, . . . , yℓ) is a tuple of ℓ ∈ N variables and χ(x, y) is a quantifier-free1277

formula. We can further assume that χ(x, y) is in disjunctive normal form, and that1278

φ = ∃x ∀y
∨

i∈I

(

αi(x) ∧ βi(y) ∧ posi(x, y) ∧ negi(x, y)
)

,(6.1)1279

where αi(x) is a conjunction of literals only containing variables from x, βi(y) is a1280

conjunction of literals only containing variables in y, negi(x, y) is a conjunction of1281

negated atomic formulas containing both variables from x and y and posi(x, y) is a1282

conjunction of atomic formulas containing both variables from x and y. Now note1283

that if an expression ‘xj = yj′ ’ appears in a conjunctive clause, then we can replace1284

every occurrence of yj′ by xj in that clause, which will result in an equivalent formula.1285

We now write the formula φ given in (6.1) as a disjunction over all possible struc-1286

tures in Cσ,d the existentially quantified variables could enforce. Since the elements1287

realising the existentially quantified variables will have a certain structure, it is natural1288

to decompose the formula in this way.1289

Let M ⊆ Cσ,d be a set of models of φ, such that every model A ∈ Cσ,d of φ1290

contains an isomorphic copy of some M ∈ M as an induced substructure, and M is1291

minimal with this property.1292

Claim 6.5. Every M ∈ M has at most k elements.1293

Proof. Assume there is M ∈ M with |M | > k. Since every structure in M is1294

a model of φ there must be a tuple a = (a1, . . . , ak) ∈ U(M)k such that M |=1295
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∀y∨i∈I
(

αi(a) ∧ βi(y) ∧ posi(a, y) ∧ negi(a, y)
)

. This implies that for every tuple1296

b ∈ U(M)ℓ we have M |= ∨i∈I
(

αi(a) ∧ βi(b) ∧ posi(a, b) ∧ negi(a, b)
)

. Furthermore,1297

since {a1, . . . , ak}ℓ ⊆ U(M)ℓ we have that M [{a1, . . . , ak}] |= ∀y∨i∈I
(

αi(a)∧βi(y)∧1298

posi(a, y) ∧ negi(a, y)
)

. This means that M [{a1, . . . , ak}] |= φ. Hence M contains an1299

induced substructure M ′ of M [{a1, . . . , ak}]. Since every model of φ containing M as1300

an induced substructure must also contain M ′ as an induced substructure M \ {M}1301

is a strictly smaller set than M with all desired properties. This contradicts the1302

minimality M.1303

Therefore M is finite. For M ∈ M let JM := {j ∈ I | M |= αj(m) for some m ∈1304

U(M)ℓ} ⊆ I.1305

Claim 6.6. We have1306

φ ≡d
∨

M∈M

(

∃x∀y
[

ιM (x) ∧
∨

j∈JM

(

βj(y) ∧ posj(x, y) ∧ negj(x, y)
)])

.1307

Proof. Let A ∈ Cσ,d be a model of φ. Then there is a tuple a = (a1, . . . , ak) ∈1308

U(A)k such that A |= ∀yχ(a, y). Since {a1, . . . , ak}ℓ ⊆ U(A)ℓ this implies that1309

A[{a1, . . . , ak}] |= ∀yχ(a, y) and hence A[{a1, . . . , ak}] |= φ. In addition, we may1310

assume that we picked a in such a way that for any tuple a′ = (a′1, . . . , a
′
k) ∈1311

{a1, . . . , ak}k with {a′1, . . . , a′k} ⊊ {a1, . . . , ak} we have that A ̸|= ∀yχ(a′, y). (The1312

reason is that if for some tuple a′ this is not the case then we just replace a by a′ and1313

so on until this property holds). Hence A[{a1, . . . , ak}] cannot have a proper induced1314

substructure in M, and it follows that there is M ∈ M such that M ∼= A[{a1, . . . , ak}].1315

By choice of JM we get A |= ∀y
[

ιM (a)∧∨j∈JM
(

βj(y)∧posj(a, y)∧negj(a, y)
)]

and1316

hence1317

A |=
∨

M∈M

(

∃x∀y
[

ιM (x) ∧
∨

j∈JM

(

βj(y) ∧ posj(x, y) ∧ negj(x, y)
)])

.1318

To prove the other direction, we now let the structure A ∈ Cσ,d be a model of the1319

formula1320
∨

M∈M

(

∃x∀y
[

ιM (x)∧∨j∈JM
(

βj(y)∧posj(x, y)∧negj(x, y)
)])

. Consequently there1321

is M ∈ M and a ∈ U(A)k such that A |= ∀y
[

ιM (a) ∧ ∨j∈JM
(

βj(y) ∧ posj(a, y) ∧1322

negj(a, y)
)]

. By choice of JM this implies A |= ∀y∨j∈JM
(

αj(a)∧βj(y)∧posj(a, y)∧1323

negj(a, y)
)

and hence A |= φ.1324

Since the union of finitely many testable properties is testable (see e.g. [18]), it is1325

sufficient to show that the property Pφ is testable where φ is of the form1326

φ = ∃x∀yχ(x, y),(6.2)1327

where χ(x, y) =
[

ιM (x) ∧
∨

j∈JM

(

βj(y) ∧ posj(x, y) ∧ negj(x, y)
)]

,1328

for some M ∈ M. In the following, we will enforce that for every conjunctive clause1329

of the big disjunction of χ, the universally quantified variables induce a specific sub-1330

structure.1331

For j ∈ JM let Hj ⊆ Cσ,d be a maximal set of pairwise non-isomorphic structures1332

H such that H |= βj(b) for some b = (b1, . . . , bℓ) ∈ U(H)ℓ with {b1, . . . , bℓ} = U(H).1333
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Claim 6.7. We have1334

φ ≡d ∃x∀y
[

ιM (x) ∧
∨

H∈Hj ,

j∈JM

(

ιH(y) ∧ posj(x, y) ∧ negj(x, y)
)]

.1335

Proof. Let A ∈ Cσ,d and a = (a1, . . . , ak) ∈ U(A)k. First assume that A |=1336

∀yχ(a, y). Hence for any tuple b ∈ U(A)ℓ there is an index j ∈ JM such that A |=1337

βj(b) ∧ posj(a, b) ∧ negj(a, b). Then A |= βj(b) implies that A[{b1, . . . , bℓ}] ∼= H for1338

some H ∈ Hj . Hence A |= ιH(b) and A |=
[

ιM (a) ∧ ∨H∈Hj ,

j∈JM

(

ιH(b) ∧ posj(a, b) ∧1339

negj(a, b)
)]

.1340

For the other direction, we let A |= ∀y
[

ιM (a) ∧ ∨H∈Hj ,

j∈JM

(

ιH(y) ∧ posj(a, y) ∧1341

negj(a, y)
)]

. Then for every tuple b ∈ U(A)ℓ there is an index j ∈ JM and H ∈ Hj1342

such that H |= ιH(b) ∧ posj(a, b) ∧ negj(a, b). Therefore A[{b1, . . . , bℓ}] ∼= H and we1343

know that A |= βj(b). Therefore A |= βj(b) ∧ posj(a, b) ∧ negj(a, b) and since this is1344

true for any b ∈ U(A)ℓ we get A |= φ.1345

Thus, it suffices to assume that1346

φ = ∃x∀yχ(x, y),(6.3)1347

where χ(x, y) :=
[

ιM (x) ∧
∨

H∈Hj ,

j∈JM

(

ιH(y) ∧ posj(x, y) ∧ negj(x, y)
)]

1348

for some M ∈ M.1349

Next we will define a universally quantified formula ψ and show that Pφ is in-1350

distinguishable from the property Pψ. To do so we will need the two claims below.1351

Intuitively, Claim 6.8 says that models of φ of bounded degree do not have many ‘inter-1352

actions’ between existential and universal variables – only a constant number of tuples1353

in relations combine both types of variables. Note that for a structure A and tuples1354

a ∈ U(A)k, b = (b1, . . . , bℓ) ∈ U(A)ℓ the condition A |= ιH(b) ∧ posj(a, b) ∧ negj(a, b)1355

can force an element of b to be in a tuple (of a relation of A) with an element of a, even1356

if posj(x, y) only contains literals of the form xi = yi′ . (For example, it may be the1357

case that for some tuple b
′ ∈ {b1, . . . , bℓ}ℓ, every clause ιH

′

(y)∧posj
′

(x, y)∧negj
′

(x, y)1358

for which A |= ιH
′

(b
′
)∧posj

′

(a, b
′
)∧negj

′

(a, b
′
) forces a tuple to contain some element1359

of b
′

and some element of a.) We will now define a set J to pick out the clauses that1360

do not force a tuple to contain both an element from a and b. Note that we still allow1361

elements from b to be amongst the elements in a. In Claim 6.8 we show that for every1362

A ∈ Cσ,d, a ∈ U(A)k for which A |= ∀yχ(a, y) there are a constant number of tuples1363

b ∈ U(A)ℓ that only satisfy clauses which force a tuple to contain both an element1364

from a and from b.1365

Let j ∈ JM , H ∈ Hj and h = (h1, . . . , hℓ) ∈ U(H)ℓ such that H |= ιH(h).1366

We define the set Pj,H := {hi | i ∈ {1, . . . , ℓ}, posj(x, y) does not contain yi =1367

xi′ for any i′ ∈ {1, . . . , k}}. Now we let J ⊆ JM × Cσ,d be the set of pairs (j,H),1368

with H ∈ Hj such that the disjoint union M ⊔H[Pj,H ] |= φ. Now J precisely specifies1369

the clauses that can be satisfied by a structure A and tuple a ∈ U(A)k and b ∈ U(A)ℓ1370

where A does not contain any tuples both containing elements from a and b.1371

Claim 6.8. Let A ∈ Cσ,d and a = (a1, . . . , ak) ∈ U(A)k. If A |= ∀y χ(a, y) then1372

there are at most k · d tuples b ∈ U(A)ℓ such that A ̸|= ∨

(j,H)∈J(ιH(b) ∧ posj(a, b) ∧1373
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negj(a, b)).1374

Proof. Since A |= ∀y χ(a, y), it holds that A |= ∀y∨H∈Hj ,

j∈JM

(

ιH(y) ∧ posj(a, y) ∧1375

negj(a, y)
)

by Equation(6.3). Now let B := {b ∈ U(A)ℓ | A ̸|= ∨

(j,H)∈J(ιH(b) ∧1376

posj(a, b)∧negj(a, b))} ⊆ U(A)ℓ. Then each b ∈ B adds at least one to
∑k
i=1 degA(ai).1377

Since A ∈ Cσ,d implies that
∑k
i=1 degA(ai) ≤ k · d we get that |B| ≤ k · d.1378

Claim 6.9. Let ψ be a formula of the form ψ = ∀zχ(z) where z = (z1, . . . , zt) is1379

a tuple of variables and χ(z) is a quantifier-free formula. Let A ∈ Cσ,d with |U(A)| >1380

d · ar(σ) · t and let b ∈ A be an arbitrary element. Let A |= ψ and let A′ be obtained1381

from A by ‘isolating’ b, i. e. by deleting all tuples containing b from R(A) for every1382

R ∈ σ. Then A′ |= ψ.1383

Proof. First note that A′ |= χ(a) for any tuple a = (a1, . . . , at) ∈ (A \ {b})t as no1384

tuple over the set of elements {a1, . . . , at} has been deleted. Let a = (a1, . . . , at) ∈1385

U(A)t be a tuple containing b. Pick b′ ∈ U(A) such that distA(aj , b
′) > 1 for every1386

j ∈ {1, . . . , t}. Such an element exists as |U(A)| > d · ar(R) · t. Let a′ = (a′1, . . . , a
′
t)1387

be the tuple obtained from a by replacing any occurrence of b by b′. Hence aj 7→ a′j1388

defines an isomorphism from A′[{a1, . . . , at}] to A[{a′1, . . . , a′t}] since b is an isolated1389

element in A′[{a1, . . . , at}] and b′ is an isolated element in A[{a′1, . . . , a′t}]. Since1390

A |= χ(a′), it follows that A′ |= χ(a).1391

Let J ′ ⊆ J be the set of all pairs (j,H) for which posj(x, y) is the empty conjunction.1392

J ′ contains (j,H) for which we want to use ιH(y) to define the formula ψ.1393

Claim 6.10. The property Pφ with φ as in (6.3) is indistinguishable from the1394

property Pψ where ψ := ∀y∨(j,H)∈J ′ ιH(y).1395

Proof. Let ϵ > 0 and N(ϵ) = N := k·ℓ2·d·ar(R)
ϵ and A ∈ Cσ,d be any structure with1396

|U(A)| > N .1397

First assume that A |= φ. The strategy is to isolate any element b which is1398

contained in a tuple b ∈ U(A)ℓ such that A ̸|= ∨

(j,H)∈J ′ ιH(b) by deleting all tuples1399

containing b. This will result in a structure which is ϵ-close to A and a model of ψ.1400

Let a ∈ U(A)k be a tuple such that A |= ∀yχ(a, y). Let B ⊆ U(A)ℓ be the set1401

of tuples b ∈ U(A)ℓ such that A ̸|= ∨

(j,H)∈J(ιH(b) ∧ posj(a, b) ∧ negj(a, b)). Then1402

|B| ≤ k · d by Claim 6.8. Hence the structure A′ obtained from A by deleting all1403

tuples containing an element of C := {a1, . . . , ak} ∪
{
b ∈ A | there is (b1, . . . , bℓ) ∈1404

B such that b ∈ {b1, . . . , bℓ}
}

is ϵ-close to A. Since A |= ∀yχ(a, y) implies A |=1405

∀y∨H∈Hj ,

j∈JM

ιH(y), by Claim 6.9 we know that A′ |= ∀y∨H∈Hj ,

j∈JM

ιH(y). For any tu-1406

ple b = (b1, . . . , bℓ) ∈ (U(A) \ C)ℓ we have by definition of J ′ that A |= ιH(b)1407

for some (j,H) ∈ J ′. Furthermore A[{b1, . . . , bℓ}] = A′[{b1, . . . , bℓ}] and hence1408

A′ |= ∨

(j,H)∈J ′ ιH(b). Let b = (b1, . . . , bℓ) ∈ U(A)ℓ be any tuple containing elements1409

from C and let c1, . . . , ct ∈ C be those elements. Pick t elements c′1, . . . , c
′
t ∈ U(A)\C1410

such that distA(ai, c
′
i′) > 1, distA(c′i′ , bi) > 1 and distA(c′i, c

′
i′) > 1 for suitable i, i′.1411

This is possible as |U(A)| > (k + 2ℓ) · d · ar(R) which guarantees the existence of1412

k+ 2ℓ elements of pairwise distance greater than 1. Let b
′

= (b′1, . . . , b
′
ℓ) be the vector1413

obtained from b by replacing ci with c′i. Since b
′ ∈ U(A)ℓ there must be j′, H ′ ∈ Hj1414

such that A |= ιH
′

(b
′
) ∧ posj

′

(a, b
′
) ∧ negj

′

(a, b
′
). By choice of c′1, . . . , c

′
t we have that1415

posj′(x, y) must be the empty conjunction and hence (j′, H ′) ∈ J ′. Since additionally1416

bi 7→ b′i defines an isomorphism of A[{b′1, . . . , b′ℓ}] and A′[{b1, . . . , bℓ}] this implies that1417
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A′ |= ∨(j,H)∈J ′ ιH(b) for all b ∈ U(A)ℓ and hence A′ |= ψ.1418

1419

Now we prove the other direction. Let A |= ψ with |U(A)| > N . The idea here is1420

to plant the structure M somewhere in A. While this takes less then an ϵ-fraction of1421

edge modifications the resulting structure will be a model of φ.1422

Take any set B ⊆ A of |U(M)| elements. Let A′ be the structure obtained
from A by deleting all edges incident to any element contained in B. Let A′′ be the
structure obtained from A′ by adding all tuples such that the structure induced by B is
isomorphic toM . This takes no more than 2ℓ·d·ar(R) < ϵ·d·|U(A)| edge modifications.
Let a ∈ Bk be such that A |= ιM (a). By Claim 6.9 we get A′ |= ψ. Therefore pick
any tuple b = (b1, . . . , bℓ) ∈ (U(A) \ B)ℓ. Since by construction we have that all bi’s
are of distance at least two from a we have that A′′ |= ∨

(j,H)∈J ′(ιH(b) ∧ negj(a, b)).

By choice of M we also know that A′′ |= ∨
H∈Hj ,

j∈JM

(

ιH(b) ∧ posj(a, b) ∧ negj(a, b)
)

for all b ∈ Bℓ. Therefore pick b = (b1, . . . , bℓ) containing both elements from B

and from U(A) \ B. Now pick a tuple b
′

= (b′1, . . . , b
′
ℓ) ∈ (U(A) \ B)ℓ that equals

b in all positions containing an element from U(A) \ B. As noted before there is

(j,H) ∈ J ′ such that A′′ |= (ιH(b
′
)∧negj(a, b

′
)). Hence A′′[{b′1, . . . , b′ℓ}] is isomorphic

to H and further because (j,H) ∈ J ′ the set Pj,H (used in the definition of J) is
the entire universe of H. Since J ′ ⊆ J this means that by the definition of J we
get A′′[{a1, . . . , ak, b′1 . . . b′ℓ}] ∼= A′′[{a1, . . . , ak}] ⊔A′′[{b′1 . . . b′ℓ}] ∼= M ⊔H[Pj,H ] |= φ.
Since b ∈ {a1, . . . , ak, b′1 . . . b′ℓ}ℓ this implies

A′′[{a1, . . . , ak, b′1 . . . b′ℓ}] |=
∨

H∈Hj ,

j∈JM

(

ιH(b) ∧ posj(a, b) ∧ negj(a, b)
)

.

Then A′′ |= ∨H∈Hj ,

j∈JM

(

ιH(b) ∧ posj(a, b) ∧ negj(a, b)
)

and hence A′′ |= φ.1423

Since ψ ∈ Π1 we have that Pψ is testable, and hence Pφ is testable by Claim 6.10.1424

7. GSF-locality is not sufficient for proximity oblivious testing. In this1425

section we show that the property Pgraph can be defined by a generalised notion1426

of forbidden subgraph introduced in [22] (Lemma 7.14). Here a subgraph is only1427

forbidden if it is connected to the rest of the graph in a predefined way, i. e. for a1428

vertex in a forbidden subgraph we can specify that it cannot have neighbours which1429

are not contained in the subgraph itself. Combining our results we show that not every1430

property definable by generalised forbidden subgraphs is testable in the bounded-1431

degree model (Theorem 7.5). This implies a negative answer to a question posed1432

by Goldreich and Ron in [22] (Question 1) which asks whether a small number of1433

appearances of generalised forbidden subgraphs can be fixed with a small number1434

of edge modification or whether any way of fixing the appearances invokes a chain1435

reaction of necessary edge modifications. In the following we introduce the notions1436

and results needed from [22].1437

7.1. Generalised subgraph freeness. In the following, we present the formal1438

definitions of generalised subgraph freeness, GSF-local properties and the notion of1439

non-propagation, which were introduced in [22].1440

Definition 7.1 (Generalized subgraph freeness (GSF)). A marked graph is a1441

graph with each vertex marked as either ‘full’ or ‘semifull’ or ‘partial’. An embedding1442

of a marked graph F into a graph G is an injective map f : V (F ) → V (G) such that1443

for every v ∈ V (F ) the following three conditions hold.1444
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F

full

semifull semifull

partial partial

G1 G2 G3

Fig. 7: In the depicted example, G1 and G2 are F -free (for G1 we cannot find an
embedding satisfying the condition for the full vertex and for G2 we cannot find an
embedding satisfying the condition for the semiful vertices). On the other hand, F
can be embedded into G3 (the embedding is indicated by colours).

1. If v is marked ‘full’, then NG
1 (f(v)) = f(NF

1 (v)).1445

2. If v is marked ‘semifull’, then NG
1 (f(v)) ∩ f(V (F )) = f(NF

1 (v)).1446

3. If v is marked ‘partial’, then NG
1 (f(v)) ⊇ f(NF

1 (v)).1447

The graph G is called F -free if there is no embedding of F into G. For a set of marked1448

graphs F , a graph G is called F-free if it is F -free for every F ∈ F .1449

We refer to Figure 7 for an illustration of the definition of GSF. Based on the above1450

definition of generalised subgraph freeness, we can define GSF-local properties.1451

Definition 7.2 (GSF-local properties). Let P =
⋃

n∈N
Pn be a graph property1452

where Pn = {G ∈ P | |V (G)| = n} and F = (Fn)n∈N a sequence of sets of marked1453

graphs. P is called F-local if there exists an integer s such that for every n the1454

following conditions hold.1455

1. Fn is a set of marked graphs, each of size at most s.1456

2. Pn equals the set of n-vertex graphs that are Fn-free.1457

P is called GSF-local if there is a sequence F = (Fn)n∈N of sets of marked graphs1458

such that P is F-local.1459

The following concept of a non-propagating condition for a sequence of sets of marked1460

graphs was introduced in [22] to investigate constant-query POTs.1461

Definition 7.3 (Non-propagating). Let F = (Fn)n∈N be a sequence of sets of1462

marked graphs.1463

• For a graph G, a subset B ⊂ V (G) covers Fn in G if for every marked graph1464

F ∈ Fn and every embedding of F in G, at least one vertex of F is mapped1465

to a vertex in B.1466

• The sequence F is non-propagating if there exists a (monotonically non-1467

decreasing) function τ : (0, 1] → (0, 1] such that the following two conditions1468

hold.1469

1. For every ϵ > 0 there exists β > 0 such that τ(β) < ϵ.1470

2. For every graph G and every B ⊂ V (G) such that B covers Fn in1471

G, either G is τ(|B|/n)-close to being Fn-free or there are no n-vertex1472

graphs that are Fn-free.1473

A GSF-local property P is non-propagating if there exists a non-propagating1474

sequence F such that P is F-local.1475

In the above definition, the set B can be viewed as the set involving necessary modi-1476

fications for repairing a graph G that does not satisfy the property P that is F-local,1477

and the second condition says we do not need to modify G “much beyond” B. In par-1478

ticular, it implies that we can repair G without triggering a global “chain reaction”.1479
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Goldreich and Ron gave the following characterization for the proximity-oblivious1480

testable properties in the bounded-degree graph model.1481

Theorem 7.4 (Theorem 5.5 in [22]). A graph property P has a constant-query1482

proximity-oblivious tester if and only if P is GSF-local and non-propagating.1483

The following open question was raised in [22].1484

Open Question 1 (Are all GSF-local properties non-propagating?). Is it the1485

case that for every GSF-local property P =
⋃

n∈N
Pn, there is a sequence F = (Fn)n∈N1486

that is non-propagating and P is F-local?1487

We are now able to state our theorem answering Question 1. The rest of this section1488

is dedicated to the proof of Theorem 7.5.1489

Theorem 7.5. There exists a GSF-local property of graphs of bounded degree 31490

that is not testable in the bounded-degree graph model. Thus, not all GSF-local prop-1491

erties are non-propagating.1492

7.2. Relating different notions of locality. In this section we define proper-1493

ties by prescribing upper and lower bounds on the number of occurrences of neigh-1494

bourhood types. These bounds are given by neighbourhood profiles which we will1495

define formally below. We use these properties to give a natural characterization of1496

FO properties of bounded-degree structures in Lemma 7.7, which is a straightforward1497

consequence of Hanf’s Theorem (Theorem 2.1). We use this characterization to es-1498

tablish links between FO definability and GSF-locality. This connection is the key1499

ingredient in the proof of our main theorem.1500

1501

Observe that for fixed r, d ∈ N and σ, there are only finitely many r-types in1502

structures in Cσ,d. For any signature σ and d, r ∈ N we let nd,r,σ ∈ N be the number1503

of different r-types of σ-structures of degree at most d. Assuming that for all d, r ∈ N1504

the r-neighbourhood-types of σ-structures of degree at most d are ordered, we let1505

τ id,r,σ denote the i-th such neighbourhood type, for i ∈ {1, . . . , nd,r,σ}. With each1506

σ-structure A ∈ Cσ,d we associate its r-histogram vector vd,r,σ(A), given by1507

(vd,r,σ(A))i := |{a ∈ U(A) | NA
r (a) ∈ τ id,r,σ}|.1508

We let1509

I := {[k, l] | k ≤ l ∈ N} ∪ {[k,∞) | k ∈ N}1510

be the set of all closed or half-closed, infinite intervals with natural lower/upper1511

bounds.1512

Definition 7.6. Let σ be a signature and d, r ∈ N.1513

1. An r-neighbourhood profile of degree d is a function ρ : {1, . . . , nd,r,σ} → I.1514

2. For a structure A ∈ Cσ,d, we say that A obeys ρ, denoted by A ∼ ρ, if1515

(vd,r,σ(A))i ∈ ρ(i) for all i ∈ {1, . . . , nd,r,σ}.1516

Let Pρ be the set of structures A that obey ρ, i.e., Pρ = {A ∈ Cσ,d | A ∼ ρ}.1517

3. We say that a property P is defined by a finite union of neighbourhood profiles1518

if there is k ∈ N such that P =
⋃

1≤i≤k Pρi where ρi is an ri-neighbourhood1519

profile and ri ∈ N for every i ∈ {1, . . . , k}.1520

We let nd,r := nd,r,σgraph
denote the total number of r-types of directed graphs1521

of degree at most d. We fix an ordering of the types and let τ id,r := τ id,r,σgraph
be the1522
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τ1 τ2 τ3 τ4

Fig. 8: All 1-types of bounded degree 2, where the centres are the large vertices.

i-th r-type of bounded degree d, for any i ∈ {1, . . . , nd,r}. Further, for a graph G let1523

vd,r(G) denote the r-histogram vector of G. Note if G is undirected, for any type τ id,r1524

where the edge relation is not symmetric we have that (vd,r(G))i = 0 and therefore1525

in any r-neighbourhood profile ρ for graphs we have ρ(i) = [0, 0] for any type τ id,r1526

which is not symmetric. For convenience, for undirected graphs we will ignore the1527

non-symmetric types.1528

Let us consider the following example in which we find a representation by neigh-1529

bourhood profiles for an FO-property.1530

Example 2. Consider the following FO-sentence.1531

φ := ∀x∀y¬E(x, y) ∨ ∀x∃y1∃y2
(

y1 ̸= y2 ∧ E(x, y1) ∧ E(x, y2)1532

∧∀z(z ̸= y1 ∧ z ̸= y2) → ¬E(x, z)
)

.1533

The property Pφ defined by the sentence φ is the property containing all edgeless1534

graphs and all graphs that are disjoint unions of cycles.1535

For degree bound 2 all 1-types are listed in Figure 8. Let ρ1 : {1, . . . , 4} → I be1536

the neighbourhood profile defined by ρ1(1) = [0,∞) and ρ1(i) = [0, 0] for i ∈ {2, 3, 4}.1537

Furthermore, let ρ2 : {1, . . . , 4} → I be the neighbourhood profile defined by ρ2(i) =1538

[0,∞) for i ∈ {3, 4} and ρ2(j) = [0, 0] for j ∈ {1, 2}. It is easy to observe that the1539

properties Pφ and Pρ1 ∪ Pρ2 are equal.1540

Indeed representing FO-properties by neighbourhood profiles works in general. We1541

now give a lemma showing that bounded-degree FO properties can be equivalently1542

defined as finite unions of properties defined by neighbourhood profiles. Here the1543

technicalities that arise are due to Hanf normal form not requiring the locality-radius1544

of all Hanf-sentences to be the same.1545

Lemma 7.7. For every non-empty property P ⊆ Cσ,d, P is FO definable on Cσ,d if1546

and only if P can be obtained as a finite union of properties defined by neighbourhood1547

profiles.1548

Proof. For the first direction assume φ is an FO-sentence. Then by Hanf’s The-1549

orem (Theorem 2.1) there is a sentence ψ in Hanf normal form such that Pφ = Pψ.1550

We will first convert ψ into a sentence in Hanf normal form where every Hanf1551

sentence appearing has the same locality radius. Let r ∈ N be the maximum locality1552

radius appearing in ψ, and let φ≥m
τ := ∃≥mxφτ (x) be a Hanf sentence, where τ is1553

an r′-type for some r′ ≤ r. Let τ1, . . . , τk be a list of all r-types of bounded degree d1554

for which (NB
r′ (b), b) ∈ τ for (B, b) ∈ τi, for every 1 ≤ i ≤ k. Let Π be the set of all1555

partitions of m into k parts. Let1556

φ̃≥m
τ :=

∨

(m1,...,mk)∈Π

k∧

i=1

∃≥mixφτi(x).1557
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1558

Claim 7.8. φ≥m
τ is d-equivalent to φ̃≥m

τ .1559

Proof. Assume that A ∈ Cd satisfies φ≥m
τ , and assume that a1, . . . , am are m1560

distinct elements with (NA
r′ (aj), aj) ∈ τ , for every 1 ≤ j ≤ m. Let τ̃j be the r-type1561

for which (NA
r (aj), aj) ∈ τ̃j . By choice of τ1, . . . , τk, we get that there are indices1562

i1, . . . , im such that τ̃j = τij . For i ∈ {1, . . . , k} let mi = |{j ∈ {1, . . . ,m} | ij = i}|.1563

Hence A |= ∧k
i=1 ∃≥mixφτi(x) and since additionally (m1, . . . ,mk) ∈ Π this implies1564

A |= φ̃≥m
τ .1565

On the other hand, let A ∈ Cd satisfy φ̃≥m
τ , and let (m1, . . . ,mk) ∈ Π be a1566

partition of m such that A |= ∧ki=1 ∃≥mixφτi(x). For every 1 ≤ i ≤ k, let ai1, . . . , a
i
mi

1567

be mi distinct elements such that (NA
r (aij), a

i
j) ∈ τi, for every 1 ≤ j ≤ mi. By choice1568

of τ1, . . . , τk, we get that (NA
r′ (a

i
j), a

i
j) ∈ τ , for every pair 1 ≤ i ≤ k, 1 ≤ j ≤ mi. But1569

since m1 + · · ·+mk = m this implies that A |= φ≥m
τ . This proves that φ≥m

τ and φ̃≥m
τ1570

are d-equivalent.1571

Let ψ′ be the formula in which every Hanf-sentence φ≥m
τ for which τ is an r′-type for1572

some r′ < r gets replaced by φ̃≥m
τ . By a simple inductive argument using Claim 7.8,1573

we get that ψ is d-equivalent to ψ′, and hence Pφ = Pψ = Pψ′ . Furthermore since1574

φ̃≥m
τ is a Boolean combination of Hanf-sentences for every φ≥m

τ , and any Boolean1575

combination of Boolean combinations is a Boolean combination itself, ψ′ is in Hanf1576

normal form. Furthermore, every Hanf-sentence appearing in ψ′ has locality radius r1577

by construction.1578

Since any Boolean combination can be converted into disjunctive normal form,1579

we can assume that ψ′ is a disjunction of sentences ξ of the form1580

ξ =

k∧

j=1

∃≥mjxφτj (x) ∧
ℓ∧

j=k+1

¬∃≥mj+1xφτj (x),1581

where ℓ ∈ N≥1, 1 ≤ k ≤ ℓ, mi ∈ N≥1 and τi is an r-type for every 1 ≤ i ≤ ℓ. We can1582

further assume that every sentence in the disjunction ψ′ is satisfiable by some A ∈ Cd,1583

as any sentence with no bounded degree d model can be removed from ψ′.1584

Let τ̃1, . . . , τ̃t be a list of all r-types of bounded degree d in the order we fixed.1585

Let ki := max({mj | 1 ≤ j ≤ k, τj = τ̃i} ∪ {0}) and ℓi := min({mj | k + 1 ≤ j ≤1586

ℓ, τj = τ̃i} ∪ {∞}) for every i ∈ {1, . . . , t}. Since ξ has at least one bounded-degree1587

model, ki ≤ ℓi for every i ∈ {1, . . . , t}. Let ρ : {1, . . . , t} → I be the neighbourhood1588

profile defined by ρ(i) := [ki, ℓi] if ℓi < ∞ and ρ(i) := [ki, ℓi) otherwise. Then by1589

construction, we get that Pρ = Pξ. Since ψ′ is a disjunction of formulas, each of1590

which defines a property which can be defined by some neighbourhood profile, we get1591

that Pψ′ must be a finite union of properties defined by some neighbourhood profile.1592

1593

On the other hand, for every r-neighbourhood profile ρ of degree d, τ1, . . . , τt a1594

list of all r-types of bounded degree d in the order fixed and the formula1595

φρ :=
∧

i∈{1,...,t},
ρ(i)=[ki,ℓi]

(

∃≥kixφτi(x) ∧ ¬∃≥ℓi+1xφτi(x)
)

∧
∧

i∈{1,...,t},
ρ(i)=[ki,∞)

∃≥kixφτi(x)1596

it clearly holds that Pρ = Pφρ
. Hence every finite union of properties defined by1597

neighbourhood profiles can be defined by the disjunction of the formulas φρ of all ρ1598

in the finite union.1599
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7.2.1. Relating FO properties to GSF-local properties. We now prove1600

that FO properties which arise as unions of neighbourhood profiles of a particularly1601

simple form are GSF-local. For this let1602

I0 := {[0, k] | k ∈ N} ∪ {[0,∞)} ⊂ I.1603

We call any neighbourhood profile ρ with codomain I0 a 0-profile, as all lower bounds1604

for the occurrence of types are 0.1605

Observation 2. Let ρ be a 0-profile. If two structures A,A′ ∈ Cσ,d satisfy1606

(vd,r,σ(A))i ≤ (vd,r,σ(A′))i for every i ∈ {1, . . . , nd,r,σ} and A′ ∼ ρ, then A ∼ ρ.1607

In particular, this implies that there cannot be a 0-profile which defines the prop-1608

erty of all structures containing at least one occurrence of τ , for any r-type τ .1609

Theorem 7.9. Every finite union of properties of undirected graphs defined by1610

0-profiles is GSF-local.1611

Proof. We prove this in two parts (Claim 7.10 and Claim 7.11). We first argue1612

that every property Pρ defined by some 0-profile ρ : {1, . . . , nd,r} → I0 is GSF-1613

local. For this it is important to note that we can express a forbidden r-type τ by a1614

forbidden generalised subgraph. For (B, b) ∈ τ , the set of all graphs with no vertex1615

of neighbourhood type τ is the set of all B-free graphs where every vertex in V (B) of1616

distance less than r to b is marked ‘full’ and every vertex in V (B) of distance r to b1617

is marked ‘semifull’. Since a profile of the form ρ : {1, . . . , nd,r,σ} → I0 can express1618

that some neighbourhood type τ can appear at most k times for some fixed k ∈ N,1619

we need to forbid all marked graphs in which type τ appears k + 1 times. We will1620

formalise this in the following claim.1621

Claim 7.10. For every r-neighbourhood profile ρ : {1, . . . , nd,r} → I0, there is a1622

finite set F of marked graphs such that Pρ is exactly the property of F-free graphs.1623

Proof. Assume τ is an r-type and k ∈ N>0. Then we say that a marked graph F1624

is a k-realisation of τ if F has the following properties.1625

1. There are k distinct vertices v1, . . . , vk in F such that (NF
r (vi), vi) ∈ τ for1626

every i = 1, . . . , k.1627

2. Every vertex v in F has distance less or equal to r to at least one vertex vi.1628

3. Every vertex v in F of distance less than r to at least one vi is marked as1629

‘full’.1630

4. Every vertex v in F of distance greater or equal to r to every vi is marked as1631

‘semifull’.1632

We denote by Sk(τ) the set of all k-realisations of τ .1633

Now we can define the set F of forbidden subgraphs to be1634

F :=
⋃

k∈N,1≤i≤nd,r,σ :ρ(i)=[0,k]

Sk+1(τ id,r).1635

Let P be the property of all F-free graphs. We first prove that the property P1636

is contained in Pρ. Towards a contradiction assume that G ∈ Cd is F-free but not1637

contained in Pρ. As G is not contained in Pρ there must be an index i ∈ {1, . . . , nd,r}1638

such that (vd,r(G))i /∈ ρ(i). Since ρ(i) ∈ I0 there is k ∈ N such that ρ(i) = [0, k] and1639

hence (vd,r(G))i > k. Hence there must be k + 1 vertices v1, . . . , vk+1 in G such that1640

(NG
r (vi), vi) ∈ τ id,r. We define the marked graph F to be the subgraph of G induced by1641

the r-neighbourhoods of v1, . . . , vk+1, i. e. G[
⋃

1≤i≤k+1N
G
r (vi)], in which every vertex1642

of distance less than k to at least one of the vi is marked as ‘full’ and every other1643
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vertex is marked as ‘semifull’. Then F is by definition a (k+ 1)-realisation of τ id,r and1644

hence F ∈ F . We now argue that F can be embedded into G. Since F is an induced1645

subgraph of G the identity map gives us a natural embedding f : F → G. Let v be any1646

vertex marked ‘full’ in F . By construction of F , there is i ∈ {1, . . . , k + 1} such that1647

f(v) is of distance less than r to vi in G. But then NG
1 (f(v)) is a subset of NG

r (vi). As1648

F without the marking is the subgraph of G induced by
⋃

1≤i≤k+1N
G
r (vi) this implies1649

that f(NF
1 (v)) = NG

1 (f(v)). Furthermore, assume v is a vertex marked ‘semifull’ in1650

F . Then f(NF
1 (v)) = NG

1 (f(v)) ∩ f(V (F )) holds as F without the markings is an1651

induced subgraph of G. This proves that G is not F -free by Definition 7.1. This is a1652

contradiction to our assumption that G is F-free and F ∈ F .1653

Similarly, we can show that Pρ ⊆ P by assuming G ∈ Cd is in Pρ but not F-free,1654

and showing that the embedding of any graph of F into G yields an amount of vertices1655

of a certain type contradicting containment in Pρ.1656

Next we prove that classes defined by excluding finitely many marked graphs are1657

closed under finite unions.1658

Claim 7.11. Let F1,F2 be two finite sets of marked graphs. For i ∈ {1, 2}, let Pi1659

be the property of Fi-free graphs. Then there is a set F of generalised subgraphs such1660

that P1 ∪ P2 is the property of F-free graphs.1661

Proof. We say that a marked graph F is a (not necessarily disjoint) union of1662

marked graphs F1, F2 if1663

1. there is an embedding fi of Fi into the graph F without its markings as in1664

Definition 7.1 for every i ∈ {1, 2}.1665

2. for every vertex v in F there is i ∈ {1, 2} and a vertex w in Fi such that1666

fi(w) = v.1667

3. every vertex v in F is marked ‘full’, if there is i ∈ {1, 2} and a ‘full’ vertex w1668

in Fi such that fi(w) = v.1669

4. every vertex v in F is marked ‘semifull’, if there is i ∈ {1, 2} and a ‘semifull’1670

vertex w in Fi such that fi(w) = v and fi(u) ̸= v for every i ∈ {1, 2} and1671

every ‘full’ vertex u.1672

5. every vertex v in F is marked ‘partial’ if fi(u) ̸= v for every i ∈ {1, 2} and1673

every ‘full’ or ‘semifull’ vertex u.1674

We define S(F1, F2) to be the set of all possible (not necessarily disjoint) unions of1675

F1, F2. We can now define the set F to be1676

F :=
⋃

F1∈F1,F2∈F2

S(F1, F2).1677

Let P be the property of all F-free graphs. Now we prove P ⊆ P1 ∪P2. Towards1678

a contradiction assume G is F-free but G is in neither P1 nor in P2. Then for every1679

i ∈ {1, 2} there is a graph Fi ∈ Fi such that G is not Fi-free. It is easy to see that1680

there is a union F∪ of F1 and F2 such that G is not F∪-free, which contradicts that1681

G is F-free.1682

Conversely, in order to prove P1 ∪P2 ⊆ P, if G is Fi free for some i ∈ {1, 2} then1683

G must be F-free by construction of F .1684

Combining the two claims above proves Theorem 7.9.1685

Further discussion of the relation between FO and GSF-locality. First let us re-1686

mark that it is neither true that every FO definable property is GSF-local, nor that1687

every GSF-local property is FO definable.1688
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partial partial

partial

partial full full

G1 G2 G3

Fig. 9: Marked graphs for Example 5.

Example 3. The property of bounded-degree graphs containing a triangle is FO1689

definable but not GSF-local.1690

Indeed, the existence of a fixed number of vertices of certain neighbourhood types1691

can be expressed in FO, while in general, this cannot be expressed by forbidding1692

generalised subgraphs. If a formula has a 0-profile (and hence does not require the1693

existence of any types) then the property defined by that formula is GSF-local, as1694

shown in Theorem 7.9.1695

Example 4. The class of all bounded-degree graphs with an even number of ver-1696

tices is GSF-local but not FO definable.1697

Let us remark that Theorem 7.9 combined with Lemma 7.7 proves that every1698

finite union of properties definable by 0-profiles is both FO definable and GSF-local.1699

Hence it is natural to ask whether the intersection of FO definable properties and1700

GSF-local properties is precisely the set of finite unions of properties definable by1701

0-profiles. However, this is not the case. The following example shows that there are1702

properties which are both FO definable and GSF-local but cannot be expressed by1703

0-profiles.1704

Example 5. We let d ≥ 2 and let B1 := ({v}, {}), B2 = ({v, w}, {{v, w}}) be1705

two graphs. We further let τ1, τ2 be the 1-types of degree d such that (B1, v) ∈ τ1 and1706

(B2, v) ∈ τ2. Consider the property P defined by the following FO formula1707

φ := ¬∃x(x = x) ∨ ∃=1x
(
φτ1(x) ∧ ∀y(x ̸= y → φτ2(y))

)
.1708

P contains, besides the empty graph, unions of an arbitrary amount of disjoint edges1709

and one isolated vertex. To define a sequence of forbidden subgraphs we let G1, G2, G31710

be the marked graphs in Figure 9. Let Feven := {G1} and Fodd := {G2, G3} and let1711

F = (Fn)n∈N where Fi = Feven if i is even and Fi = Fodd if i is odd. Note that1712

every graph on more than one vertex with an odd number of vertices which is Fodd-1713

free must contain a vertex of neighbourhood type τ1, and that the set of Feven-free1714

graphs contains only the empty graph. Hence P is F-local. Now assume towards a1715

contradiction that P =
⋃

1≤i≤k Pρi for 0-profiles ρi. Let Gm be the graph consisting1716

of m disjoint edges and one isolated vertex and Hm the graph consisting of m disjoint1717

edges. Since Gm ∈ P there is i ∈ {1, . . . , k} such that Gm ∼ ρi. By choice of Gm1718

and Hm we have 0 ≤ (vd,r(Hm))j ≤ (vd,r(Gm))j ∈ ρi(j) for every j ∈ {1, . . . , nd,r}.1719

Since additionally ρi(j) ∈ I0 this implies that (vd,r(Hm))j ∈ ρi(j). But then Hm ∼ ρi1720

which yields a contradiction as Hm /∈ P. Hence P cannot be defined as a finite union1721

of 0-profiles.1722

Figure 10 gives a schematic overview of all classes of properties discussed here and1723

their relationship.1724

7.3. Proving the existence of a GSF-local non-testable property. In this1725

section we prove Theorem 7.5. We show that the property P z from Section 4 can be1726
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GSF-local

FO

POT

0-profiles

Pgraph

P5

P4

P3

Cd

Fig. 10: Overview of the classes of properties, here Pi refers to the property from
Example i, Cd refers to the property of all graphs of bounded degree d and Pgraph is
the property defined in Section 5.2.

expressed by a union of 0-profiles. We then show that the local reduction from P z1727

to Pgraph given in Section 5.2 preserves the expressibility by 0-profiles, and hence by1728

Theorem 7.9 Pgraph is GSF-local.1729

Let σ be the signature, d ∈ N and P z be the property of d σ-structures of1730

bounded-degree from Section 3.1731

7.3.1. Characterisation of the relational structure property by neigh-1732

bourhood profiles. Our aim in this section is to prove that the property P z of1733

relational structures can be written as a finite union of properties defined by 0-profiles1734

of radius 2.1735

For all σ-structures in P z (excluding A∅) it is crucial that they are allowed to1736

contain precisely one root element. Hence the neighbourhood profile describing P z1737

must restrict the number of occurrences of the 2-type of the root element. But since1738

in P z \ {A∅}, the root elements in different structures may have different 2-types,1739

we partition P z \ {A∅} into parts P1, . . . ,Pm by the 2-type of the root element.1740

Note that the number m of parts is constant as there are at most nd,2,σ 2-types in1741

total. For each of these parts we then define a neighbourhood profile ρk such that1742

Pk∪{A∅} = Pρk . We would like to remark here that the roots of all but one structure1743

in P z actually have the same 2-types. Hence the partition only contains two parts1744

and one of the two parts only contains one structure. We now define the parts and1745

corresponding profiles formally.1746

Assume without loss of generality that the 2-types τ1d,2,σ, . . . , τ
nd,2,σ

d,2,σ of degree d1747

are ordered in such a way that for (B, b) ∈ τkd,2,σ, it holds that B |= φroot(b) if and1748

only if k ∈ {1, . . . ,m} for some m ≤ nd,2,σ. For k ∈ {1, . . . ,m}, let1749

Pk := {A ∈ P z \ {A∅} | there is a ∈ U(A) such that (NA
2 (a), a) ∈ τkd,2,σ}.1750

Since by Lemma 3.5 every A ∈ P z \ {A∅} must contain exactly one root we get that1751

P z =
⋃

1≤k≤m

Pk ∪ {A∅}1752

and this union is disjoint. Furthermore, for k ∈ {1, . . . ,m}, let Ik ⊆ {1, . . . , nd,2,σ}1753
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be the set of indices j such that there is a structure A ∈ Pk and a ∈ U(A) with1754

(NA
2 (a), a) ∈ τ jd,2,σ. For every k ∈ {1, . . . ,m} we define the 2-neighbourhood profile1755

ρk : {1, . . . , nd,2,σ} → I0 by1756

ρk(i) :=







[0, 1] if i = k,

[0,∞) if i ∈ Ik \ {k},
[0, 0] otherwise.

1757

To prove that these 0-profiles of radius 2 define the property P z , the crucial ob-1758

servation is that for every element a of some structure in Cσ,d, the FO-formula φ z1759

only talks about elements of distance at most 2 to a (i. e. φ z is 2-local). Hence the1760

2-histogram vector of a structure already captures whether the structure satisfies φ z .1761

We will now formally prove this.1762

Lemma 7.12. It holds that P z =
⋃

1≤k≤m Pρk .1763

Proof. We first prove that P z ⊆ ⋃

1≤k≤m Pρk . First note that trivially A∅ ∈1764
⋃

1≤k≤m Pρk . Now assume A ∈ P z \ {A∅}. This implies that there is k ∈ {1, . . . ,m}1765

such that A ∈ Pk. By construction we have that for every a ∈ A, there is i ∈ Ik such1766

that (NA
2 (a), a) ∈ τ id,2,σ. Furthermore, since A |= φ z and U(A) ̸= ∅, we have by1767

Lemma 3.5 that A |= ∃=1xφroot(x), and that there can be at most one a ∈ U(A) such1768

that (NA
2 (a), a) ∈ τkd,2,σ. Therefore A ∈ Pρk .1769

1770

To prove
⋃

1≤k≤m Pρk ⊆ P z , we prove that every structure in
⋃

1≤k≤m Pρk must1771

satisfy φ z . We will prove that every A ∈ ⋃1≤k≤m Pρk satisfies φrecursion, and refer1772

for the proof that A satisfies φtree ∧φrotationMap ∧φbase to Claim A.1, Claim A.2 and1773

Claim A.3 in Appendix A. Note that A∅ |= φ z by Lemma 3.10 and hence we exclude1774

A∅ in the following.1775

Claim 7.13. Every structure A ∈ ⋃1≤k≤m Pρk \ {A∅} satisfies φrecursion.1776

Proof. Let A ∈ ⋃1≤k≤m Pρk \ {A∅}. Then there is a k ∈ {1, . . . ,m} such that1777

A ∈ Pρk .1778

By definition, φrecursion := ∀x∀z
(
φ(x, z) ∨ ψ(x, z)

)
(see Section 3), where1779

φ(x, z) :=¬∃yF (x, y) ∧ ¬∃yF (z, y) and1780

ψ(x, z) :=
∧

k′1,k
′
2∈[D]2

ℓ′1,ℓ
′
2∈[D]2

(

∃y
[
Ek′1,ℓ′1(x, y) ∧ Ek′2,ℓ′2(y, z)

]
→1781

∧

i,j,i′,j′∈[D],k,ℓ∈([D]2)2

ROTH(k,i)=((k′1,k
′
2),i

′)

ROTH((ℓ′2,ℓ
′
1),j)=(ℓ,j′)

∃x′∃z′
[
Fk(x, x′) ∧ Fℓ(z, z′) ∧ E(i,j),(j′,i′)(x

′, z′)
]
)

.1782

Let a, c ∈ U(A). Assume first that there is b ∈ U(A) with (a, b) ∈ F (A). Hence1783

A ̸|= φ(a, c). Since φrecursion := ∀x∀z
(
φ(x, z) ∨ ψ(x, z)

)
we aim to prove A |= ψ(a, c).1784

By construction of ρk, there is an i ∈ Ik such that (NA
2 (a), a) ∈ τ id,2,σ. Therefore1785

there is a structure Ã |= φ z and ã ∈ U(Ã) such that (NA
2 (a), a) ∼= (N Ã

2 (ã), ã). Let f1786

be an isomorphism from (NA
2 (a), a) to (N Ã

2 (ã), ã). Since b ∈ NA
2 (a), we get that f(b)1787
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is defined. Since f is an isomorphism mapping a onto ã, we have that (a, b) ∈ F (A)1788

implies that (ã, f(b)) ∈ F (Ã). Hence Ã ̸|= φ(ã, c̃), for every c̃ ∈ U(Ã). But since1789

Ã |= φrecursion, as Ã |= φ z , this shows that Ã |= ψ(ã, c̃) for every c̃ ∈ U(Ã).1790

Let k′1, k
′
2 ∈ [D]2 and ℓ′1, ℓ

′
2 ∈ [D]2 be indices such that there is b′ ∈ U(A)1791

with (a, b′) ∈ Ek′1,ℓ′1(A) and (b′, c) ∈ Ek′2,ℓ′2(A). Since b′, c ∈ NA
2 (a), by assump-1792

tion we get that f(b′) and f(c) are defined. Furthermore, (a, b′) ∈ Ek′1,ℓ′1(A) and1793

(b′, c) ∈ Ek′2,ℓ′2(A) imply that (ã, f(b′)) ∈ Ek′1,ℓ′1(Ã) and (f(b′), f(c)) ∈ Ek′2,ℓ′2(Ã),1794

since f is an isomorphism mapping a onto ã. We proved in the previous paragraph1795

that Ã |= ψ(ã, f(c)). Hence we can conclude that for all indices i, j, i′, j′ ∈ [D],1796

k, ℓ ∈ ([D]2)2 for which ROTH(k, i) = ((k′1, k
′
2), i′) and ROTH((ℓ′2, ℓ

′
1), j) = (ℓ, j′),1797

there are elements ã′, c̃′ ∈ U(Ã) such that (ã, ã′) ∈ Fk(Ã), (f(c), c̃′) ∈ Fℓ(Ã),1798

and (ã′, c̃′) ∈ E(i,j),(j′,i′)(Ã). Since ã′, c̃′ ∈ N Ã
2 (ã), we get that a′ := f−1(ã′) and1799

c′ := f−1(c̃′) are defined. Furthermore, we get that (a, a′) ∈ Fk(A), (c, c′) ∈ Fℓ(A)1800

and (a′, c′) ∈ E(i,j),(j′,i′)(A). This proves that A |= ψ(a, c).1801

1802

In the case that there is b ∈ U(A) with (c, b) ∈ F (A), we can prove similarly1803

that A |= ψ(a, c), by considering that there exist Ã |= φ z and c̃ ∈ U(Ã) such that1804

(NA
2 (a), c) ∼= (N Ã

2 (c̃), c̃) by construction of ρk. Finally if there is no b ∈ U(A) such1805

that (a, b) ∈ F (A) or (c, b) ∈ F (A) then A |= φ(a, c). Since this covers every case we1806

get that A |= φrecursion.1807

Assume A ∈ ⋃1≤k≤m Pρk . As proved in Claims A.1, A.2, A.3 and 7.13 this implies1808

that A |= φtree, A |= φrotationMap, A |= φbase and A |= φrecursion. Since φ z is a1809

conjunction of these formulas, we get A |= φ z and hence A ∈ P z .1810

7.3.2. The graph property is GSF-local. Let Pgraph be the graph property1811

as defined in Section 5.2 and let f : Cσ,d → C3 be the local reduction from P z to1812

Pgraph. We now use this local reduction and the expressibility of P z by 0-profiles to1813

show that Pgraph is GSF-local.1814

Lemma 7.14. The graph property Pgraph is GSF-local.1815

Proof. For this we will prove that Pgraph is equal to a finite union of properties1816

defined by 0-profiles, and then use Theorem 7.9 to prove that Pgraph is GSF-local. We1817

define the 0-profiles for Pgraph in a very similar way to the relational structure case,1818

and then use the description of P z by 0-profiles shown in Lemma 7.12. To this end,1819

let ℓ′ := 24ℓ+ 18 + d and assume that the ℓ′-types τ1d,ℓ′ , . . . , τ
nd,ℓ′

d,ℓ′ are ordered in such1820

a way that (N f(B)
ℓ′ (ub,1), ub,1) ∈ τkd,ℓ′ , for every k ∈ {1, . . . ,m} and (B, b) ∈ τkd,2,σ,1821

where m is the number of parts of the partition of P z defined in Subsection 7.3.1.1822

For k ∈ {1, . . . ,m}, let Îk be the set of indices i such that there is A ∈ Pk, and1823

v ∈ V (f(A)) for which (N f(A)
ℓ′ (v), v) ∈ τ id,ℓ′ . Let ρ̂k : {1, . . . , nd,ℓ′} → I0 be defined1824

by1825

ρ̂k(i) :=







[0, 1] if i = k,

[0,∞) if i ∈ Îk \ {k},
[0, 0] otherwise.

1826

1827

Claim 7.15. It holds that Pgraph =
⋃

1≤k≤m Pρ̂k .1828
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Proof. First we prove Pgraph ⊆ ⋃1≤k≤m Pρ̂k . Assume G ∈ Pgraph and let A ∈ P z1829

be a structure such that G = f(A). If A = A∅ then clearly G ∈ ⋃1≤k≤m Pρ̂k . Hence1830

assume A ̸= A∅. Then A ∈ Pk for some k ∈ {1, . . . ,m}. By the construction of1831

Îk we know that for every v ∈ V (G) we have (NG
ℓ′ (v), v) ∈ τ id,ℓ′ for some i ∈ Îk.1832

Furthermore, since A ∈ Pk there is at most one a ∈ U(A) with (NA
2 (a), a) ∈ τkd,2,σ.1833

We argue that this implies that there can be at most one vertex v ∈ V (G) with1834

(NG
ℓ′ (v), v) ∈ τkd,ℓ′ . Let us denote the set of vertices of G associated with an element1835

a of A by Va = {ua,i, vka,i|1 ≤ i ≤ d, 1 ≤ k ≤ 6ℓ + 5}. By construction of ρ̂ we know1836

that only element-vertices can have type τkd,ℓ′ . Assume that vertex ub,i has type τkd,ℓ′ .1837

By choice of ℓ′, we know that the ℓ′-neighbourhood of ub,i must contain the sets Va1838

for every element a in the 2-neighbourhood of b. Hence, b must have type τkd,2,σ.1839

We further note that any two element-vertices ub,i and ub,j , i ̸= j cannot be of the1840

same neighbourhood type. To see this, observe that there are several distinct arrows1841

attached to element b. These include the arrow representing the tuple (b, b) ∈ R(A)1842

and the arrow representing the unique tuple (b, b′) ∈ F1(A). These two arrows are1843

attached to distinct vertices amongst ub,1, . . . , ub,d, say ub,i′ and ub,j′ , i
′ ̸= j′. Note1844

that ub,i and ub,j must have different distance (on the cycle (ub,1, . . . , ub,d)) to either1845

ub,i′ or ub,j′ . Since the ℓ-neighbourhoods of both ub,i and ub,j must encompass ub,i′1846

and ub,j′ along with the arrow-gadget representing arrows (b, b) and (b, b′), it follows1847

that ub,i and ub,j necessarily possess distinct ℓ-neighbourhoods. Hence G ∈ Pρ̂.1848

1849

Now we prove that
⋃

1≤k≤m Pρ̂k ⊆ Pgraph. Let G ∈ ⋃1≤k≤m Pρ̂k and let k ∈1850

{1, . . . ,m} be an index such that G ∈ Pρ̂k . Further assume that G is not the empty1851

graph, as f(A∅) ∈ Pgraph is the empty graph.1852

Since for every i for which ρ̂(i) ̸= [0, 0], there is a graph G′ ∈ Pgraph and v ∈ V (G′)1853

such that (NG′

ℓ′ (v′), v′) ∈ τ id,ℓ′ , we get that the ℓ′-neighbourhood of every vertex in G1854

appears in some graph G′ ∈ Pgraph. By choice of ℓ′ we get that every vertex v ∈ V (G)1855

is either contained in a cycle of length d and is the endpoint of some k-arrow, k-loop1856

or non-arrow or v is an internal vertex of a k-arrow, k-loop or non-arrow. Hence, we1857

obtain a σ-structure A with f(A) ∼= G by replacing any cycle C of length d by an1858

element aC and adding a tuple (aC , aC′) to the relation Rk(A) if there are vertices u1859

on C and v on C ′ such that u
k−→ v in G. Let g be an isomorphism from f(A) to G.1860

Now we argue that A ∈ Pρk . First assume that there are two elements a, b ∈1861

U(A) with (NA
2 (a), a) ∈ τkd,2,σ and (NA

2 (b), b) ∈ τkd,2,σ. By definition, we get that1862

(N f(A)
ℓ′ (ua,1), ua,1) ∈ τkd,ℓ′ and (N f(A)

ℓ′ (ub,1), ub,1) ∈ τkd,ℓ′ . Since g is an isomorphism,1863

the restriction of g to N
f(A)
ℓ′ (ua,1) must be an isomorphism from N f(A)

ℓ′ (ua,1) to1864

NG
ℓ′ (g(ua,1)), and hence (NG

ℓ′ (g(ua,1)), g(ua,1)) ∼= (N f(A)
ℓ′ (ua,1), ua,1) ∈ τkd,ℓ′ . But1865

the same holds for the ℓ′-ball of g(ub,1), and hence we contradict the assumption that1866

G ∈ Pρ̂k since ρ̂k(k) = [0, 1]. Let us further assume that there is an a ∈ U(A) such that1867

(NA
2 (a), a) ∈ τ id,2,σ for some i /∈ Ik. Since G ∈ Pρ̂k we get (NG

ℓ′ (g(ua,1)), g(ua,1)) ∈1868

τ jd,ℓ′ for some j ∈ Îk. But then by construction of ρ̂k, there must be G′ ∈ Pgraph,1869

and a vertex v ∈ V (G′) such that (NG′

ℓ′ (v), v) ∈ τ jd,ℓ′ . Furthermore, since ℓ′ > d the1870

vertex v must be contained in cycle of length d. By construction of Pgraph, there is1871

a structure A ∈ P z such that f(A′) = G′. Since v is contained in a cycle of length1872

d, v must be an element-vertex corresponding to some element a′ ∈ U(A′). Since we1873

picked ℓ′ in such a way that f(NA′

2 (a′)) ⊆ NG′

ℓ′ (v), we get (NA′

2 (a′), a′) ∈ τ id,2,σ by1874

choice of i and j. Hence A′ /∈ Pρk . But this contradicts Lemma 7.12.1875
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Hence we have shown that A ∈ Pρk . Then by Lemma 7.12 A ∈ P z , and by1876

construction G ∈ Pgraph.1877

Since by Claim 7.15 we can express Pgraph as a finite union of properties, each1878

defined by a 0-profile, Theorem 7.9 implies that Pgraph is GSF-local.1879

7.3.3. Putting everything together. Now we prove Theorem 7.5.1880

Proof of Theorem 7.5. Combining Theorem 4.4, Lemma 5.3 and Lemma 5.4 we1881

obtain that the graph property Pgraph is not testable. Lemma 7.14 shows that Pgraph is1882

also a GSF-local property. Hence there exists a GSF-local property of bounded-degree1883

graphs which is not testable. Furthermore, since having a POT implies being testable,1884

this proves that there is a GSF-local property which has no POT. By Theorem 7.41885

this implies that not all GSF-local properties are non-propagating.1886

7.4. GSF-local properties of graphs of bounded degree 1 and 2 are non-1887

propagating. In this section, we show that the degree 3 from Theorem 7.5 of the1888

example of a GSF-local property which is propagating is optimal, in the sense that1889

all GSF-local properties of graphs of bounded degree 1 and 2 are non-propagating.1890

We note that Ito et al. [27] claimed that every GSF-local sequence of bounded degree1891

at most 2 is non-propagating in the appendix of their paper. However, there is one1892

subtle issue in their proof, as they only considered connected forbidden generalized1893

subgraphs (which are called forbidden configurations in [27]). In the following, we1894

resolve this issue. Indeed, the extension from connected forbidden generalised sub-1895

graphs to arbitrary forbidden generalized subgraphs is non-trivial and requires an1896

involved proof which we present in this section.1897

We first observe that even for graphs of bounded degree 1, not every sequence1898

of marked graphs F is non-propagating as the following example shows. A similar1899

example was given in [22].1900

Example 6. Let P ⊆ C1 be the property of F-free graphs, where F is the marked1901

graph depicted in Figure 11, Fn = {F} and F = (Fn)n∈N. Let Gk be the graph1902

consisting of k edges and one isolated vertex. Then the set B containing the one1903

isolated vertex of Gk covers all embeddings of F (see Figure 11). But the only way1904

to make Gk F -free is to remove all k edges of Gk. Hence Gk is 1/2-far from being1905

F -free, which implies that P is propagating for F .1906

However, the property P is non-propagating, as we show in the proof of Theo-1907

rem 7.16. Indeed, consider the alternative sequence of marked graphs F = (Fn)n∈N,1908

where Fn = {F} for n even and Fn = {F, F̃} for n odd. Clearly, in G2k+1 any set B̃1909

covering F2k+1 must contain one incident vertex of every edge. Hence the number of1910

necessary modifications is at most |B|, suggesting that P is non-propagating.1911

Indeed, adding certain redundant marked graphs to the sequence F = (Fn)n∈N to1912

control the behaviour of sets covering Fn as in Example 6 works in general both1913

in the degree 1 and degree 2 case and will be our proof strategy for the following1914

theorem. More precisely, for a property P of graphs of bounded degree 2, a sequence1915

F of marked graphs such that P is F-local and a bound k on the size of any graph1916

appearing in F , we add forbidden generalized subgraphs to F in the following way. In1917

case there is no graph in P with n vertices containing a set of different small connected1918

components (connected components with at most k vertices) each with frequency1919

at least k, we add a generalised subgraph forbidding precisely this combination of1920

connected components to Fn. Additionally, if no graph in P with n vertices contains1921

a set of different small connected components each with frequency at least k and1922
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full
full

full

F

full

full

F̃

. . .
B

B̃

︸ ︷︷ ︸

k edges

Gk

Fig. 11: Marked graphs F and F̃ and graph Gk from Example 6.

one large component (connected component with at least k + 1 vertices), we add a1923

generalised subgraph forbidding precisely this combination of connected components1924

to Fn. Now for a graph G which is not in P and a set B covering all forbidden1925

generalised subgraphs in G, we look at what types of connected components appear1926

in the part of G not containing vertices from B. In case G is large enough and B is1927

small enough, we observe that some types of connected components have to appear1928

with high frequency, or there must be a large component in the part of G which is not1929

covered by B. By adding redundant subgraphs as described earlier, this now implies1930

that there must be a graph G′ in P, which has the same structure as G on a large1931

subset of the part of G which is not covered by B. Hence we can modify G to obtain1932

a graph satisfying the property P (by changing G to G′) without modifying G much1933

beyond B. The restriction to bounded degree at most 2 is crucial in this argument as1934

it gives us the necessary control over large connected components.1935

Theorem 7.16. Any GSF-local property P ⊆ Cd for d ≤ 2 is non-propagating.1936

Proof. We only consider the case that P ⊆ C2. We can consider any property1937

P ⊆ C1 as a property in C2 by forbidding any vertex to have degree 2, i. e. adding a1938

path of length 2 in which both degree 1 vertices are marked ‘partial’ and the degree 21939

vertex is marked ‘full’ to every set of forbidden marked graphs in any sequence defining1940

P, and adjusting constants in the following argument to account for the degree being1941

1 instead of 2.1942

Let P =
⋃

n∈N
Pn and F = (Fn)n∈N be a sequence of marked graphs such that P1943

is F-local. By definition there exists k ∈ N such that every marked graph appearing1944

in F contains at most k vertices.1945

For two sets I ⊆ [k] := {0, . . . , k− 1}, J ⊆ {3, . . . , k} such that I ∪ J ̸= ∅ let FI,J1946

be the marked graph which is the disjoint union of k paths of length i for every i ∈ I1947

and k cycles of length j for every j ∈ J in which every vertex is marked as ‘full’. Be1948

aware that a path of length i contains i+ 1 vertices and a cycle of length j contains1949

j vertices. Note that graphs that are FI,J -free cannot contain at the same time k1950

connected components that are paths of length i for every i ∈ I and k connected1951

components which are cycles of length j for every j ∈ J . We let F large
∅,∅ be a path1952

of length k + 1 in which both vertices of degree 1 are marked as ‘partial’ and every1953

other vertex is marked ‘full’. We further let F large
I,J be the disjoint union of FI,J and1954

F large
∅,∅ for I ⊆ [k], J ⊆ {3, . . . , k} with I∪J ̸= ∅. Note that graphs that are F large

I,J -free1955

cannot contain at the same time k connected components that are paths of length i1956

for every i ∈ I and k connected components which are cycles of length j for every1957

j ∈ J and one connected component containing at least k + 1 vertices.1958
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We obtain a sequence F ′
= (F ′

n)n∈N by setting1959

F ′
n := Fn∪

{

F ∈ {F large
∅,∅ , FI,J , F

large
I,J : I ⊆ [k], J ⊆ {3, . . . , k},1960

I ∪ J ̸= ∅} : every G ∈ Pn is F -free
}

.1961

First observe that by construction P must be F ′
-local.1962

We use the following notation. For a graph G ∈ C2, i ∈ [k] and j ∈ {3, . . . , k} we1963

let1964

• pi(G) be the number of connected components of G that are path of length1965

i.1966

• cj(G) be the number of connected components of G that are cycles of length1967

j.1968

• cclarge(G) be the number of connected components of G with more than k1969

vertices.1970

We choose the following (monotonically non-decreasing) function τ(ϵ) := min(1, 8k3ϵ)1971

for ϵ ∈ (0, 1]. First consider the two trivial cases. If Pn contains all n-vertex graphs1972

in C2, then every n-vertex graph is close to Pn. On the other hand, if Pn is empty,1973

then there are no n-vertex Fn-free graphs. Thus, the condition for non-propagation1974

is satisfied. Hence, we may assume that Pn neither contains all n-vertex graphs in C21975

nor is empty.1976

Let G be an n-vertex graph which is not F ′
n-free. Let B ⊆ V (G) be any set1977

covering F ′
n. To show that F ′ is non-propagating it is sufficient to show that G is1978

τ(|B|/n)-close to P. By choice of τ this means that we have to argue that we can make1979

G have property Pn by modifying at most 16k3|B| edges. Hence for the remainder of1980

this proof we argue that G is τ(|B|/n)-close to P.1981

Assuming n < 8k3, we get that τ(|B|/n) = 1 (since G is not F ′
n-free we know1982

that |B| ≥ 1), which means G is τ(|B|/n)-close to P, as in this case we can modify1983

all edges of G and hence we can make G into any graph in Pn. Hence we now assume1984

that n ≥ 8k3.1985

Now consider the case that |B| ≥ n
8k . In this case τ(|B|/n) = 1 and G is τ(|B|/n)-1986

close to P again because we are allowed to modify all edges of G which allows us to1987

make G into any graph in Pn. Hence from now on we only consider the case that1988

|B| ≤ n
8k .1989

Let S be the set of vertices for which the k-neighbourhood does not contain any1990

vertex from B. Let I ⊆ [k], J ⊆ {3, . . . , k} be the sets of indices such that i ∈ I if1991

and only if pi(G[S]) ≥ k and j ∈ J if and only if cj(G[S]) ≥ k. Note that I ∪ J could1992

be empty.1993

Case 1: Assume that F large
I,J /∈ F ′

n.1994

First note that every component of size at most k which contains a vertex from S1995

cannot contain a vertex from B by definition of S. Hence every connected component1996

of G of size at most k is either fully contained in S or disjoint from S. Since there are1997

at most 2k isomorphism types of connected components of size at most k we know1998

that there are at most 2k2 connected components X of G[S] such that there are at1999

most k − 1 other connected components of G[S] isomorphic to X. In other words,2000

there are at most 2k2 components X of G containing no element from B such that2001

if X is a path of length i then i /∈ I and if X is a cycle of length j then j /∈ J . We2002

now obtain G′ by the following edge modifications from G. For every cycle of length2003
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j where j /∈ J , we delete one edge (at most 2k2 + |B| edge by our previous argument).2004

Then we add edges connecting all path (including the paths obtained in the last step)2005

of length i for i /∈ I to one long cycle C (at most 2k2 + |B| edge additions). If C2006

has length less or equal to k there must be i ∈ I or j ∈ J such that pi(G) > k or2007

cj(G) > k, in which case we include one respective component in C and repeat this2008

until C has length at least k + 1 (at most 2k modifications). Since in total we did at2009

most 4k2 + 2|B| + 2k ≤ 16k2|B| edge modifications, G is τ(|B|/n)-close to G′. The2010

following claim completes the proof of Case 1 by showing that G′ ∈ Pn.2011

Claim 7.17. Let I ⊆ [k], J ⊆ {3, . . . , k} and ai, bj ≥ k where i ∈ I, j ∈ J be any2012

selection of integers such that2013

(7.1)
∑

i∈I

i · ai +
∑

j∈J

j · bj ≤ n− (k + 1).2014

If F large
I,J /∈ F ′

n, then any n-vertex graph H ∈ C2 with pi(H) = ai, cj(H) = bj for i ∈ I,2015

j ∈ J , and one additional connected component which is a cycle is F ′
n-free.2016

Proof. Assume there is a graph H ∈ Pn as given in the statement which is2017

not F ′
n-free and let C be the cycle in H of length larger than k. Then there is2018

F ∈ F ′
n such that there is an embeddings f : V (F ) → V (H). Since F large

I,J /∈ F ′
n, by2019

construction there is a graph H ′ ∈ Pn with pi(H
′) ≥ k, cj(H

′) ≥ k for i ∈ I, j ∈ J2020

and cclarge(H ′) ≥ 1. We let C ′ be a connected component of H ′ of size larger than2021

k. To find an embedding of F into H ′, for every connected component X of H of2022

size at most k which contains a vertex from f(V (F )), we pick a unique connected2023

component X ′ of H ′ which is isomorphic to X. Note that because |f(V (F ))| ≤ k and2024

pi(H
′) ≥ k, cj(H

′) ≥ k we can pick the connected component in H ′ uniquely. For2025

every connected component X of H of size at most k which contains a vertex from2026

f(V (F )), we now define fX to be an isomorphism from X to X ′. Furthermore, we pick2027

an injective graph homomorphism f large : f(V (F )) ∩ C → C ′. Again, this is possible2028

because |f(V (F ))| ≤ k. We now let f ′(v) := fX(f(v)) if f(v) is in the connected2029

component X and f ′(v) := f large(f(v)) if f(v) is in C. Note that f ′ is injective by2030

construction. Furthermore, as a consequence of picking fX to to be isomorphisms and2031

f large to be a homomorphism we get that f ′ is an embedding of F into H ′. To see2032

this we observe that for any vertex v ∈ V (F ) which is marked as ‘full’ and for which2033

f ′(v) is in a connected component X with at most k vertices we obtain the condition2034

NH′

1 (f ′(v)) = f ′(NF
1 (v)) from fX being an isomorphism. On the other hand, in case2035

f ′(v) is in C ′ and v is marked ‘full’ we get that v has two neighbours w1, w2 in F and2036

f(w1), f(w2) are neighbours of f(v) (since f(v) must be on C) which implies that2037

f ′(w1) and f ′(w2) are neighbours of f ′(v) (since f large is a homomorphism). Since f ′2038

is an embedding of F into H ′ we obtain a contradiction to H ′ ∈ Pn and hence H is2039

F ′
n-free. Therefore H must be F ′

n-free as claimed.2040

Case 2: Assume that F large
I,J ∈ F ′

n. In this case our strategy is to modify the2041

connected components of G containing a vertex from B into paths and cycles of length2042

i for i ∈ I or i ∈ J , respectively.2043

Since the k-neighbourhood of every vertex contains no more than 2k+ 1 vertices,2044

|B| ≤ n
8k implies that |S| ≥ n/2. Furthermore, since F large

I,J ∈ F ′
n no vertex in S can be2045

contained in a connected component of size larger than k as otherwise there would be2046

an embedding of F large
I,J into G which is not covered by B. Hence G[S] is the disjoint2047

union of paths of length at most k− 1 and cycles of length at most k. Since |S| ≥ 4k32048
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and G[S] contains at most 2k different isomorphism types of connected components2049

and each of the connected components has at most k vertices we conclude that at2050

least 2k ≥ k+ 1 of the connected components of G[S] are pairwise isomorphic. Hence2051

I ∪ J ̸= ∅. Furthermore, FI,J is defined and not in F ′
n since B covers F ′

n.2052

The next claim is the key to showing that we can modify G into having property2053

P without modifying more than a constant number of edges in G[S].2054

Claim 7.18. If for I ⊆ [k], J ⊆ {3, . . . , k} with I∪J ̸= ∅ we have that F large
I,J ∈ F ′

n2055

and FI,J /∈ F ′
n then for any selection of integers ai, bj ≥ k where i ∈ I, j ∈ J such2056

that2057

(7.2)
∑

i∈I

i · ai +
∑

j∈J

j · bj ≤ n− k32058

there is an F ′
n-free graph H ∈ Pn such that pi(H) ≥ ai and cj(H) ≥ bj.2059

Proof. We set ai = 0 for i ∈ [k] \ I and bj = 0 for j ∈ {3, . . . , k} \ J . Since2060

F large
I,J ∈ F ′

n and FI,J /∈ F ′
n by construction of F there must be a graph in Pn whose2061

connected components include at least k paths of length i for every i ∈ I, k cycles of2062

length j for every j ∈ J and no connected component containing more than k vertices.2063

Pick H amongst all graphs in Pn with these properties such that2064

(∗) :=
∑

i∈[k]
pi(H)<ai

ai − pi(H) +
∑

j∈{3,...,k}
cj(H)<bj

bj − cj(H)2065

is minimal. In case (∗) > 0 there is i ∈ [k] such that either pi(H) < ai or ci(H) < bi.2066

Combining this with Equation 7.2 we obtain that there must be j ∈ [k] such that2067

either pj(H) − aj > k or cj(H) − bj > k. We let H ′ be the graph obtained from2068

H by replacing i connected components which are paths of length j or i connected2069

components which are cycles of length j, respectively, and adding j disjoint paths of2070

length i or j disjoint cycles of length i, respectively. By choice of i, j we get that2071

(∗) >
∑

i∈[k]

pi(H
′)<ai

ai − pi(H
′) +

∑

j∈{3,...,k}

cj(H
′)<bj

bj − cj(H
′).2072

Furthermore, H ′ must be F ′
n-free which we will argue in the following. Assume this2073

is not the case and there is F ∈ F ′
n and an embedding f : V (F ) → V (H ′). We obtain2074

a map f ′ : V (F ) → V (H) from f as follows. For every connected component X in2075

H ′ which has been altered we pick a unique connected component X ′ of H ′ which is2076

isomorphic to X and contains no vertex in the image f(V (F )). This is possible as2077

the assumption that X was altered implies that either |X| − 1 ∈ I or |X| ∈ J and2078

hence there are at least k connected components isomorphic to X in H ′ which were2079

not altered. Since further |f(V (F ))| ≤ k we can pick the X ′ uniquely. We now let2080

fX be an isomorphism from X to X ′ for every connected component X which has2081

been altered and fX the identity for every connected component X which has not2082

been altered. We define f ′(v) := fX(v) for v ∈ X. By construction f ′ is obviously2083

an embedding of F into H. Since H ∈ Pn this yields a contradiction. Hence the2084

existence of H ′ contradicts the assumption that (∗) > 0 which implies that H has the2085

claimed properties.2086

First observe that n ≥ 8k3 allows us to chose ai and bj for every i ∈ I and j ∈ J in such2087

a way that k ≤ ai ≤ pi(G[S]), k ≤ bj ≤ cj(G[S]) and
∑

i∈I i ·ai+
∑

j∈J j ·bj ≤ n−k3.2088
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Amongst all such choices we pick ai and bj such that
∑

i∈I i · ai +
∑

j∈J j · bj is2089

maximum. Let M be a set of vertices containing all connected components of G2090

apart from ai paths and bj cycles from G[S] for every i ∈ I, j ∈ J . Then |M | ≤2091

2k|B| + |B| + 4k3 since M consists of NG
k (B) (at most 2k|B| + |B| vertices), all2092

vertices in a connected component which is either a path of length i for i /∈ I or a2093

cycle of length j for j /∈ J (since there are at most 2k2 such paths and cycles (as2094

argued in Case 1) and each contains at most k vertices) or in case ai ̸= pi(G) or2095

bj ̸= cj(G) for some i ∈ I, j ∈ J , M consist of at most k3 + k vertices as we picked2096

ai, bj to maximise
∑

i∈I i · ai +
∑

j∈J j · bj .2097

Now we use Claim 7.18 and obtain an F ′
n-free graph H ∈ Pn such that pi(H) ≥ ai2098

and cj(H) ≥ bj . Hence we can modify G into a graph G′ which is isomorphic to H2099

by only modifying G[M ]. Since we can modify G[M ] into any graph with no more2100

than 4k|B| + 2|B| + 8k3 ≤ 16k3|B| modifications we showed that G is τ(|B|/n)-close2101

to having P.2102

8. Conclusion. We studied testability of properties definable in first-order logic2103

in the bounded-degree model of property testing for graphs and relational structures,2104

where testability of a property means that it is testable with constant query com-2105

plexity. We showed that all properties in Σ2 are testable (Theorem 6.1), and we2106

complemented this by exhibiting a property (of relational structures) in Π2 that is2107

not testable (Theorem 4.7). Using a hardness reduction, we also exhibit a property2108

of undirected, 3-regular graphs in Π2 that is not testable (Theorem 5.1). The ques-2109

tion whether first-order definable properties are testable with a sublinear number of2110

queries (e.g.
√
n) in the bounded-degree model is left open.2111

Similar results (on the separation between Σ2 and Π2 properties) were obtained2112

in the dense graph model in [4], albeit with very different methods. Indeed, non-2113

testability of first-order logic in the bounded-degree model is somewhat unexpected:2114

Testing algorithms proceed by sampling vertices and then exploring their local neigh-2115

bourhoods, and it is well-known that first-order logic can only express ‘local’ proper-2116

ties. On graphs and structures of bounded degree this is witnessed by Hanf’s strong2117

normal form of first-order logic [24], which is built around the absence and presence2118

of different isomorphism types of local neighbourhoods. However, our negative result2119

shows that locality of first-order logic is not sufficient for testability. This also answers2120

an open question from [1].2121

We obtained our non-testable properties by encoding the zig-zag construction of2122

bounded-degree expanders into first-order logic on relational structures (Theorem 4.4)2123

and then extending this to undirected graphs (Theorem 5.1). We believe that this2124

will be of independent interest. We remark that it might also be possible to use the2125

iterative construction of replacement product graphs of [33] instead of the zig-zag2126

construction to obtain a similar example.2127

We then used our non-testable graph property to answer a question on proximity2128

oblivious testers in the bounded-degree model, asked by Goldreich and Ron more2129

than 10 years ago [22]. Such a tester is particularly simple: it performs a basic2130

test a number of times that may depend on the proximity parameter, whereas the2131

basic test is oblivious of the parameter. In [22], the properties that are testable in this2132

model have been characterised as those that are both GSF-local, and non-propagating.2133

Roughly speaking, GSF-local means that the graph class omits a family of generalised2134

subgraphs (i. e. subgraphs with constraints on how the subgraphs interact with the2135

rest of the graph), and non-propagating means that graphs in which a forbidden2136

generalised subgraph is unlikely to be detected by sampling vertices are actually close2137
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to having the property in terms of edge modifications. In other words, no ‘chain2138

reactions’ occur, where repairing one edge will produce new unwanted configurations2139

that again need repairing, etc. Goldreich and Ron asked whether ‘non-propagating’ is2140

necessary. We showed that this is the case. Our proof is based on relating first-order2141

definable properties to GSF-local properties, via a notion that we call neighbourhood2142

profiles, which captures first-order definability.2143

Appendix A. Deferred Proofs from Section 7.3.1.2144

Claim A.1. Every structure A ∈ ⋃1≤k≤m Pρk \ {A∅} satisfies φtree.2145

Proof. Let A ∈ ⋃

1≤k≤m Pρk \ {A∅}. Then there is k ∈ {1, . . . ,m} such that2146

A ∈ Pρk .2147

By definition, φtree := ∃≤1xφroot(x) ∧ φ ∧ ∀x(ψ(x) ∨ χ(x)), where2148

φ :=∀x
((
φroot(x) ∧R(x, x)

)
∨
(
∃=1yF (y, x) ∧ ¬∃yR(x, y) ∧ ¬∃yR(y, x)

))

,2149

ψ(x) :=¬∃yF (x, y) ∧
∧

k∈([D]2)2

Lk(x, x) ∧ ∀y
(

y ̸= x→2150

∧

k∈([D]2)2

¬Lk(x, y) ∧
∧

k∈([D]2)2

¬Lk(y, x)
)

2151

and2152

χ(x) :=¬∃y
∨

k∈([D]2)2

(
Lk(x, y) ∨ Lk(y, x)

)
∧

∧

k∈([D]2)2

∃yk
(

x ̸= yk ∧ Fk(x, yk)2153

∧ (
∧

k′∈([D]2)2,k′ ̸=k

¬Fk′(x, yk)) ∧ ∀y(y ̸= yk → ¬Fk(x, y))
)

.2154

Thus, it is sufficient to prove that A |= ∃≤1xφroot(x), A |= φ and A |= ∀x(ψ(x)∨χ(x)).2155

To prove A |= ∃≤1xφroot(x) we note that by construction of ρk we have A ̸|=2156

φroot(a) for any a ∈ U(A) for which (NA
2 (a), a) /∈ τkd,2,σ. Since ρk restricts the number2157

of occurrences of elements of neighbourhood type τkd,2,σ to at most one, this proves2158

that there is at most one a ∈ U(A) with A |= φtree(a) and hence A |= ∃≤1xφroot(x).2159

To prove A |= φ, let a ∈ U(A) be an arbitrary element. Since A ∈ Pρk , there is2160

an i ∈ Ik such that (NA
2 (a), a) ∈ τ id,2,σ. But then by definition, there exist Ã |= φ z2161

and ã ∈ U(Ã) such that (NA
2 (a), a) ∼= (N Ã

2 (ã), ã). Assume f is an isomorphism from2162

(NA
2 (a), a) to (N Ã

2 (ã), ã). First consider the case that A |= φroot(a) := ∀y¬F (y, a).2163

Assume there is b̃ ∈ U(Ã) such that (b̃, ã) ∈ F (Ã). Since b̃ ∈ N Ã
2 (ã), there must be an2164

element b ∈ NA
2 (a) such that f(b) = b̃. Since f is an isomorphism mapping a to ã, this2165

implies (b, a) ∈ F (A), which contradicts A |= φroot(a). Hence Ã |= φroot(ã). Since2166

Ã |= φtree, it holds that Ã |= φ, which means that (ã, ã) ∈ R(Ã). But since f is an2167

isomorphism mapping a onto ã, this implies (a, a) ∈ R(A). Now consider the case that2168

A ̸|= φroot(a). Then there is b ∈ U(A) with (b, a) ∈ F (A). Since f is an isomorphism,2169

this implies (f(b), ã) ∈ F (Ã). Hence Ã |= ∃=1yF (y, ã) ∧ ¬∃yR(ã, y) ∧ ¬∃yR(y, ã), as2170

Ã |= φ. Now assume that there is b′ ̸= b such that (b′, a) ∈ F (A). Then f(b) ̸= f(b′)2171

and (f(b), ã), (f(b′), ã) ∈ F (Ã). Since this contradicts Ã |= ∃=1yF (y, ã) we have A |=2172

∃=1yF (y, a). Furthermore, assume that there is b′ ∈ U(A) such that either (a, b′) ∈2173

R(A) or (b′, a) ∈ R(A). Then either (ã, f(b′)) ∈ R(Ã′) or (f(b′), ã) ∈ R(Ã), which2174

contradicts Ã |= ¬∃R(ã, y) ∧ ¬∃yR(y, ã). Therefore A |= ¬∃yR(a, y) ∧ ¬∃yR(y, a)2175

which completes the proof of A |= φ.2176
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We prove A |= ∀x(ψ(x) ∨ χ(x)) by considering the two cases A |= ¬∃yF (a, y)2177

and A |= ∃yF (a, y) for each element a ∈ U(A). For this, let a ∈ U(A) be any2178

element. By the construction of ρk there is Ã |= φ z and ã ∈ U(Ã) such that2179

(NA
2 (a), a) ∼= (N Ã

2 (ã), ã). Let f be an isomorphism from (NA
2 (a), a) to (N Ã

2 (ã), ã).2180

First consider the case that A |= ¬∃yF (a, y). If there was b̃ ∈ U(Ã) with (ã, b̃) ∈2181

F (Ã) then (a, f−1(b̃)) ∈ F (A) contradicting our assumption. Hence Ã |= ¬∃yF (ã, y)2182

which implies that Ã ̸|= χ(ã). But since Ã |= φ z , it holds that Ã |= ∀x(ψ(x) ∨2183

χ(x)), which implies that Ã |= ψ(ã). Hence (ã, ã) ∈ Lk(Ã) for every k ∈ ([D]2)2.2184

Since f is an isomorphism and f(a) = ã, it holds that (a, a) ∈ Lk(A) for every2185

k ∈ ([D]2)2, and hence A |= ∧

k∈([D]2)2 Lk(a, a). Furthermore, assume that there is2186

b ∈ U(A), b ̸= a and k ∈ ([D]2)2 such that either (a, b) ∈ Lk(A) or (b, a) ∈ Lk(A).2187

Since f is an isomorphism this implies that either (ã, f(b)) ∈ Lk(Ã) or (f(b), ã) ∈2188

Lk(Ã) which contradicts Ã |= χ(ã). Hence A |= ∀y
(

y ̸= a → ∧

k∈([D]2)2 ¬Lk(a, y) ∧2189

∧

k∈([D]2)2 ¬Lk(y, a)
)

proving that A |= ψ(a).2190

Now consider the case that there is an element b ∈ U(A) such that (a, b) ∈ F (A).2191

Since this implies that (ã, f(b)) ∈ F (Ã), we get that Ã ̸|= ψ(ã), and hence Ã |= χ(ã).2192

Now assume that there is b ∈ U(A) and k ∈ ([D]2)2 such that either (a, b) ∈ Lk(A)2193

or (b, a) ∈ Lk(A). But then either (ã, f(b)) ∈ Lk(Ã) or (f(b), ã) ∈ Lk(Ã), which2194

contradicts Ã |= χ(ã). Hence A |= ¬∃y∨k∈([D]2)2

(
Lk(a, y) ∨ Lk(y, a)

)
. For each2195

k ∈ ([D]2)2, let b̃k ∈ U(Ã) be an element such that Ã |= ã ̸= b̃k ∧ Fk(ã, b̃k) ∧2196

(
∧

k′∈([D]2)2,k′ ̸=k ¬Fk′(ã, b̃k)) ∧ ∀y(y ̸= b̃k → ¬Fk(ã, y)). Since f is an isomorphism,2197

this implies that a ̸= bk := f−1(b̃k), (a, bk) ∈ Fk(A) and (a, bk) /∈ Fk′(A), for each2198

k′ ∈ ([D]2)2, k′ ̸= k. Furthermore, assume there is b ∈ U(A), b ̸= bk such that2199

(a, b) ∈ Fk(A). Since f is an isomorphism, this implies f(b) ̸= f(bk) = b̃k and2200

(ã, b̃) ∈ Fk(Ã), which contradicts Ã |= ∀y(y ̸= b̃k → ¬Fk(ã, y)). Hence A |= ∀y(y ̸=2201

bk → ¬Fk(a, y)) and therefore concluding that A |= χ(a). This proves that in either2202

case A |= ψ(a) ∨ χ(a) and therefore A |= ∀x(ψ(x) ∨ χ(x)).2203

Claim A.2. Every structure A ∈ ⋃1≤k≤m Pρk \ {A∅} satisfies φrotationMap.2204

Proof. Let A ∈ ⋃1≤k≤m Pρk \ {A∅}. Then there is a k ∈ {1, . . . ,m} such that2205

A ∈ Pρk .2206

By definition, φrotationMap = φ ∧ ψ, where2207

φ := ∀x∀y
( ∧

i,j∈[D]2

(Ei,j(x, y) → Ej,i(y, x))
)

and2208

ψ := ∀x
( ∧

i∈[D]2

( ∨

j∈[D]2

(
∃=1yEi,j(x, y) ∧

∧

j′∈[D]2

j′ ̸=j

¬∃yEi,j′(x, y)
)))

.2209

Thus, it is sufficient to prove that A |= φ and A |= ψ.2210

To prove A |= φ, assume towards a contradiction that there are a, b ∈ U(A) such2211

that for some pair i, j ∈ [D]2, we have that (a, b) ∈ Ei,j(A), but (b, a) /∈ Ej,i(A).2212

By construction of Pρk , there is a structure Ã |= φ z and ã ∈ U(Ã) such that2213

(NA
2 (a), a) ∼= (N Ã

2 (ã), ã). Assume f is an isomorphism from (NA
2 (a), a) to (N Ã

2 (ã), ã).2214

Note that f(b) is defined since b is in the 2-neighbourhood of a. Furthermore since2215

f is an isomorphism, (a, b) ∈ Ei,j(A) implies (ã, f(b)) ∈ Ei,j(Ã), and (b, a) /∈ Ej,i(A)2216

implies (f(b), ã) /∈ Ej,i(Ã). Hence Ã ̸|= φ, which contradicts Ã |= φrotationMap.2217
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To prove A |= ψ, assume towards a contradiction that there is an a ∈ U(A) and2218

i ∈ [D]2 such that A ̸|= ∃=1yEi,j(a, y) ∧ ∧j′∈[D]2

j′ ̸=j

¬∃yEi,j′(a, y) for every j ∈ [D]2.2219

We know that there is a structure Ã |= φ z and ã ∈ U(Ã) such that (NA
2 (a), a) ∼=2220

(N Ã
2 (ã), ã). Let f be an isomorphism from (NA

2 (a), a) to (N Ã
2 (ã), ã). Since Ã |= ψ,2221

there must be j ∈ [D]2 such that Ã |= ∃=1yEi,j(ã, y)∧∧j′∈[D]2

j′ ̸=j

¬∃yEi,j′(ã, y). Hence2222

there must be b̃ ∈ U(Ã) such that (ã, b̃) ∈ Ei,j(Ã), which implies that (a, f−1(b̃)) ∈2223

Ei,j(A). Since we assumed that A ̸|= ∃=1yEi,j(a, y) ∧ ∧j′∈[D]2

j′ ̸=j

¬∃yEi,j′(a, y), there2224

must be either b ̸= f−1(b̃) with (a, b) ∈ Ei,j(A), or there must be j′ ∈ [D]2, j′ ̸= j2225

and b′ ∈ U(A) such that (a, b′) ∈ Ei,j′(A). In the first case (ã, f(b)) ∈ Ei,j(Ã), since2226

f is an isomorphism. But then Ã ̸|= ∃=1yEi,j(ã, y), which is a contradiction. In the2227

second case, we get that (ã, f(b′)) ∈ Ei,j′(Ã). But then Ã ̸|= ∧

j′∈[D]2

j′ ̸=j

¬∃yEi,j′(ã, y),2228

which is a contradiction. Hence A |= φ ∧ ψ.2229

Claim A.3. Every structure A ∈ ⋃1≤k≤m Pρk \ {A∅} satisfies φbase.2230

Proof. Let A ∈ ⋃1≤k≤m Pρk \ {A∅}. Then there is a k ∈ {1, . . . ,m} such that2231

A ∈ Pρk .2232

By definition, φbase := ∀x
(
φroot(x) → (φ(x) ∧ ψ(x))

)
, where2233

φ(x) :=
∧

i,j∈[D]2

(

Ei,j(x, x) ∧ ∀y
(

x ̸= y →
(
¬Ei,j(x, y) ∧ ¬Ei,j(y, x)

)))

and2234

ψ(x) :=
∧

ROTH2 (k,i)=(k′,i′)

k,k′∈([D]2)2

i,i′∈[D]2

∃y∃y′
(
Fk(x, y) ∧ Fk′(x, y′) ∧ Ei,i′(y, y′)

)
.2235

Thus, it is sufficient to prove that A |= φ(a) and A |= ψ(a) for every a ∈ U(A) for2236

which A |= φroot(a). Therefore assume a ∈ U(A) is any element such that A |=2237

φroot(a). Because A ∈ Pρk there is an i ∈ Ik such that (NA
2 (a), a) ∈ τ id,2,σ. Then2238

by definition there is a structure Ã |= φ z and ã ∈ U(Ã) such that (NA
2 (a), a) ∼=2239

(N Ã
2 (ã), ã). Let f be an isomorphism from (NA

2 (a), a) to (N Ã
2 (ã), ã). Assume that2240

there is an element b̃ ∈ U(Ã) such that (b̃, ã) ∈ F (Ã). Since f is an isomorphism and2241

b̃ ∈ N Ã
2 (ã) we get that (f−1(b̃), a) ∈ F (A) which contradicts that A |= φroot(a) as2242

φroot(x) := ∀y¬F (y, x). Hence there is no element b̃ ∈ U(Ã) such that (b̃, ã) ∈ F (Ã)2243

which implies that Ã |= φroot(ã). But since Ã |= φ z we have that Ã |= φbase and2244

hence Ã |= φ(ã) and Ã |= ψ(ã).2245

To prove A |= φ(a) first observe that (a, a) ∈ Ei,j(A) for every i, j ∈ [D]2 since2246

Ã |= φ(ã) implies that (ã, ã) ∈ Ei,j(Ã) for every i, j ∈ [D]2 and f is an isomorphism2247

mapping a onto ã. Assume that there is an element b ∈ U(A), b ̸= a and indices2248

i, j ∈ [D]2 such that either (a, b) ∈ Ei,j(A) or (b, a) ∈ Ei,j(A). Since b ∈ NA
2 (a) and2249

f is an isomorphism we get that f(b) ̸= f(a) = ã and either (ã, f(b)) ∈ Ei,j(Ã) or2250

(f(b), ã) ∈ Ei,j(Ã). But this contradicts Ã |= φ(ã) and hence A |= φ(a).2251

We now prove that A |= ψ(a). Let k, k′ ∈ ([D]2)2 and i, i′ ∈ [D]2 such that2252

ROTH2(k, i) = (k′, i′). Since Ã |= ψ(ã) there must be elements b̃, b̃′ ∈ U(Ã) such2253

that (ã, b̃) ∈ Fk(Ã), (ã, b̃′) ∈ Fk′(Ã) and (b̃, b̃′) ∈ Ei,i′(Ã). But since b̃, b̃′ ∈ N Ã
2 (ã) we2254

get that f−1(b̃) and f−1(b̃′) are defined and since f is an isomorphism we get that2255
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(a, f−1(b̃)) ∈ Fk(A), (a, f−1(b̃′)) ∈ Fk′(A) and (f−1(b̃), f−1(b̃′)) ∈ Ei,i′(A). Hence2256

A |= ∃y∃y′
(
Fk(a, y) ∧ Fk′(a, y′) ∧ Ei,i′(y, y′) for any k, k′ ∈ ([D]2)2 and i, i′ ∈ [D]22257

such that ROTH2(k, i) = (k′, i′) which implies that A |= ψ(a).2258
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List of Notation2353

Notation Description

N the set of natural numbers including 0
N>0 the set of all positive natural numbers
[n] the set {0, . . . , n− 1}
⊔ disjoint union
△ symmetric difference
τr(x) the neighbourhood of fixed radius r around x, up

to isomorphism
O(·), o(·) asymtotic upper-bounds
z zig-zag product
h(G) expansion ratio of G
⟨S, T ⟩G edges crossing S and T in G
σ signature
σgraph signature with one binary relation symbol E
degG(v) degree of vertex v in G
distA(v, w) distance between two vertices v and w in A
dist(A,P) distance between structure A and property P
ROTG rotation map of G
Mu,v the (u, v) entry of the normalised adjacency matrix

M of G
A[S] substracture of A induced by S
NA
r (a) the r-neighborhood of a in structure A

ar(R) arity of relation R
Cd class of graphs of bounded degree d
Cσ,d class of σ-structures of bounded degree d
Pφ property defined by formula φ
Σi, Πi, ∆i prefix classes with i− 1 quantifier alterations
|= is a model of
≡ equivalence of FO-formulas
≡d equivalence of FO-formulas on structures of

bounded degree d
¬, ∧, ∨, →, ↔ logical negation, conjunction, disjunction, implica-

tion and biimplication
∃, ∀ existential and universal quantifier
ansA(q) answer to query q to structure A
Ei,j , Fk, R, Lk binary relation symbols for i, j ∈ [D]2 and k ∈

([D]2)2

G(A) underlying graph of a model A of φ z
φ z the formula definded in Section 3 whose underlying

graphs are expanders
M a set of models of some sentence in Σ2

H a maximal set of pairwise non-isomorphic structures
in Cσ,d

posi(x, y), negi(x, y) a conjunction of atomic (resp. negated) formulas
containing both variables from tuples x and y

2354
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Notation Description

ρA,r the r-type distribution of A
δr⊙(A,B) the sampling distance of depth r between two σ-

structures A and B
HNF Hanf normal form
POT proximity oblivious tester
GSF generalised subgraph freeness
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