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ABSTRACT

We present RLStop, a novel Technology Assisted Review (TAR)

stopping rule based on reinforcement learning that helps minimise

the number of documents that need to be manually reviewed within

TAR applications. RLStop is trained on example rankings using a

reward function to identify the optimal point to stop examining

documents. Experiments at a range of target recall levels on mul-

tiple benchmark datasets (CLEF e-Health, TREC Total Recall, and

Reuters RCV1) demonstrated that RLStop substantially reduces the

workload required to screen a document collection for relevance.

RLStop outperforms a wide range of alternative approaches, achiev-

ing performance close to the maximum possible for the task under

some circumstances.
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1 INTRODUCTION

Identifying all, or a significant proportion of, the relevant docu-

ments in a collection has applications in multiple areas including

identification of scientific studies for inclusion in systematic reviews

[13, 16ś18], satisfying legal disclosure requirements [2, 12, 23], so-

cial media content moderation [38] and test collection development

[22]. These problems often involve large collectionswheremanually

reviewing all documents would be prohibitively time-consuming.

Technology Assisted Review (TAR) develops techniques to support

these document review processes, including stopping rules which

help reviewers to decide when to stop assessing documents, thereby

reducing the effort required to screen a collection for relevance.
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TAR stopping rules aim to identify when a desired level of recall

(the target recall) has been reached during document review, while

alsominimising the number of documents examined. The problem is

challenging since these two objectives are in opposition; increasing

the number of documents examined provides more information

about whether the target has been reached.

A common approach involves estimating the total number of

relevant documents in the collection and therefore whether the tar-

get recall has been reached, e.g. [4, 9, 15, 25, 31, 36, 39]. Alternative

approaches include randomly sampling documents until a sufficient

number of relevant ones have been discovered to guarantee that

the target recall has been reached [7, 37] and observing the rate

at which relevant documents occur within a ranking until it drops

below a pre-defined threshold [7].

Existing methods suffer from a number of limitations. Several ap-

proaches carry out repeated statistical testing to determine whether

the target recall has been achieved, e.g. [4, 15, 21, 31, 36], but this

type of sequential testing is statistically invalid [37]. Lewis et al. [19]

avoided this problem using techniques from manufacturing quality

control [11] but their approach often required more documents

to be reviewed than alternative methods [32]. Some methods, e.g.

[7, 37], fail to take account of the fact that standard TAR workflows

[6, 9, 21] are highly effective at prioritising relevant documents,

meaning that their distribution within the ranking is non-uniform.

Exploiting this fact reduces the number of documents that need to

be examined before a stopping decision is made [9, 21, 32]. How-

ever, existing approaches to modelling the distribution of relevant

documents rely on a particular rate function (e.g. power law [42] or

AP Prior [1]) but the choice of rate function is a modelling decision

and may not be appropriate in all circumstances.

Approaches to TAR stopping essentially involve repeated deci-

sions to either stop or examine more documents. Reinforcement

learning (RL) is designed for such sequential decision-making sce-

narios and has been widely applied within Information Retrieval,

e.g. [26, 27, 29, 40, 41]. However it has not previously been ap-

plied to TAR stopping. This paper proposes a novel TAR stopping

method based on RL. This approach does not rely on invalid statis-

tical assumptions and is able to model rankings to make informed

decisions about when to stop. Experiments using a range of tar-

get recall levels on multiple benchmark datasets demonstrate that

the proposed method is able to identify suitable stopping points

and performs well in comparison with several previously reported

approaches.

The contributions of this paper are: (1) introduces a novel ap-

proach to the TAR stopping problem that makes use of RL, (2) evalu-

ates the proposed algorithm using a range of collections commonly

used for TAR problems, and (3) demonstrates that the proposed
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approach effectively identifies an appropriate stopping point and

outperforms a wide range of alternative methods, often substan-

tially.1

2 APPROACH

RL is a decision-makingmethod in which an agent aims tomaximise

the reward obtained from interacting with an environment and

making sequential decisions through trial-and-search [33]. The

agent’s actions are guided by a learned policy (𝜋 ) which maps

states in the environment to actions.

RL is applied to the TAR stopping problem by considering an

agent that examines a ranked list of documents with the aim of

stopping when a predefined target recall has been achieved. The

agent examines the ranking sequentially, starting with the highest

ranked documents and working down the ranking. For efficiency,

documents are examined in batches with relevance judgements

obtained for the entire batch simultaneously. After a batch of doc-

uments has been examined the agent can either stop examining

documents (if it judges that the target recall has been achieved) or

continue to the next batch of documents (if not). This approach is

similar to previous approaches of the stopping problem in which a

ranked list of documents is examined sequentially (e.g. [10, 14, 32]),

although the stopping decision is made by the agent (following a

policy) rather than according to some alternative criteria.

2.1 RLStop

This section describes how RL is applied to the stopping problem by

outlining how the key elements of an RL system are implemented

within it.

State Space: A ranking is split into 𝐵 fixed size batches containing
𝑁

𝐵
documents for a collection of 𝑁 documents. The agent exam-

ines batches sequentially and obtains relevance judgements for all

documents in the batch simultaneously. The initial state for each

ranking, 𝑆1, occurs when the first batch (but none of the subsequent

batches) has been explored. Additional batches are examined in sub-

sequent states, i.e. in the 𝑛th state, 𝑆𝑛 , the first 𝑛 batches have been

examined. The final state, 𝑆𝐵 , represents the situation in which the

entire ranking has been examined. If the agent reaches this state, it

will always stop here since all documents in the ranking have been

examined.

States are represented by a fixed size vector of length 𝐵 in which

each element represents a batch. For batches that have been ex-

amined the corresponding element shows the number of relevant

documents within the batch, while elements corresponding to un-

examined batches are given a dummy value (-1).

Action Space: At each point in the ranking, the agent has a choice

between two discrete actions: STOP and CONTINUE. The first

action is chosen when the agent (informed by the policy) judges

that the target recall has been reached. The stopping point returned

is the end of the last batch that has been examined so far. If the

agent does not stop it continues to examine the ranking, i.e. moves

from state 𝑆𝑖 to 𝑆𝑖+1.

Reward function: A reward function, 𝑅(𝑆𝑖 ), assigns a score to 𝑆𝑖
indicating its attractiveness for the agent. The reward function is

used to train the policy and designing a suitable one is therefore

1Code for the experiments available from https://github.com/ReemBinHezam/RLStop/

important. A suitable function should: 1) encourage the agent to

continue examining documents until the target recall has been

reached, 2) discourage further examination after it has been reached

and 3) be independent from each topic’s specific properties (e.g.

total number of documents, ranking shape). In addition, continuous

functions are more straightforward for RL algorithms to optimise.

The following function achieves these goals:

𝑅(𝑆𝑖 ) =





1 −
𝑖

𝑇
if 𝑖 ≤ 𝑇

−
𝑖 −𝑇

𝐵 −𝑇
if 𝑖 > 𝑇

(1)

where (as above) 𝐵 is the number of batches into which the

ranking is split, 𝑖 is the index of the current state (i.e. 𝑖th batch) and

𝑇 is the batch at which the target recall is reached. (Note that while

the value of 𝑇 is known while the RL algorithm is being trained, it

is not known when it is applied.) The function assigns a positive

reward when the current state is at, or below, the target recall and

a negative reward when it has been exceeded.

The cumulative reward for an RL episode (i.e. examining a rank-

ing until a stopping decision is made) is the sum of rewards for all

positions examined by the agent from 𝑆1 to the stopping step 𝑆𝑠 ,

i.e.
∑
𝑠

𝑖=1 𝑅(𝑆𝑖 )

Policy: RL aims to learn a policy, 𝜋 (𝑠, 𝑎), that maximises the ex-

pected cumulative reward obtained by taking an action (𝑎) given a

state (𝑠). Since the state space for our problem is high-dimensional,

a neural network is a choice for the policy. The policy is a feed-

forward network consisting of an input layer of length 𝐵, repre-

senting the current state, two 64-node hidden layers and a binary

output layer indicating the chosen action, which is converted to a

probability distribution over actions by a softmax activation func-

tion.

RL Algorithm: RLStop uses Proximal Policy Optimization (PPO)

[30], a policy gradient approach to RL. PPO is an actor-critic RL al-

gorithm that combines policy-based (actor) and value-based (critic)

RL, where the actor decides the actions, and the critic evaluates

them. It is based on the REINFORCE [35] algorithm but with several

enhancements, including the employment of parallel actors running

independently by collecting trajectories of different environments

simultaneously which allows a policy to be trained using multiple

rankings. PPO is also more sample-efficient than some alternative

methods, such as DQN [24], thereby reducing the amount of data

required to learn effective policies.

Implementation: The Stable-Baseline3 library [28] was used to

implement RLStop. The RL environment was created using the

Gymnasium library [34] which allows multiple environments to be

stacked, thereby allowing simultaneous training on multiple topics

to ensure the agent is as general as possible. The number of batches,

𝐵, was set to 100.

3 EXPERIMENTS

Experiments were carried out on multiple datasets and evaluation

metrics.

3.1 Datasets

Performance was evaluated on six datasets widely used in previ-

ous TAR work and representing multiple domains. All datasets are
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highly imbalanced, with a very low percentage of relevant docu-

ments per topic.

CLEF 2017/2018/2019 [16ś18]: Collections of systematic reviews

produced for the Conference and Labs of the Evaluation Forum

(CLEF) 2017, 2018, and 2019 e-Health lab Task 2: Technology-Assisted

Reviews in Empirical Medicine. The CLEF 2017 dataset contains 42

reviews; CLEF 2018 contains 30 and CLEF 2019 contains 31. RLStop

was trained using the 12 reviews provided with the CLEF 2017

dataset.

TREC Total Recall (TR) [12] A collection of 290,099 emails as-

sociated with Jeb Bush’s eight-year tenure as Governor of Florida

(athome4). The collection contains 34 topics. RLStop was trained

using the athome1 dataset consisting of 10 topics.

RCV1 [20] A collection of Reuters news articles labelled with sub-

ject categories. Following [36, 37], 45 categories were used to repre-

sent a range of topics, and the collections were downsampled to 20%.

RLStop was trained using the remaining RCV1 topics, excluding

those already included in the test set.

Each collection was ranked with the use of a reference implemen-

tation [21] of AutoTAR [5], a greedy Active Learning approach rep-

resenting state-of-the-art performance on total recall tasks widely

used for TAR experiments. The use of AutoTAR rankings allows

direct comparison between RLStop and alternative approaches used

as baselines in previous work [21, 32].

3.2 Evaluation Measures

A wide range of metrics have been used to evaluate TAR stopping

methods, e.g. [21, 36]. These essentially measure the method’s suc-

cess of meeting the two objectives of stopping algorithms: (1) reach

the target recall and (2) examine as few documents as possible.

Two metrics were used to capture these objectives. Recall: the

proportion of relevant documents identified by the method. Cost:

percentage of documents examined. Results for these metrics are

reported as average scores for all topics in each collection.

An additional metric captures elements of both objectives and

is used to quantify the variation in performance across topics con-

tained within a collection. Excess: proportion of documents exam-

ined after the target recall has been reached or that needs to be

examined reach it [3]. Excess is defined as follows:

𝑒𝑥𝑐𝑒𝑠𝑠 =
𝑐𝑜𝑠𝑡 (𝑚𝑒𝑡ℎ𝑜𝑑) − 𝑐𝑜𝑠𝑡 (𝑜𝑝𝑡𝑖𝑚𝑎𝑙)

1 − 𝑐𝑜𝑠𝑡 (𝑜𝑝𝑡𝑖𝑚𝑎𝑙)
(2)

where 𝑐𝑜𝑠𝑡 (𝑚𝑒𝑡ℎ𝑜𝑑) and 𝑐𝑜𝑠𝑡 (𝑜𝑝𝑡𝑖𝑚𝑎𝑙) are the cost of the method

being evaluated and stopping at the optimal point (i.e. oracle). An

excess of 0 indicates that the optimal stopping point for the target

recall has been reached, a positive score indicates that more docu-

ments than absolutely necessary were examined (i.e. the target was

overshot) and a negative indicates that the target was not reached

(i.e. undershot).

Metrics were calculated using the tar_eval open-source evalu-

ation script.2

3.3 Training and Hyper-parameter Tuning

RLStopmodels were trained for 100,000 timesteps on the each target

recall using each dataset’s training split. PPO hyper-parameters

2https://github.com/CLEF-TAR/tar

were set via a grid search on the CLEF 2017 training dataset and the

following values chosen: batch size = 100, number of steps (used to

collect trajectories before each policy update rollout) = 100, learning

rate = 0.0001, number of epochs = 8, entropy coefficient (which

encourages policy exploration) = 0.1, discount factor = 0.99 and KL

coefficient (which controls the clipping range) = 0.2.

3.4 Baselines and Oracle

RLStop was compared against a range of alternative approaches

used as baselines in previous work [21, 32]. The target method (TM)

[8] randomly samples documents until a set of predefined target

set is identified with results reported for the original method [8]

and two extensions: TM-adapted [32] and QBCB [19]. SCAL [9]

and AutoStop [21] estimate the number of relevant documents by

sampling across the entire ranking. SD-training/SD-sampling [14]

are score distribution methods. The knee method [7] identifies the

inflection point in the gain curve. IP-H [32] uses a counting process

to estimate the number of relevant documents.

Baselines are computed using reference implementations from

previous work [21, 32] where possible. Otherwise, previously re-

ported results are used and are directly comparable since they are

also based on AutoTAR rankings. However, some baselines are not

available for RCV1 since we were unable to run the reference code

and results have not been provided in previous work.

Performance was also compared against an Oracle method (OR)

which examines documents in ranking order and stops when the

target recall level has been achieved (or exceeded). The oracle rep-

resents the behaviour of an ideal stopping method but is not useful

in practise since it requires full information about the ranking.3

4 RESULTS AND ANALYSIS

Figure 1 shows the recall and cost for RLStop and alternative meth-

ods for each data set at multiple target recall levels: {1.0, 0.9, 0.8}.

Performance of RLStop (denoted by blue hexagon) is often close to

the optimal oracle results (e.g. sub-figures (b), (c), (f), (g), (j) and

(n)) and is also Pareto optimal4 in the majority of cases. RLStop

is not Parteo optimal in two cases (sub-figures (n) and (o)) but is

very close to the Pareto frontier both times. Other baselines that

are commonly Pareto optimal include IP-H and the Knee method

(cyan star and a green square, respectively). However, both methods

tend to overshoot the target more than RLStop. Other baselines are

substantially more costly and either undershoot or overshoot the

target more frequently than RLStop.

Although RLStop tends to follow the target recall it does not do

so exactly and tends to overshoot for lower target recalls (e.g. 0.8).

This overshooting is particularly pronounced for the TR dataset

where the target recall is often reached very quickly (as demon-

strated by the oracle performance). For some topics overshooting

is caused by the ranking being divided into fixed batches (1% of

the ranking) where examining only a single batch (i.e. the earliest

possible stopping point) overshoots the target recall. Increasing

the number of batches may be a potential solution to this problem.

3Note that the recall achieved by the oracle is higher than the target recall when
it is not possible to achieve the target recall exactly, e.g. given a target recall of 0.8
and collection containing 9 relevant documents, the oracle will stop after 8 relevant
documents have been found, i.e. recall 0.89.
4No other approach achieves the same, or greater, recall with lower cost.
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Figure 1: Performance of RLStop and baselines for Recall vs. Cost metrics. Grey lines indicates non-oracle Pareto optimal

approaches. (Note differences in range of y-axis (recall) to avoid clustering of results.)

On the other hand, RLStop tends to undershoot for higher target

recall levels, although it normally stops within a few percentage

points of the target. This undershooting may be due to topics that

contain a small number of relevant documents towards the end of

their rankings, which RLStop does not reach.

Figure 2 shows how RLStop’s excess varies across topics for all

datasets at different target recall levels. For themajority of topics the

excess costs is confined within a fairly narrow range, particularly

for the TR collection. The variation is higher for all collections when

target recall is 1.0 due to the additional challenge of identifying all

relevant documents. This is more pronounced for RCV1, although

the excess is within a relatively narrow range for the majority of

topics.

5 CONCLUSION

This paper proposes RLStop, a novel TAR stopping rule based on

reinforcement learning. RLStop substantially reduces the workload

required to screen collections for relevance. RLStop performswell in

comparison with several baselines on multiple benchmark datasets

at different target recall levels.

RLStop requires training data which may be available (e.g. from

previous relevance screening carried out within a similar environ-

ment, such as within a systematic review team). It may not be

CLEF2017 CLEF2018 CLEF2019 TR RCV1
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Figure 2: Distribution of RLStop excess across topics. (Out-

liers for target recall 1.0 removed for clarity.)

suitable if these are not available or if confidence guarantees of

reaching the target recall are required. RLStop also requires a new

model to be trained for each target recall level. We plan to address

these issues in future work.
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