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Population density is a fundamental ecological feature influencing the opportunity for social encounters
between individuals. Hence, density can impact various population processes such as social transmission.
While the density dependence of disease spread has been studied extensively, we know little about how
variation in density influences information transmission. If high densities lead to more social connec-
tions, information may spread more rapidly. Here, we experimentally manipulated local population
density in great tits, Parus major, and investigated the effects on individuals' acquisition of information
on novel food patches. We manipulated density by assigning individuals to either a high- or low-density
treatment using automated bird feeders in the wild. We first show how our approach successfully led to
changes in local population density. Next, we examine how the manipulation changed the local and
individual social environment. At the local level, high-density locations resulted on average in denser and
more clustered social networks compared to low-density locations. At the individual level, birds assigned
to the high-density treatment had on average more social connections and more central network po-
sitions than birds in the low-density treatment. However, despite the effect on network structure, we
found no evidence that the density manipulation influenced an individuals' likelihood, or speed, of
locating novel food patches. Birds in the low-density treatment still spent a large proportion of time
foraging at the high-density location. Thus, the manipulation did not lead to a strict segregation between
birds of the different treatments, which may be one explanation for the absence of an effect on patch
discovery.

© 2023 The Authors. Published by Elsevier Ltd on behalf of The Association for the Study of Animal
Behaviour. This is an open access article under the CC BY license (http://creativecommons.org/licenses/

by/4.0/).
Population density, defined as the number of individuals in a
given geographical unit, can fundamentally shape the opportunity
for, and frequency of, social encounters between individuals.
Commonly, the rate of social encounters between individuals in-
creases with increasing population density (Albery, 2022;
Hutchinson &Waser, 2007; Sanchez & Hudgens, 2015; Vander Wal
et al., 2014). As such, population density influences various
ecological processes ranging from competition to mating and the
social transmission of diseases (Hopkins et al., 2020; Jirotkul, 1999;
Kokko & Rankin, 2006). For example, a large body of research has
examined density dependence of the transmissibility of diseases
and parasites whereby higher densities often facilitate trans-
mission (Anderson, 1982; Brunner et al., 2017; Hopkins et al., 2020;
Colman et al., 2021; for a current review see Albery, 2022).
ck).
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Population density and its consequences for social encounter rates
between individuals may also impact other forms of social trans-
mission such as the spread of novel information across a popula-
tion. However, while the density dependence of disease
transmission has been studied extensively, our knowledge of how
density impacts the transmission of information remains
superficial.

Animals use social information in various contexts (Hoppitt &
Laland, 2013; Whiten, 2021). The transfer of social information,
where naïve individuals copy the behaviour of knowledgeable
others, often requires close proximity encounters between in-
dividuals. Therefore, the social connections between individuals
can predict when and where information flows (Hasenjager et al.,
2021). Past research has demonstrated how social network struc-
ture profoundly impacts the transmission of social information. For
instance, global properties of social networks such as the density of
social connections can influence the likelihood and efficiency of
information flowwhereby networks with a higher density of social
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connections facilitate transmission (Pasquaretta et al., 2014). At an
individual level, variation in the number and strength of social
connections to conspecifics determines whether and when in-
dividuals have access to information. As such, individuals with
more central network positions and more social connections are
often more likely to acquire information and to do so faster (Aplin
et al., 2012; Kulahci et al., 2016; Schakner et al., 2017).

Higher population densities can lead to more opportunities for
social encounters (Hein & McKinley, 2013; Sanchez & Hudgens,
2015; Vander Wal et al., 2014) and larger group sizes (P�epin &
Gerard, 2008; Vander Wal et al., 2013). Consequently, population
density can fundamentally affect the social environment. For
instance, if increased densities lead to more social encounters (Hu
et al., 2013), individuals may have on average more social con-
nections compared to individuals at lower densities. On the pop-
ulation level, increased encounter rates may lead to more realized
social connections over the total number of possible social con-
nections (i.e. increased network densities). However, animals are
often territorial or preferably associate with specific individuals
while avoiding others inwhich case increases in population density
may not necessarily change the probability of social encounters
(Albery, 2022; Hutchinson & Waser, 2007). Importantly, if popu-
lation density affects the social connections between individuals, it
can affect ecological processes reliant on social connections such as
the transmission of social information. For example, if higher
densities increase the social connections between individuals,
novel information may spread faster compared to populations with
low densities because of the increased opportunities for informa-
tion exchange. Yet, the role of population density in shaping indi-
vidual connectivity and population social structure, and
subsequently social information transmission, is largely
unexplored.

Investigating the relationship between population density, so-
cial structure and information transmission in the wild is chal-
lenging. This is because it requires tracking the social encounters of
multiple individuals at the same time and following the trans-
mission of novel information. Further, to draw causal inferences,
experimental studies manipulating population densities and
seeding novel information are required. Past research demon-
strated that experimental studies can be used to examine the
spread of novel information by, for instance, establishing novel
resource patches (Aplin et al., 2012; Atton et al., 2014; Snijders et al.,
2021) and few studies experimentally manipulated group size to
examine the effects on various processes including information
transmission (Pitcher et al., 1982; Snijders et al., 2021). However,
research experimentally manipulating ecological factors such as
population density in the wild are scarce.

We addressed the challenges of examining the causal relation-
ships between ecological factors and information transmission by
experimentally manipulating the density of local subpopulations in
awild songbird the great tit, Parus major. By controlling the number
of individuals that could access automated feeding stations, we
determined (1) whether the experimentally imposed treatments
led to the predicted changes in local population density (i.e. low
versus high density) on a local and individual scale, (2) what con-
sequences population density had for the local social network
structure and individual sociality, and (3) how population density
impacted the information transmission of novel food patches. More
specifically, we first manipulated local population density by
assigning individual great tits to either a low- or high-density
treatment, aiming to create a low- and high-density location. Sec-
ond, we examined how our manipulations affected characteristics
of the global (i.e. network density, global clustering coefficient and
average edge weight) and individual (i.e. average edge weight,
weighted degree, weighted clustering coefficient and weighted
eigenvector centrality) social environment using social network
analysis. Third, we asked how the treatment (low versus high
density) influenced the probability and speed of acquiring infor-
mation about a novel food source.

Great tits forage in fissionefusion flocks during winter (Ekman,
1989). We predicted that at the high-density treatment, increased
opportunities for social encounters at the feeder should lead to
denser and more clustered social networks but lead to lower
average edge weights. This is because we expect that individuals
have strong connections to a few preferred conspecifics but that the
increase in density will lead to more random social encounters
whose connections should be less strong leading to on average
lower edge weights. Consequently, individuals assigned to the
high-density treatment should have a higher social connectivity
(i.e. higher weighted degree, clustering and eigenvector centrality)
but on average less strong social connections (i.e. lower average
edge weights) compared to individuals assigned to the low-density
treatment. Great tits frequently use social information to locate
novel foraging patches (Aplin et al., 2012; Firth et al., 2016) and
individuals with a higher social connectivity are more likely to
discover novel food sources (Aplin et al., 2012). Thus, if population
density influences social connectivity, we expected that individuals
in the high-density treatment should be more likely to locate the
provided novel food patches and to be faster to do so.

METHODS

Study System

This study was conducted in Wythamwoods (Savill et al., 2011),
Oxfordshire, U.K. (51�460N, 1�200W) on a population of great tits.
Great tits are small passerine birds that form socially monogamous
pair bonds during the breeding season and forage with conspe-
cifics, as well as other species, in fissionefusion flocks during
winter (Ekman,1989). Birds were either caught during winter using
mist-nets or during spring in nestboxes and fitted with a unique
metal leg ring from the British Trust for Ornithology (BTO), and a
plastic leg ring with an inbuilt unique passive integrated tran-
sponder (PIT) tag. Great tits use social information to locate novel
food patches (Aplin et al., 2012, 2015; Farine et al., 2015), and
experimental manipulations of social structure using RFID systems
have successfully been performed in the past (Firth et al., 2016;
Firth & Sheldon, 2015).

Experimental Manipulation of Local Population Density

The experiment took place from January to March in 2021. We
used ‘selective’ feeders to record visits from birds and to subse-
quently manipulate local population density. Each of the feeders
had one access hole with a flap and an inbuilt RFID antenna within
the perch. All birds equipped with a PIT tag that landed on the
perch were recorded, and the time and date of visits stored on an
SD card. The flap was programmed to open only for specified PIT-
tagged individuals which allowed us to manipulate local den-
sities. We set up eight replicate sites across our study site (Fig. 1a),
each with two feeders approximately 100 m apart (Fig. 1b)
following set-ups of previous work using selective feeders (Firth
et al., 2016; Firth & Sheldon, 2015). Sites were at least 500 m
apart to minimize movement of birds between them. All feeders
provided sunflower seeds. Within six experimental sites, one
feeder was assigned as the low-density treatment and the other as
the high-density treatment (Fig. 1b) and two sites were randomly
chosen as control sites. Prior to starting the experimental manip-
ulation of local population density, we collected data on the birds'
visits for approximately 2 weeks. In this pre-experimental phase,
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Figure 1. (a) Locations of experimental sites within the study site. Six sites shown in black (1B, 1H, 2C, 6A, 7C, 7H) functioned as experimental sites and two sites shown in white as
control sites (4G, 6G). (b) The set-up within each site during the density manipulation and the patch discovery experiment. Green dots show the two feeders prior to the density
manipulation. The orange dot represents the high-density feeder during the experiment, the grey dot, the low-density feeder. Blue dots represent the novel feeders, which were
positioned at any location within 40 m of the established feeders (i.e. the natural/low-/high-density feeder) phasing in opposite directions (i.e. if one novel feeder was placed 40 m
north of the low-density feeder, the second novel feeder was placed 40 m south of the high-density feeder).
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both selective feeders at each site allowed all birds with a PIT tag
access 24 h per day. At each site, we then quantified the number of
visits to each of the two selective feeders. Then, at half of the
experimental sites, the feeder with themajority of visits prior to the
experiment was assigned to the high-density treatment (and the
other feeder to the low-density treatment). At the other half, the
feeder with the majority of visits was assigned to the low-density
treatment (and the other feeder to the high-density treatment).
Finally, of all the great tits recorded at least 100 times during the
pre-experimental period (75%; Fig. A1) at a given site, we randomly
assigned 20% to the low-density treatment and excluded these 20%
from accessing the high-density treatment. We selected the low-
density birds only from those recorded at least 100 times to avoid
selecting birds that had only been transient at the site (following
Regan et al., 2022; see also Fig. A1 and corresponding summary
statistics in the figure legend). Thus, at the low-density feeder, only
the assigned 20% could access food, whereas at the high-density
feeder all PIT-tagged birds could access food, except the 20% cho-
sen for the low-density treatment. Visits to a feeder by PIT-tagged
birds were always recorded, i.e. if a bird assigned to the low-
density treatment visited the high-density feeder it would be un-
able to access food, but its visit would be recorded. At the two
control sites, every PIT-tagged bird could access food anytime. The
experimental manipulation was in place for 6 weeks. Feeders were
visited at least three times a week to ensure that food was available
ad libitum across the experiment, to check feeder performance and
to collect data.

Patch Discovery Experiment

We aimed to investigate how changes in the local population
density influenced the likelihood and speed of discovering novel
resources. Therefore, we set up a novel food ‘patch’ near to each
selective feeder and examined the likelihood and timing of dis-
covery. As a novel food source, we placed a new feeder near to each
of the two already present feeders (approximately 40 m, which is
far enough to be out of sight for birds foraging at the already pre-
sent feeders and close enough to allow the majority of birds to
discover the food source within a day) at the experimental and
control sites. Within each site, novel feeders were placed in
opposite directions, that is, if one novel feeder was placed 40 m
north of the low-density feeder, the second novel feeder was placed
40 m south of the high-density feeder (Fig. 1b). We performed a
patch discovery experiment both prior to and during the density
manipulation. For each patch discovery trial, we selected random,
novel locations with similar vegetation structure, but with the
same general arrangement (that is 40 m from the selective feeders,
facing in opposite directions, see Fig. 1b). The novel feeders pro-
vided the same food as the selective feeders but were programmed
to allow access to all PIT-tagged birds. Novel feeders were the same
design as the selective feeders to avoid any effects of neophobia and
were set up either the day before the experiment after sunset or on
the day of the experiment before sunrise. Novel feeders were then
in place for 1 day to record the arrivals of individuals.

Ethical Note

The experiment was conducted in accordance with the ASAB/
ABS guidelines (Buchanan et al., 2012) and was subject to review by
the local ethical review committee of the Department of Biology,
University of Oxford (Reference number: APA/1/5/ZOO/NASPA/
Sheldon/BehaviouralContagion). Birds were caught, ringed and
equipped with PIT-tags by experienced ringers under BTO licences.

Social Networks

Construction
Following previous work, we created social networks based on

the foraging associations of PIT-tagged great tits. Records of visits
will typically consist of periods with high activity and periods of
low activity because great tits forage in flocks. We used the package
‘asnipe’ (Farine, 2013) in R (R Core Team, 2020; https://www.r-

https://www.r-project.org/
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project.org/) to first detect events of feeding activity, second to
cluster these in nonoverlapping flocking events, and finally to
assign individuals to the events they most likely belong to using
Gaussian mixture models (Psorakis et al., 2012). We defined an
‘association’ as two birds co-occurring in the same flock. We
created undirected social networks with connections (edges)
weighted using the simple ratio index (SRI; Cairns & Schwager,
1987). The SRI describes the proportion of observations of two in-
dividuals in which they were seen together, and ranges from
0 (never observed foraging in the same flock) to 1 (always observed
foraging together in the same flock). Social networks inferred in
this way from the data have been shown to be important and
meaningful for various ecological processes within this population
such as information transmission, reproduction and spatial
breeding settlement (Aplin et al., 2015; Culina et al., 2015; Farine
et al., 2015; Firth et al., 2015; Firth & Sheldon, 2016).

For the site level analyses, we created daily social networks for
each feeder (i.e. low- versus high-density feeder) separately.We then
calculated three global network metrics using the R package ‘igraph’
(Csardi & Nepusz, 2006): network density (unweighted) which de-
scribes how well individuals in the network are connected; the
average edge weight which describes how strong the existing con-
nections are (i.e. how much time individuals spent together
foraging); and the global clustering coefficient (unweighted) which
describes the extent to which nodes (i.e. individuals) tend to cluster
together (Csardi & Nepusz, 2006). They are calculated, respectively,
as the number of existing connections divided by all potential con-
nections; the average of all nonzero edge weights; and the ratio of
triangles and connected triples in the network.

For the individual level analyses, we created one social network
for each site (i.e. pair of selective feeders) and period (prior to or
during the experiment). We then calculated the average flock size,
and four social network metrics for each individual. The four
metrics assessed included the weighted degree which measures
the number and strength of an individual's connections, average
association strength which measures the average strength of an
individual's social connections, weighted clustering coefficient
which measures the extent to which an individual is ‘tightly’
clustered within its group and the weighted eigenvector centrality
which extends the measure of weighted degree by also measuring
the connectedness of an individual's associates.

Social assortment
We examined whether individuals assorted based on their

assigned treatment, that is whether ‘high-density birds’ spend
more time foraging together with ‘high-density birds’ than ex-
pected, and whether ‘low-density birds’ spend more time foraging
together with ‘low-density birds’ than expected. To test this, we
created social networks for each site and period, and calculated the
assortativity coefficient (Newman, 2003) from the weighted asso-
ciations using the R package ‘assortnet’ (Farine, 2014). The resulting
assortment scores range from 1 (perfect assortment: all edges are
between like individuals) to �1 (disassortment; all edges between
unlike individuals), where a value of 0 would indicate random as-
sociations of ‘low’ and ‘high’ density birds. In addition, we created
daily social networks and again calculated the assortativity coeffi-
cient. Here, we excluded days where fewer than two individuals of
each treatment were present.

Statistical Analysis

Site level changes
We predicted that the experimental changes in local population

density would lead to a higher activity and number of individuals
visiting at the high-density location compared to the low-density
location. Therefore, we examined whether our experimental
manipulation led to the predicted changes at the low- and high-
density feeder within each site by exploring three different den-
sity measures: the daily proportion of recordings at each feeder, the
total number of individuals recorded on a given day and the daily
average flock size. Owing to technical issues, feeders occasionally
failed to record data. Therefore, we excluded days on which one of
the two feeders at each site was not recording data for our subse-
quent analysis (across all sites this was the case for about 22% of
days). We fitted generalized linear mixed models (GLMM) with a
binomial error structure (logit-link function) for the analysis on the
proportion of daily visits to each feeder which was inferred from
the number of recordings to the low- and high-density feeder
compared to the total number of recordings at the corresponding
experimental site. We fitted GLMMs with a Poisson error structure
for the total number of individuals, and linear mixedmodels (LMM)
for the average flock size. For all models, we included the period
(pre versus during experimental phase) in interaction with the
treatment (low- versus high-density feeder) and experimental day
(defined as subsequent day within each period to account for any
temporal trends within each experimental period) as explanatory
variables. We included the site identity as a random effect and
incorporated a first-order autoregressive pattern (AR1) for feeder
identity nested within each site to account for temporal autocor-
relation. All models were fitted using the ‘glmmTMB’ R package
(Magnusson et al., 2017). Finally, we conducted post hoc compari-
sons between combinations of period and treatment using esti-
matedmarginal means using the ‘emmeans’ R package (Lenth et al.,
2019). Pairwise comparisons between all factor levels were per-
formed using Tukey-adjusted comparisons and P values were
adjusted for multiple comparisons. This allowed us to examine
whether density increased/decreased for the high-/low-density
feeder in response to the experimental manipulation (within-
feeder comparisons), and whether there was any difference in
density between the low- and high-density feeder prior to and
during the experimental manipulation (between-feeder
comparisons).

Finally, we examined three daily networkmetrics characterizing
the global network structure at each feeder: network density, the
average edge weight and the global clustering coefficient. For the
analysis, we removed networks where fewer than three individuals
were connected (final data distribution of network sizes: minimum
daily network size ¼ 3, maximum ¼ 43, mean ¼ 17.8, see Fig. A2).
We fitted LMMs for the response variables ‘network density’,
‘average edge weight’ (which was transformed by taking the in-
verse) and clustering coefficient (square transformed). The same
explanatory variables were fitted as described above. As random
intercept, we only included site identity because we detected no
significant signs of temporal autocorrelation. We perfomed pair-
wise comparisons as described above.

Individual level changes
We aimed to examine whether the density experienced by

individuals increased/decreased for the high-/low-density in-
dividuals in response to the experimental manipulation (within-
individual comparisons), and whether there was any difference in
density between the low- and high-density individuals prior to and
during the experimental manipulation (between-individual com-
parisons). For our analyses on the individual level, we only selected
birds that were recorded at least 100 times (following Regan et al.,
2022) in each experimental period at a respective site (Ntotal ¼ 162,
Ncontrol ¼ 32, Nlow ¼ 36, Nhigh ¼ 97 individuals, one bird experi-
enced both low and high treatment, two birds visited an experi-
mental and control site). First, we examined whether individuals
significantly increased their visits to the feeder to which they had
been assigned. For each individual, we calculated the number of

https://www.r-project.org/


Table 1
Summary of the main effects comparing the low- and high-density treatments

Low density High density

Local level
Fewer recordings More recordings
Fewer individuals More individuals
Smaller flock sizes Larger flock sizes
Lower network density Higher network density
Lower clustering coefficient Higher clustering coefficient
Individual level
Smaller flock sizes Larger flock sizes
Lower weighted degree Higher weighted degree
Lower average edge weight Higher average edge weight
Lower eigenvector centrality Higher eigenvector centrality

The main effects for the low- and high-density location (local level) and individuals
assigned to the low- and high-density treatment (individual level) during the
experimental density manipulation.
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visits to the low- and high-density feeder within each period. We
then fitted a GLMMwith the number of visits to the assigned feeder
and the number of visits to the unassigned feeder as response
variable (modelled with a binomial error structure). As explanatory
variables, we included period (pre versus during experimental
phase) in interaction with the treatment to which individuals had
been assigned (low versus high). We included individual identity
and site identity as random effects. In addition, we examined
whether the ‘perceived’ density of individuals while foraging
changed according to their assigned treatment. To do so, we fitted
an LMM including mean flock size calculated for each individual
and period as dependent variable. We included the same fixed and
random effects as described above and conducted pairwise com-
parisons between all factor levels of period and treatment.

Finally, we investigated whether our experimental manipula-
tion led to changes in individuals' social network positions. We
fitted LMMs including ‘weighted degree’, ‘average association
strength’ and square transformed ‘weighted eigenvector centrality’
as response variables, and a GLMM for weighted clustering coeffi-
cient using a beta error structure. We included the same fixed and
random effects as described above and conducted pairwise com-
parisons between all factor levels of period and treatment. We used
network permutations to account for the nonindependence of so-
cial network data (i.e. individuals' social network positions are
dependent on one another (Whitehead, 2008)). Specifically, we
performed a node permutation where the identity of each indi-
vidual (i.e. node) in the network was randomized (Whitehead,
2008). Therefore, the overall social network structure for each
experimental period remained constant but the social network
positions that each individual occupied was altered. After each
permutation, we re-ran the models described above and stored the
estimated coefficients of each pairwise comparison. We repeated
this process 1000 times. We inferred statistical significance of each
pairwise comparison by comparing the generated null distribution
of the coefficients for each pairwise comparison from the 1000
permutations to the coefficients for each pairwise comparison of
the observed data. A P value <0.05 indicates that the observed
coefficient lays outside of the 95% range of the null distribution for a
given pairwise comparison (i.e. below the bottom 2.5% or above the
top 97.5%).

Although our experimental sites were set in positions at least
500 m apart, a small minority of birds were recorded at more than
one site and experienced different treatments (2%, see sample sizes
above). For example, a bird assigned to the low-density treatment
at site x may have moved after a few days to site y, experiencing the
high-density treatment. However, because all our analyses were
performed on the site level, that is each individual's foraging
behaviour and social associations at a respective site were consid-
ered and not the overall experienced social associations across all
sites, we decided to include those individuals in our analysis.
Further, by only selecting individuals with at least 100 recordings at
each site and for each experimental period, we ensured that we
only included birds that had experienced a given treatment for an
extended period of time.

Patch discovery experiment
We investigated whether an individual's probability of discov-

ering any novel feeder (regardless of whether it was the one placed
next to the low- or high-density feeder) was predicted by its
assigned treatment (access at the low- or high-density feeder). For
our analyses, we only included birds recorded at the selective
feeders on the day of the patch discovery experiment and that had
been recorded at least 100 times across the density manipulation
period (N ¼ 148). We fitted a GLMM with a binomial error struc-
ture, including whether a bird discovered a novel feeder (yes/no)
within the corresponding experimental period (pre/during the
experiment) as the response variable. As explanatory variable, we
fitted the treatment (individual assigned to high- or low-density
treatment) in interaction with the period (pre/during the experi-
ment). We included individual identity and site identity as random
effects. Finally, for all individuals that did discover a novel feeder,
we examined whether the order and latency in which they
discovered the novel feeder were related to the density treatment.
For the order of discovery, we defined birds visiting within 10 min
of each other as discovering at the same time following previous
work (Aplin et al., 2012; Firth et al., 2016). The latency of discovery
was estimated as the time (s) from the start of the patch discovery
experiment until the birds' first arrival. We fitted LMMs with the
log-transformed order of arrival and square root transformed la-
tency as the response variable and included period and experi-
mental treatment as fixed effects. Further, we included individual
identity and site identity as random effects.

All data manipulation and analyses were carried out using R
version 4.3.0. (R Core Team, 2020) and model fit was checked using
graphical methods (e.g. qq plot of residuals, fitted values versus
residuals).
RESULTS

We recorded in total 334 great tits across the study period
(Ncontrol ¼ 95, Nlow ¼ 43 individuals, Nhigh ¼ 239) of which six
experienced both experimental treatments (because low-density
birds moved to another site where they could access the high-
density feeder, and a small number of birds (N ¼ 37) moved be-
tween control and experimental sites, i.e. experienced control and
the high- or low-density treatment).
Site Level Changes

Change in local population density
We tested whether local densities, measured as the daily pro-

portion of recordings, the number of visiting individuals and the
average flock size changed in relation to our experimental manip-
ulation. All corresponding model results, estimated marginal
means and pairwise comparisons can be found in Tables 1, A1eA6.
The proportion of recordings at an experimental site increased on
average from 61% to 91% between the pre-experimental period and
the experimental period at the high-density feeder and decreased
from 39% to 9% for the low-density feeder (Fig. 2a, model estimates
for all figures were extracted using the ‘effects’ R package; Fox &
Weisberg, 2019). Similarly, the number of recorded individuals
increased by 32% from the pre-experimental period to the
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experimental period at the high-density feeder, and decreased by
30% for the low-density feeder (Fig. 2b, Tables A3, A4). Further,
average flock size increased by 33% from the pre-experimental
period to the experimental period at the high-density feeder, and
decreased by 34% for the low-density feeder (Fig. 2c, Tables A5, A6).
In the pre-experimental period, low- and high-density feeders did
not differ in the proportion of recordings (Table A2), the number of
visiting individuals (Table A4) or the average flock size (Table A6).
During the experiment, however, feeders differed with on average
91% of recordings at the high-density feeder and only 9% at the low-
density feeder (Table A2), and the low-density feeder was visited
on average by 56% fewer individuals (Table A4) and 49% smaller
flock sizes (Table A6) compared to the high-density feeder. At the
two control sites, feeders did not differ in the proportion of re-
cordings, the number of visiting individuals and the average flock
size both prior to and during the experiment (Fig. 2aec,
Tables A1eA6). The proportion of recordings, the number of
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Figure 2. Comparison of (a) the proportion of recordings, (b) the number of individuals and (
and during the density manipulation. The raw data and model estimates ± the 95% confid
orange, data from the low-density feeder in grey and data from the control sites in green.
individuals and the average flock size increased at one feeder from
the pre-experimental period to the experimental period (Fig. 2aec,
Tables A1eA6) and the proportion of recordings decreased at the
corresponding other feeder (Fig. 2a, Tables A1eA6). We detected no
effects of experimental day (Tables A1, A3, A6).

Change in global social network structure
We tested whether the experimental manipulation of local

population density led to changes in the global social network
structure. All corresponding model results, estimated marginal
means and pairwise comparisons can be found in Tables 1, A7eA12.
The network density at the low-density feeders decreased on
average by 26% between the pre-experimental period and the
experimental period (Fig. 3a, Table A8). Network densities at the
high-density feeder remained unchanged (Fig. 3a, Table A8).
Average edge weight remained unchanged at both feeders (Fig. 3b,
Table A10). The global clustering coefficient at the low-density
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feeders decreased on average by 31% between the pre-
experimental period and the experimental period (Fig. 3c,
Table A12). The clustering coefficient at the high-density feeder
remained unchanged (Fig. 3c, Table A12). In the pre-experimental
period, low- and high-density feeders did not differ in network
density (Table A8), the average edge weight (Table A10) and the
clustering coefficient (Table A12). During the experiment, feeders of
the different treatments differed, with the low-density feeder
having on average 35% lower network densities (Table A8), 16%
higher average edge weights (Table A10) and 37% lower clustering
coefficients (Table A12) compared to the high-density feeder. At the
two control sites, feeders did not differ in network density, the
average edge weight and clustering both prior to and during the
experiment (Fig. 3aec, Tables A8, A10, A12), except that average
edge weight differed between the two control feeders during the
‘experimental’ period (Table A10). Further, each control feeder
(i.e. c1 and c2) did not change in network density, the average edge
weight and clustering between the pre-experimental period and
the experimental period (Fig. 3aec, Tables A8, A10, A12).

Assortment by experimental density assignment
We found no strong evidence for assortment by treatment (i.e.

assigned low- or high-density treatment) in the pre-experimental
period at all six experimental sites (Newman's weighted assorta-
tivity coefficient ± SE in the pre-experimental period:
1B ¼ �0.05 ± 0.04, 1H ¼ �0.02 ± 0.04, 2C ¼ �0.03 ± 0.04,
6A ¼ 0.01 ± 0.06, 7C ¼ �0.03 ± 0.03, 7H ¼ �0.003 ± 0.04) and
values did not differ from the range of assortativity coefficients
generated from the permutated data (Fig. 4aec). However, exper-
imental changes in local population density resulted in changes in
the assortment of the network by treatment at four of six sites
(Newman's weighted assortativity coefficient ± SE during the
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experimental period: 1B ¼ 0.08 ± 0.05, 1H ¼ �0.02 ± 0.03,
2C ¼ 0.53 ± 0.08, 6A ¼ �0.02 ± 0.03, 7C ¼ 0.38 ± 0.04,
7H ¼ �0.15 ± 0.04) and could not be explained by the null model
(Fig. 4a). Results on the daily assortativity coefficients can be found
in Fig. A3.

Individual Level Changes

Change in visiting activity and average flock size
We testedwhether individuals changed their visiting patterns in

reponse to the imposed density manipulation, that is whether in-
dividuals allowed access at the low-density feeder also increased
visits to the low-density feeder and vice versa. All corresponding
model results, estimated marginal means and pairwise compari-
sons can be found in Tables A13eA16. To do so we investigated the
proportion of visits to the feeder to which great tits had been
assigned in the pre-experimental and experimental phase. We
found that both low- and high-density individuals increased their
visits by on average 13% and 24%, respectively, to the feeder they
have been assigned to (Fig. 5a, Tables A13, A14). In addition, high-
density birds experienced on average an increase in average flock
size by 17% between pre-experimental and experimental period
(Fig. 5b, Tables A15, A16). Birds in the low-density treatment
experienced smaller flock sizes (by 16%; Fig. 5b, Tables A15, A16).
Individuals assigned to the low- and high-density treatments did
not differ in mean flock size prior to the density manipulation
(Fig. 5b, Table A16). However, during the experiment, birds in the
low-density treatment experienced on average 28% smaller flock
sizes than birds in the high-density treatment (Fig. 5b, Table A16).
At the two control sites, the average flock sizes experienced by
individuals increased on average by 50% (Fig. 5b, Table A16).

Change in social network position
We tested whether the experimental assignment of individuals

to either the low- or high-density treatment led to changes in social
network position. All corresponding model results, estimated
marginal means and pairwise comparisons, can be found in
Tables A17eA24. The weighted degree of individuals assigned to
the high-density treatment increased on average by 19% between
the pre-experimental period and the experimental period (Fig. 5c,
Tables A17, A18). For individuals assigned to the low-density
treatment, weighted degree decreased on average by 30% (Fig. 5c,
Tables A17, A18). Average edge weight decreased for individuals
assigned to the low-density treatment by 37% between the pre-
experimental period and the experimental period (Fig. 5d,
Tables A19, A20), whereas average edge weight remained un-
changed for individuals in the high-density treatment (Fig. 5d,
Tables A19, A20). The weighted clustering coefficient of individuals
both decreased on average by 5% and 4% for birds assigned to the
high- and low-density treatment, respectively (Fig. 5e, Tables A21,
A22). The weighted eigenvector centrality decreased for in-
dividuals assigned to the low-density by on average 57% between
the pre-experimental period and the experimental period (Fig. 5f,
Tables A23, A24). Eigenvector centrality remained unchanged for
individuals in the high-density treatment (Fig. 5f, Tables A23, A24).
In the pre-experimental period, individuals of the low- and high-
density treatments did not differ in weighted degree (Fig. 5c,
Table A18), the average edge weight (Fig. 5d, Table A20), weighted
clustering coefficient (Fig. 5e, Table A22) and weighted eigenvector
centrality (Fig. 5f, Table A24). During the experiment, individuals
differed with the low-density individuals having on average 37%
lower weighted degrees (Fig. 5c, Table A18), 30% lower average
edge weights (Fig. 5d, Table A20) and 55% lower eigenvector cen-
trality (Fig. 5f, Table A24) compared to the high-density individuals.
Individuals of the different treatments did not differ in weighted
clustering coefficient (Fig. 5e, Table A22). At the two control sites,
individuals on average increased weighted degree by 54% (Fig. 5c,
Table A18). Average edge weight, weighted clustering coefficient
and weighted eigenvector centrality did not differ between the two
periods (Fig. 5def; Tables A20, A22, A24).
Patch Discovery Experiment

From the 148 great tits selected for the analysis (see Methods),
119 discovered a novel feeder. In total, we recorded 164 discovery
events by the 119 great tits of which 90 were made by an individual
assigned to the high-density treatment, 34 by individuals in the
low-density treatment and 40 by individuals in the control sites.
From the 119 individuals, five discovered a novel patch at two
different experimental sites. However, we found no evidence that
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birds assigned to the high-density treatment were either more
likely to discover a novel feeder or were faster to do so compared to
birds assigned to the low-density treatment (Fig. 6,
Tables A25eA30). Both prior to and during the experimental
manipulation, birds in the high-density treatment and birds in the
low-density treatment did not differ in the probability (estimated
mean probability to discover: pre high ¼ 0.62, pre low¼ 0.77;
during high ¼ 0.95, during low ¼ 0.72; Tables A25, A26) or speed of
discovering a novel food resource (estimated mean order of dis-
covery: pre high ¼ 4.14, pre low¼ 3.12; during high ¼ 6.04, during
low¼ 6.18; Tables A27, A28; estimated mean latency of discovery:
pre high ¼ 270, pre low¼ 215; during high ¼ 268, during
low¼ 300; Tables A29, A30). However, during the experimental
period birds assigned to the high-density treatment had an
increased likelihood of discovering the novel food source (esti-
mated mean probability of discovering: pre high: 0.62, during high:
0.95; Tables A25, A26). At the two control sites, the probability or
speed of discovering the novel feeder did not differ between the
two periods (Tables A25eA30).

DISCUSSION

Here, we demonstrated how automated feeding stations can be
used to experimentally manipulate local population density and
social structure inwild great tits. Our experiments show that locally
increased densities led to denser and more clustered local social
structures. On the individual level, birds assigned to the low-
density treatment foraged on average in smaller flocks, exhibited
fewer and weaker social connections and occupied less central
network positions compared to birds assigned to the high-density
treatment. However, contrary to our predictions and common as-
sumptions, we found no evidence that the density manipulation
influenced individuals' likelihood and speed of discovering novel
food patches.
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Using automated feeding stations, we assigned great tits to low-
and high-density treatments, and successfully created low- and
high-density locations that differed in the number of individuals,
the proportion of visits and the average group sizes recorded
(Fig. 2). Birds assorted by their assigned treatment at most exper-
imental sites (i.e. stronger association strengths between in-
dividuals of the same treatment; Fig. 4) and increased their foraging
visits to the feeder to which they had been assigned, whereby birds
in the high-density treatment almost exclusively visited the high-
density feeder during the experimental period (Fig. 5a). In-
dividuals assigned to the low-density treatment still visited the
high-density feeder to an appreciable extent (Fig. 5a).

In addition, we showed that the experimental treatment
affected individuals' social environment. While the average flock
size experienced by individuals at the control sites increased to a
similar extent as at the high-density feeders (Fig. 5b), at experi-
mental sites, birds in the low-density treatment experienced on
average smaller foraging flocks than birds in the high-density
treatment (Fig. 5b). Further, birds in the low-density treatment
had fewer social connections, and less central network positions
compared to birds assigned to the high-density treatment (Fig. 5c,
f). However, the observed differences in the social environment
between individuals of the low- and high-density treatment were
relatively small in some cases. For instance, birds in the high-
density treatment foraged on average in flocks of 4.7 individuals
whereas birds in the low-density treatment foraged on average
with 3.4 individuals (Table A16, Fig. 5b). This is presumably because
the density manipulation was in place for a relatively short time
(about 6 weeks) and previous work is suggesting that imposing
segregation for longer increases the amount of segregation over
time (Firth & Sheldon, 2015). Further, our experimental manipu-
lation split past and future breeding pairs that are known to
continue foraging together, even though they are not able to access
the same resources (Firth et al., 2015). Specifically, 42% of the birds
in the low-density treatment had been assigned to a different
treatment than their past or future breeding partner, while only 8%
of the birds in the high-density treatment experienced a potential
separation. Note, however, that we cannot fully distinguish
whether previous or future breeding partners had really been
separated by our experimental manipulation. This is because pre-
vious partners may have already divorced and future partners may
not have yet bonded. In addition, great tits may prefer to forage in
larger social groups because, for instance, they offer protection
against predators. Thus, birds in the low-density treatment may
have spent more time at the ‘incorrect’ feeder (i.e. the high-density
feeder; see Fig. 5a) to continue foraging with their specific desired
future breeding partner and also to remain foraging in larger flocks.
Further research could now assess whether the overall observed
small differences in the social environment between individuals in
the low- and high-density treatments may thus be caused by birds
in the low-density treatment actively attempting to compensate for
their experienced greater social disruption, particularly as previous
studies on this species have suggested such social compensation
(Firth et al., 2015, 2017).

Great tits use social information across a variety of foraging
contexts (Aplin et al., 2012; Farine et al., 2015; Firth et al., 2016)
and birds occupying more central social network positions have
been demonstrated to be more likely to discover novel food
patches (Aplin et al., 2012). We found no evidence that our
experimental density manipulation affected an individual's
likelihood and speed of discovering novel food (Fig. 6). Even
though the density manipulation led to, on average, more central
social network positions of individuals assigned to the high-
density treatment (i.e. higher weighted degree and eigenvector
centrality, Fig. 5c, f), they were not more likely, or faster, to
discover novel food patches. This may be because changes in
individual sociality induced by the density manipulation were
relatively small (see above) and thus did not greatly impact an
individual's social network position and thereby access to infor-
mation. Future studies using such experimental density manip-
ulations over a prolonged period of time (e.g. over the whole
winter period) may allow for a better establishment of the pre-
dicted differences in local density and particularly individual
social environments. Further, the novel food patches may have
been too close (40 m) to the known feeders and thus social in-
formation transmission may have not been necessary for
discovering the novel patches. Therefore, studies providing novel
food resources that are more difficult to find or using other
experimental approaches to test differences in information
transmission (e.g. puzzle boxes; Aplin et al., 2015; Kendal et al.,
2009) in relation to variation in population density may pro-
vide different results. In addition, it is possible that phenotypic
traits, which we did not consider in our experimental manipu-
lation, influenced the likelihood and speed of patch discovery.
While a previous study found no influence of age and sex on
patch discovery in tits over-and-above the effect of social
learning (Aplin et al., 2012), it is possible that other traits such as
personality (i.e. exploration behaviour) could impact patch dis-
covery and may have thus limited our ability to detect effects of
our experimental manipulation. Finally, a limitation of our study
is that we could only capture the social associations at the feeder
and not elsewhere. It is possible that due to the experimental
restrictions, birds (specifically those in the low-density treat-
ment) increasingly foraged and associated with conspecifics
away from the feeder, limiting our ability to detect the full range
of social associations even though previous work has shown that
associations at the feeders carry over and represent associations
in other contexts (Firth & Sheldon, 2015, 2016).

We demonstrated that the experimental manipulation of local
population density led to differences in the local social structure,
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whereby lower densities led to, on average, smaller group sizes, and
less dense and clustered local social networks (Figs. 2 and 3).
Several studies demonstrate a positive relationship between pop-
ulation density, encounter probability and group size in species of
unstable groups (Gerard et al., 2002; Lawes & Nanni, 1993; P�epin &
Gerard, 2008; Southwell, 1984). For instance, in Pyrenean chamois,
Rupicapra pyrenaica, mean group size and the rate at which groups
joined and split increased with increasing population density
(P�epin & Gerard, 2008). The social structure can have profound
ecological and evolutionary implications (Evans et al., 2021;
McDonald & Pizzari, 2018; Montiglio et al., 2018; Sah et al., 2018).
Hence, generating a better understanding of the underlying
mechanisms that shape variation in population density would be
crucial to uncover its impact on social structure and subsequent
population dynamics. While we experimentally induced variation
in local population density, density also naturally varies across
different spatiotemporal scales within and across populations
(Jacquier et al., 2021; Wilkin et al., 2006). For example, features of
the spatial environment such as different habitat characteristics
(e.g. vegetation and the distribution of resources), predation and
demographic processes (emigration and immigration) can influ-
ence population density and may subsequently impact social
structure and population processes (Borgeaud et al., 2017; He et al.,
2021; Lawes & Nanni, 1993; Shizuka & Johnson, 2020; Webber
et al., 2023).

In our study, we investigated the effect of the experimental
density manipulation on the probability and speed of information
acquisition of individuals. However, research comparing informa-
tion transmission in relation to population density on a local level,
rather than on the individual level, warrants further investigation.
For instance, comparing the efficiency of spread (e.g. the time until
the majority of individuals in a group are knowledgeable) between
subpopulations of varying densities (with no or little movement
between subpopulations) may reveal an increased transmission
efficiency at high-density locations, similarly to findings on disease
transmission (Ryder et al., 2005; Storm et al., 2013). Examining the
potential density dependence of information transmission is crucial
given the natural spatiotemporal variation in population density
(Jacquier et al., 2021; Wilkin et al., 2006), and may thus have
important consequences for our understanding of when and where
novel behaviours are likely to spread (Somveille et al., 2018). For
instance, at low-density locations novel behaviours may not spread
successfully even though the behaviour may be advantageous.
Therefore, studying how spatiotemporal variation in ecological
features shapes local social structure and information transmission
would be crucial to better understandwhether and howbehaviours
spread, and subsequently the establishment of local traditions and
cultures.

In contrast to disease transmission, individuals can actively
decide how to act upon novel information (e.g. whether to adopt
a novel behaviour or not). Therefore, studying the density
dependence of information transmission may not necessarily
follow the same dynamics as disease transmission. For instance,
across taxa, individuals often only adopt a new behaviour once
the majority of social associates performs the behaviour (i.e.
conformist learning; Aplin et al., 2015; Danchin et al., 2018; Pike
& Laland, 2010; Van de Waal et al., 2013). In such a case, in-
dividuals with more social connections are expected to adopt a
novel behaviour later than individuals with fewer social con-
nections (Firth, 2020; Firth et al., 2020). In fact, contemporary
research is suggesting that in natural systems, the correlation
between individual social network position and information
acquisition may be dependent on the social learning rule at play
(Beck et al., 2023). Future studies exploring the density
dependence of information transmission using experimental
approaches like the ones outlined here could advance the field
further through consideration of how different social learning
mechanisms may shape behavioural spread.
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Appendix
Table A1
Results of the model examining the effects of the experimental density manipula-
tion on the proportion of recordings

Estimate SE z P

Intercept �0.911 0.891 �1.022 0.307
Period during 1.820 0.035 51.752 <0.0001
Condition c2 1.821 1.107 1.646 0.100
Condition high 1.374 0.908 1.513 0.120
Condition low 0.448 0.908 0.493 0.622
Experimental day 0.000 0.020 0.000 1.000
Period during:condition c2 �3.639 0.050 �73.186 <0.0001
Period during:condition high 0.056 0.039 1.441 0.150
Period during:condition low �3.695 0.039 �94.762 <0.0001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the different experimental treatments: low ¼ low density,
high ¼ high density; c1 and c2 ¼ control feeders. Experimental day describes the
day within each experimental period.

Table A2
Estimated marginal means and pairwise comparisons of the proportion of recordings

Period Condition Probability

Estimated marginal means
Pre c1 0.287
During c1 0.713
Pre c2 0.713
During c2 0.287
Pre High 0.614
During High 0.912
Pre Low 0.386
During Low 0.088

Pairwise comparisons

Comparison Odds ratio SE

Pre c1/during c1 0.162 0.006
Pre c1/pre c2 0.162 0.179
Pre c1/during c2 0.998 1.104
Pre c1/pre high 0.253 0.230
Pre c1/during high 0.039 0.035
Pre c1/pre low 0.639 0.580
Pre c1/during low 4.170 3.785
During c1/pre c2 0.998 1.104
During c1/during c2 6.158 6.811
During c1/pre high 1.562 1.418
During c1/during high 0.239 0.217
During c1/pre low 3.942 3.577
During c1/during low 25.723 23.337
Pre c2/during c2 6.169 0.217
Pre c2/pre high 1.565 1.421
Pre c2/during high 0.240 0.218
Pre c2/pre low 3.949 3.586
Pre c2/during low 25.771 23.401
During c2/pre high 0.254 0.230
During c2/during high 0.039 0.035
During c2/pre low 0.640 0.581
During c2/during low 4.178 3.791
Pre high/during high 0.153 0.003
Pre high/pre low 2.524 1.643
Pre high/during low 16.468 10.722
During high/pre low 16.468 10.722
During high/during low 107.462 69.953
Pre low/during low 6.525 0.110

Estimated marginal means and pairwise comparison are presented across all combinatio
feeder 1 (c1), control feeder 2 (c2)). Shown are the estimated means, standard errors (SE)
for each pairwise comparison.
SE Lower CL Upper CL

0.160 0.079 0.652
0.161 0.347 0.920
0.160 0.348 0.920
0.161 0.080 0.652
0.110 0.391 0.797
0.037 0.808 0.962
0.110 0.203 0.609
0.037 0.038 0.193

t P

�51.752 <0.0001
�1.646 0.722
�0.002 1.000
�1.513 0.801
�3.578 0.009
�0.493 1.000
1.573 0.766
�0.002 1.000
1.643 0.724
0.491 1.000
�1.575 0.765
1.512 0.801
3.579 0.009
51.752 <0.0001
0.493 1.000
�1.573 0.766
1.513 0.801
3.578 0.009
�1.512 0.801
�3.579 0.009
�0.491 1.000
1.575 0.765
�111.216 <0.0001
1.422 0.847
4.303 0.001
4.303 0.001
7.185 <0.0001
111.216 <0.0001

ns of experimental period (pre, during) and treatment (condition: low, high; control
, 95% confidence intervals (CL) for the estimated means, test statistic and the P value

Table A3
Results of the model examining the effects of the experimental density manipula-
tion on the number of visiting individuals

Estimate SE z P

Intercept 2.423 0.397 6.101 <0.0001
Period during 0.581 0.1 5.806 <0.0001
Condition c2 �0.03 0.452 �0.067 0.946
Condition high 0.257 0.44 0.585 0.559
Condition low 0.066 0.441 0.149 0.882
Experimental day �0.004 0.005 �0.735 0.462
Period during:condition c2 �0.45 0.14 �3.218 0.001
Period during:condition high �0.307 0.11 �2.78 0.005
Period during:condition low �0.94 0.112 �8.386 <0.0001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the different experimental treatments: low ¼ low density,
high ¼ high density; c1 and c2 ¼ control feeders. Experimental day describes the
day within each experimental period.



Table A4
Estimated marginal means and pairwise comparisons of the number of individuals
visiting

Period Condition Rate SE Lower
CL

Upper
CL

Estimated marginal means
Pre c1 10.485 4.002 4.956 22.183
During c1 18.752 6.989 9.020 38.983
Pre c2 10.171 3.889 4.801 21.548
During c2 11.596 4.337 5.564 24.169
Pre High 13.562 2.973 8.818 20.857
During High 17.846 3.863 11.667 27.298
Pre Low 11.196 2.470 7.260 17.267
During Low 7.822 1.706 5.098 12.004

Pairwise comparisons

Comparison Ratio SE t P

Pre c1/during c1 0.559 0.056 �5.806 <0.0001
Pre c1/pre c2 1.031 0.466 0.067 1.000
Pre c1/during c2 0.904 0.402 �0.226 1.000
Pre c1/pre high 0.773 0.340 �0.585 0.999
Pre c1/during high 0.588 0.258 �1.212 0.928
Pre c1/pre low 0.936 0.413 �0.149 1.000
Pre c1/during low 1.340 0.589 0.667 0.998
During c1/pre c2 1.844 0.820 1.376 0.868
During c1/during c2 1.617 0.707 1.099 0.957
During c1/pre high 1.383 0.598 0.749 0.995
During c1/during high 1.051 0.453 0.115 1.000
During c1/pre low 1.675 0.725 1.191 0.934
During c1/during low 2.397 1.034 2.026 0.465
Pre c2/during c2 0.877 0.088 �1.311 0.895
Pre c2/pre high 0.750 0.331 �0.653 0.998
Pre c2/during high 0.570 0.250 �1.280 0.906
Pre c2/pre low 0.908 0.401 �0.218 1.000
Pre c2/during low 1.300 0.572 0.597 0.999
During c2/pre high 0.855 0.371 �0.361 1.000
During c2/during high 0.650 0.281 �0.998 0.975
During c2/pre low 1.036 0.449 0.081 1.000
During c2/during low 1.482 0.641 0.910 0.985
Pre high/during high 0.760 0.035 �5.888 <0.0001
Pre high/pre low 1.211 0.315 0.737 0.996
Pre high/during low 1.734 0.447 2.135 0.393
During high/pre low 1.594 0.411 1.809 0.614
During high/during low 2.281 0.583 3.230 0.028
Pre low/during low 1.431 0.072 7.102 <0.0001

Estimated marginal means and pairwise comparisons are presented across all
combinations of experimental period (pre, during) and treatment (condition: low,
high; control feeder 1 (c1), control feeder 2 (c2)). Shown are the estimated means,
standard errors (SE), 95% confidence intervals (CL) for the estimated means, test
statistic and the P value for each pairwise comparison.

Table A5
Results of the model examining the effects of the experimental density manipula-
tion on the local average flock size

Estimate SE z P

Intercept 1.643 0.628 2.616 0.009
Period during 1.598 0.303 5.276 <0.0001
Condition c2 0.181 0.683 0.266 0.791
Condition high 1.008 0.708 1.425 0.154
Condition low 1.082 0.71 1.523 0.128
Experimental day �0.006 0.007 �0.807 0.419
Period during:condition c2 �0.917 0.449 �2.044 0.041
Period during:condition high �0.758 0.343 �2.212 0.027
Period during:condition low �2.501 0.347 �7.212 <0.0001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the different experimental treatments: low ¼ low density,
high ¼ high density; c1 and c2 ¼ control feeders. Experimental day describes the
day within each experimental period.

Table A6
Estimated marginal means and pairwise comparisons of the local average flock size

Period Condition Response SE Lower
CL

Upper
CL

Estimated marginal means
Pre c1 1.537 0.615 0.329 2.746
During c1 3.135 0.569 2.018 4.251
Pre c2 1.718 0.632 0.477 2.960
During c2 2.399 0.568 1.284 3.514
Pre High 2.545 0.349 1.860 3.230
During High 3.385 0.330 2.738 4.032
Pre Low 2.619 0.355 1.922 3.316
During Low 1.716 0.334 1.060 2.372

Pairwise comparisons

Comparison Ratio SE t P

Pre c1/during c1 �1.598 0.303 �5.276 <0.0001
Pre c1/pre c2 �0.181 0.683 �0.266 1.000
Pre c1/during c2 �0.862 0.624 �1.380 0.866
Pre c1/pre high �1.008 0.708 �1.425 0.846
Pre c1/during high �1.848 0.698 �2.647 0.142
Pre c1/pre low �1.082 0.710 �1.523 0.795
Pre c1/during low �0.179 0.701 �0.255 1.000
During c1/pre c2 1.416 0.642 2.207 0.349
During c1/during c2 0.736 0.578 1.274 0.908
During c1/pre high 0.590 0.667 0.884 0.987
During c1/during high �0.250 0.657 �0.381 1.000
During c1/pre low 0.516 0.671 0.770 0.995
During c1/during low 1.419 0.659 2.153 0.382
Pre c2/during c2 �0.680 0.334 �2.037 0.458
Pre c2/pre high �0.827 0.722 �1.144 0.947
Pre c2/during high �1.666 0.713 �2.339 0.274
Pre c2/pre low �0.900 0.725 �1.242 0.919
Pre c2/during low 0.003 0.716 0.004 1.000
During c2/pre high �0.146 0.667 �0.219 1.000
During c2/during high �0.986 0.656 �1.503 0.806
During c2/pre low �0.220 0.670 �0.328 1.000
During c2/during low 0.683 0.659 1.037 0.969
Pre high/during high �0.840 0.163 �5.148 <0.0001
Pre high/pre low �0.074 0.379 �0.194 1.000
Pre high/during low 0.829 0.360 2.303 0.294
During high/pre low 0.766 0.362 2.115 0.406
During high/during low 1.669 0.341 4.899 <0.0001
Pre low/during low 0.903 0.174 5.203 <0.0001

Estimated marginal means and pairwise comparisons are presented across all
combinations of experimental period (pre, during) and treatment (condition: low,
high; control feeder 1 (c1), control feeder 2 (c2)). Shown are the estimated means,
standard errors (SE), 95% confidence intervals (CL) for the estimated means, test
statistic and the P value for each pairwise comparison.

Table A7
Results of the model examining the effects of the experimental density manipula-
tion on the network density

Estimate SE t P

Intercept 0.643 0.076 8.444 <0.0001
Period during 0.048 0.056 0.85 0.395
Condition c2 0.034 0.075 0.453 0.651
Condition high �0.013 0.086 �0.145 0.887
Condition low �0.053 0.087 �0.606 0.554
Experimental day 0 0.001 �0.137 0.891
Period during:condition c2 �0.018 0.082 �0.222 0.825
Period during:condition high 0 0.062 �0.007 0.995
Period during:condition low �0.197 0.063 �3.121 0.002

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the different experimental treatments: low ¼ low density,
high ¼ high density; c1 and c2 ¼ control feeders. Experimental day describes the
day within each experimental period.
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Table A9
Results of the model examining the effects of the experimental density manipula-
tion on the average edge weight

Estimate SE t P

Intercept 6.524 0.655 9.96 <0.0001
Period during 1.072 0.585 1.832 0.067
Condition c2 �0.504 0.782 �0.644 0.52
Condition high 0.101 0.739 0.137 0.892
Condition low �0.373 0.745 �0.502 0.62
Experimental day 0.015 0.008 1.943 0.052
Period during:condition c2 �1.248 0.854 �1.462 0.144
Period during:condition high �1.141 0.649 �1.758 0.079
Period during:condition low �1.787 0.66 �2.708 0.007

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the different experimental treatments: low ¼ low density,
high ¼ high density; c1 and c2 ¼ control feeders. Experimental day describes the
day within each experimental period.

Table A8
Estimated marginal means and pairwise comparisons of the network density

Period Condition Emmean SE Lower CL Upper CL

Estimated marginal means
Pre c1 0.641 0.076 0.479 0.802
During c1 0.688 0.062 0.542 0.834
Pre c2 0.675 0.081 0.507 0.843
During c2 0.704 0.062 0.558 0.850
Pre High 0.628 0.042 0.537 0.719
During High 0.675 0.036 0.591 0.760
Pre Low 0.588 0.043 0.496 0.680
During Low 0.438 0.037 0.353 0.524

Pairwise comparisons

Comparison Estimate SE t.ratio P

Pre c1/during c1 �0.048 0.056 �0.850 0.990
Pre c1/pre c2 �0.034 0.075 �0.453 1.000
Pre c1/during c2 �0.063 0.056 �1.128 0.950
Pre c1/pre high 0.013 0.086 0.145 1.000
Pre c1/during high �0.035 0.085 �0.410 1.000
Pre c1/pre low 0.053 0.087 0.606 0.998
Pre c1/during low 0.202 0.085 2.379 0.320
During c1/pre c2 0.014 0.062 0.223 1.000
During c1/during c2 �0.016 0.033 �0.481 1.000
During c1/pre high 0.060 0.075 0.802 0.988
During c1/during high 0.013 0.071 0.182 1.000
During c1/pre low 0.100 0.076 1.327 0.867
During c1/during low 0.250 0.072 3.479 0.102
Pre c2/during c2 �0.030 0.062 �0.477 1.000
Pre c2/pre high 0.046 0.090 0.515 0.999
Pre c2/during high �0.001 0.089 �0.009 1.000
Pre c2/pre low 0.087 0.091 0.954 0.976
Pre c2/during low 0.236 0.089 2.658 0.202
During c2/pre high 0.076 0.075 1.011 0.961
During c2/during high 0.029 0.071 0.402 1.000
During c2/pre low 0.116 0.076 1.534 0.775
During c2/during low 0.266 0.072 3.696 0.078
Pre high/during high �0.047 0.031 �1.529 0.792
Pre high/pre low 0.040 0.036 1.101 0.956
Pre high/during low 0.190 0.032 5.992 <0.0001
During high/pre low 0.087 0.032 2.720 0.119
During high/during low 0.237 0.021 11.027 <0.0001
Pre low/during low 0.150 0.033 4.572 <0.0001

Estimated marginal means and pairwise comparisons are presented across all
combinations of experimental period (pre, during) and treatment (condition: low,
high; control feeder 1 (c1), control feeder 2 (c2)). Shown are the estimated means,
standard errors (SE), 95% confidence intervals (CL) for the estimated means, test
statistic and the P value for each pairwise comparison.

Table A10
Estimated marginal means and pairwise comparisons of the average edge weight

Period Condition Response SE Lower CL Upper CL

Estimated marginal means
Pre c1 6.800 0.658 5.461 8.139
During c1 7.872 0.461 6.813 8.932
Pre c2 6.296 0.711 4.863 7.730
During c2 6.120 0.462 5.060 7.181
Pre High 6.901 0.357 6.167 7.635
During High 6.833 0.273 6.215 7.450
Pre Low 6.426 0.369 5.672 7.181
During Low 5.712 0.285 5.081 6.342

Pairwise comparisons

Comparison Estimate SE t P

Pre c1/during c1 �1.072 0.586 �1.832 0.599
Pre c1/pre c2 0.504 0.783 0.644 0.998
Pre c1/during c2 0.680 0.587 1.158 0.943
Pre c1/pre high �0.101 0.739 �0.136 1.000
Pre c1/during high �0.033 0.716 �0.046 1.000
Pre c1/pre low 0.373 0.745 0.501 1.000
Pre c1/during low 1.088 0.720 1.512 0.794
During c1/pre c2 1.576 0.645 2.445 0.222
During c1/during c2 1.752 0.342 5.120 <0.0001
During c1/pre high 0.972 0.587 1.655 0.713
During c1/during high 1.040 0.534 1.945 0.559
During c1/pre low 1.446 0.594 2.433 0.304
During c1/during low 2.161 0.541 3.994 0.043
Pre c2/during c2 0.176 0.646 0.272 1.000
Pre c2/pre high �0.605 0.786 �0.769 0.994
Pre c2/during high �0.536 0.765 �0.701 0.996
Pre c2/pre low �0.130 0.792 �0.164 1.000
Pre c2/during low 0.584 0.768 0.761 0.994
During c2/pre high �0.781 0.588 �1.326 0.872
During c2/during high �0.712 0.535 �1.331 0.865
During c2/pre low �0.306 0.596 �0.514 0.999
During c2/during low 0.408 0.542 0.754 0.992
Pre high/during high 0.068 0.323 0.211 1.000
Pre high/pre low 0.474 0.381 1.246 0.918
Pre high/during low 1.189 0.331 3.597 0.008
During high/pre low 0.406 0.336 1.210 0.929
During high/during low 1.121 0.224 4.997 <0.0001
Pre low/during low 0.715 0.342 2.092 0.421

Estimated marginal means and pairwise comparisons are presented across all
combinations of experimental period (pre, during) and treatment (condition: low,
high; control feeder 1 (c1), control feeder 2 (c2)). Shown are the estimated means,
standard errors (SE), 95% confidence intervals (CL) for the estimated means, test
statistic and the P value for each pairwise comparison.

Table A11
Results of the model examining the effects of the experimental density manipula-
tion on the clustering coefficient

Estimate SE z P

Intercept 0.632 0.087 7.27 <0.0001
Period during 0.04 0.062 0.638 0.524
Condition c2 0.019 0.083 0.231 0.817
Condition high �0.061 0.099 �0.614 0.549
Condition low �0.033 0.099 �0.337 0.741
Experimental day 0 0.001 0.418 0.676
Period during:condition c2 �0.016 0.091 �0.177 0.86
Period during:condition high 0.048 0.069 0.695 0.488
Period during:condition low �0.228 0.07 �3.256 0.001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the different experimental treatments: low ¼ low density,
high ¼ high density; c1 and c2 ¼ control feeders. Experimental day describes the
day within each experimental period.
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Table A12
Estimated marginal means and pairwise comparisons of the clustering coefficient

Period Condition Response SE Lower CL Upper CL

Estimated marginal means
Pre c1 0.638 0.087 0.452 0.824
During c1 0.677 0.072 0.508 0.847
Pre c2 0.657 0.092 0.465 0.849
During c2 0.681 0.072 0.511 0.850
Pre High 0.577 0.048 0.473 0.682
During High 0.665 0.042 0.566 0.763
Pre Low 0.604 0.049 0.498 0.710
During Low 0.416 0.043 0.317 0.515

Pairwise comparisons

Comparison Odds ratio SE t P

Pre c1/during c1 �0.040 0.062 �0.638 0.998
Pre c1/pre c2 �0.019 0.083 �0.231 1.000
Pre c1/during c2 �0.043 0.062 �0.686 0.997
Pre c1/pre high 0.061 0.099 0.614 0.998
Pre c1/during high �0.027 0.097 �0.275 1.000
Pre c1/pre low 0.033 0.099 0.337 1.000
Pre c1/during low 0.222 0.097 2.281 0.369
During c1/pre c2 0.020 0.068 0.299 1.000
During c1/during c2 �0.003 0.036 �0.087 1.000
During c1/pre high 0.100 0.087 1.158 0.925
During c1/during high 0.013 0.083 0.157 1.000
During c1/pre low 0.073 0.087 0.838 0.985
During c1/during low 0.261 0.083 3.141 0.154
Pre c2/during c2 �0.024 0.069 �0.344 1.000
Pre c2/pre high 0.080 0.103 0.776 0.992
Pre c2/during high �0.007 0.101 �0.074 1.000
Pre c2/pre low 0.053 0.103 0.509 0.999
Pre c2/during low 0.241 0.101 2.377 0.316
During c2/pre high 0.103 0.087 1.193 0.914
During c2/during high 0.016 0.083 0.194 1.000
During c2/pre low 0.076 0.087 0.873 0.981
During c2/during low 0.265 0.083 3.177 0.147
Pre high/during high �0.087 0.034 �2.554 0.175
Pre high/pre low �0.027 0.040 �0.675 0.998
Pre high/during low 0.161 0.035 4.593 <0.001
During high/pre low 0.060 0.036 1.690 0.694
During high/during low 0.248 0.024 10.440 <0.001
Pre low/during low 0.188 0.036 5.197 <0.001

Estimated marginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high; control
feeder 1 (c1), control feeder 2 (c2)). Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value
for each pairwise comparison.
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Table A13
Results of the model examining whether individuals significantly increased visits to
the feeder to which they had been assigned

Estimate SE z P

(Intercept) 1.033 0.273 3.788 <0.001
Period during 2.636 0.016 165.087 <0.001
Condition low �3.509 0.196 �17.931 <0.001
Period during:condition low �1.521 0.033 �45.742 <0.001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment individuals to which had been assigned:
low ¼ low density, high ¼ high density.

Table A15
Results of the model examining the effects of the experimental density manipula-
tion on the average flock size experienced by each individual

Estimate SE t P

Intercept 2.701 0.891 3.032 0.022
Period during 1.343 0.208 6.446 <0.0001
Condition high 1.303 1.029 1.267 0.251
Condition low 1.357 1.035 1.312 0.235
Period during:condition high �0.649 0.238 �2.724 0.007
Period during: condition low �1.994 0.286 �6.963 <0.0001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A14
Estimated marginal means and pairwise comparisons of the proportion of recordings to the feeder to which individuals had been assigned

Period Condition Probability SE Lower CL Upper CL

Estimated marginal means
Pre High 0.737 0.053 0.622 0.827
During High 0.975 0.007 0.958 0.985
Pre Low 0.077 0.021 0.045 0.131
During Low 0.204 0.048 0.125 0.315

Pairwise comparisons

Comparison Odds ratio SE z P

Pre high/during high 0.072 0.001 �165.087 <0.0001
Pre high/pre low 33.431 6.543 17.931 <0.0001
Pre high/during low 10.963 2.140 12.266 <0.0001
During high/pre low 466.626 91.336 31.397 <0.0001
During high/during low 153.020 29.875 25.766 <0.0001
Pre low/during low 0.328 0.010 �38.224 <0.0001

Estimated marginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high). Shown
are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.



Table A16
Estimated marginal means and pairwise comparisons of the average flock size each individual experienced

Period Condition Probability SE Lower CL Upper CL

Estimated marginal means
Pre Control 2.701 0.891 0.538 4.864
During Control 4.044 0.891 1.881 6.208
Pre High 4.004 0.514 2.755 5.253
During High 4.699 0.514 3.450 5.947
Pre Low 4.058 0.526 2.806 5.310
During Low 3.407 0.526 2.155 4.659

Pairwise comparisons

Comparison Odds ratio SE t P

Pre control/during control �1.343 0.208 �6.446 <0.0001
Pre control/pre high �1.303 1.029 �1.267 0.793
Pre control/during high �1.998 1.029 �1.942 0.458
Pre control/pre low �1.357 1.035 �1.312 0.772
Pre control/during low �0.706 1.035 �0.683 0.978
During control/pre high 0.040 1.029 0.039 1.000
During control/during high �0.654 1.029 �0.636 0.984
During control/pre low �0.014 1.035 �0.013 1.000
During control/during low 0.637 1.035 0.616 0.986
Pre high/during high �0.694 0.116 �6.005 <0.0001
Pre high/pre low �0.054 0.163 �0.331 0.999
Pre high/during low 0.597 0.163 3.653 0.004
During high/pre low 0.640 0.163 3.917 0.002
During high/during low 1.291 0.163 7.901 <0.0001
Pre low/during low 0.651 0.196 3.313 0.014

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.

Table A17
Results of the model examining the effects of the experimental density manipula-
tion on individuals' weighted degree

Estimate SE t P

Intercept 1.473 0.436 3.376 0.013
Period during 0.800 0.171 4.681 <0.001
Condition high 0.643 0.504 1.276 0.245
Condition low 0.799 0.513 1.559 0.163
Period during:condition high �0.403 0.195 �2.064 0.040
Period during: condition low �1.491 0.235 �6.346 <0.001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A19
Results of the model examining the effects of the experimental density manipula-
tion on individuals' average edge weight

Estimate SE t P

Intercept 0.076 0.009 8.489 <0.001
Period during �0.020 0.003 �5.903 <0.001
Condition high �0.009 0.010 �0.908 0.396
Condition low �0.006 0.011 �0.576 0.582
Period during:condition high 0.015 0.004 4.049 <0.001
Period during: condition low �0.007 0.005 �1.440 0.152

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.

Table A18
Estimated marginal means and pairwise comparisons of individuals' weighted degree

Period Condition Emmean SE Lower CL Upper CL

Estimated marginal means
Pre Control 1.473 0.436 0.429 2.517
During Control 2.273 0.436 1.229 3.317
Pre High 2.115 0.252 1.512 2.718
During High 2.512 0.252 1.909 3.115
Pre Low 2.272 0.269 1.659 2.885
During Low 1.581 0.269 0.968 2.194

Pairwise comparisons

Comparison Estimate SE t P

Pre control/during control �0.800 0.171 �4.681 <0.0001
Pre control/pre high �0.643 0.504 �1.275 0.789
Pre control/during high �1.039 0.504 �2.063 0.401
Pre control/pre low �0.799 0.513 �1.559 0.644
Pre control/during low �0.109 0.513 �0.212 1.000
During control/pre high 0.158 0.504 0.313 0.999
During control/during high �0.239 0.504 �0.475 0.996
During control/pre low 0.001 0.513 0.002 1.000
During control/during low 0.692 0.513 1.349 0.754
Pre high/during high �0.397 0.095 �4.184 0.001
Pre high/pre low �0.157 0.142 �1.106 0.879
Pre high/during low 0.534 0.142 3.773 0.003
During high/pre low 0.240 0.142 1.697 0.535
During high/during low 0.931 0.142 6.575 <0.0001
Pre low/during low 0.691 0.161 4.285 <0.0001

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.
P values are inferred from 10000 random permutations.
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Table A20
Estimated marginal means and pairwise comparisons of individuals' average edge weight

Period Condition Emmean SE Lower CL Upper CL

Estimated marginal means
Pre Control 0.076 0.009 0.055 0.098
During Control 0.057 0.009 0.035 0.078
Pre High 0.067 0.005 0.054 0.079
During High 0.063 0.005 0.050 0.075
Pre Low 0.070 0.006 0.057 0.083
During Low 0.044 0.006 0.031 0.057

Pairwise comparisons

Comparison Estimate SE t P

Pre control/during control 0.020 0.003 5.903 0.846
Pre control/pre high 0.009 0.010 0.908 0.345
Pre control/during high 0.014 0.010 1.314 1.000
Pre control/pre low 0.006 0.011 0.576 0.812
Pre control/during low 0.032 0.011 3.052 0.123
During control/pre high �0.010 0.010 �0.978 0.655
During control/during high �0.006 0.010 �0.572 0.990
During control/pre low �0.013 0.011 �1.278 0.789
During control/during low 0.013 0.011 1.198 0.826
Pre high/during high 0.004 0.002 2.293 0.202
Pre high/pre low �0.003 0.003 �1.166 0.273
Pre high/during low 0.023 0.003 7.962 <0.001
During high/pre low �0.008 0.003 �2.639 0.908
During high/during low 0.019 0.003 6.489 <0.001
Pre low/during low 0.026 0.003 8.360 <0.001

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.
P values are inferred from 10 000 random permutations.

Table A21
Results of the model examining the effects of the experimental density manipula-
tion on individuals' weighted clustering coefficient

Estimate SE z P

Intercept 2.486 0.367 6.783 <0.001
Period during �0.052 0.126 �0.416 0.677
Condition high 0.127 0.424 0.301 0.764
Condition low 0.214 0.430 0.497 0.620
Period during:condition high �0.505 0.144 �3.499 <0.001
Period during: condition low �0.446 0.169 �2.638 0.008

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A22
Estimated marginal means and pairwise comparisons of individuals' weighted clustering coefficient

Period Condition Response SE Lower CL Upper CL

Estimated marginal means
Pre Control 0.923 0.026 0.854 0.961
During Control 0.919 0.027 0.848 0.959
Pre High 0.932 0.014 0.900 0.954
During High 0.887 0.021 0.838 0.922
Pre Low 0.937 0.013 0.905 0.958
During Low 0.900 0.020 0.855 0.933

Pairwise comparisons

Comparison Odds ratio SE t P

Pre control/during control 1.054 0.132 0.416 0.972
Pre control/pre high 0.880 0.373 �0.301 1.000
Pre control/during high 1.538 0.650 1.019 0.912
Pre control/pre low 0.808 0.347 �0.497 0.996
Pre control/during low 1.329 0.568 0.665 0.986
During control/pre high 0.836 0.353 �0.425 0.998
During control/during high 1.459 0.615 0.897 0.947
During control/pre low 0.766 0.329 �0.620 0.990
During control/during low 1.261 0.538 0.544 0.994
Pre high/during high 1.747 0.124 7.848 <0.001
Pre high/pre low 0.917 0.102 �0.776 0.971
Pre high/during low 1.509 0.154 4.041 0.001
During high/pre low 0.525 0.056 �6.036 <0.001
During high/during low 0.864 0.083 �1.522 0.650
Pre low/during low 1.645 0.187 4.388 <0.001

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.
P values are inferred from 10 000 random permutations.

Table A23
Results of the model examining the effects of the experimental density manipula-
tion on individuals' weighted eigenvector centrality

Estimate SE z P

Intercept 0.633 0.058 10.873 <0.0001
Period during �0.004 0.058 �0.073 0.942
Condition high �0.063 0.067 �0.943 0.346
Condition low �0.012 0.075 �0.160 0.873
Period during:condition high 0.036 0.066 0.551 0.581
Period during: condition low �0.346 0.079 �4.374 <0.0001

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A24
Estimated marginal means and pairwise comparisons of individuals' weighted eigenvector centrality

Period Condition Response SE Lower CL Upper CL

Estimated marginal means
Pre Control 0.633 0.058 0.519 0.748
During Control 0.629 0.058 0.514 0.743
Pre High 0.570 0.033 0.504 0.636
During High 0.602 0.033 0.536 0.668
Pre Low 0.621 0.048 0.527 0.715
During Low 0.270 0.048 0.176 0.365

Pairwise comparisons

Comparison Odds ratio SE t P

Pre control/during control 0.004 0.058 0.073 1.000
Pre control/pre high 0.063 0.067 0.943 0.935
Pre control/during high 0.031 0.067 0.464 0.997
Pre control/pre low 0.012 0.075 0.160 1.000
Pre control/during low 0.363 0.075 4.807 <0.0001
During control/pre high 0.059 0.067 0.880 0.951
During control/during high 0.027 0.067 0.401 0.999
During control/pre low 0.008 0.075 0.104 1.000
During control/during low 0.359 0.075 4.751 <0.0001
Pre high/during high �0.032 0.032 �1.005 0.916
Pre high/pre low �0.051 0.050 �1.022 0.910
Pre high/during low 0.299 0.050 5.976 <0.0001
During high/pre low �0.019 0.050 �0.381 0.999
During high/during low 0.332 0.050 6.617 <0.0001
Pre low/during low 0.351 0.054 6.453 <0.0001

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.
P values are inferred from 10 000 random permutations.

Table A25
Results of the model examining the effects of the experimental density manipula-
tion on each individuals' probability to discover a novel food patch

Estimate SE z P

Intercept 1.603 0.644 2.488 0.013
Period during �1.284 0.616 �2.086 0.037
Condition high �1.119 0.736 �1.519 0.129
Condition low �0.421 0.825 �0.511 0.610
Period during:condition high 3.698 1.002 3.690 <0.0001
Period during: condition low 1.028 0.986 1.042 0.297

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A26
Estimated marginal means and pairwise comparisons of individuals' likelihood of discovering a novel food source

Period Condition Probability SE Lower CL Upper CL

Estimated marginal means
During Control 0.579 0.144 0.301 0.814
Pre Control 0.832 0.090 0.583 0.946
During High 0.948 0.039 0.793 0.988
Pre High 0.619 0.085 0.445 0.767
During Low 0.716 0.134 0.408 0.902
Pre low 0.765 0.094 0.538 0.901

Pairwise comparisons

Comparison Odds ratio SE t P

Pre control/during control 0.277 0.170 �2.086 0.299
Pre control/pre high 0.076 0.075 �2.621 0.097
Pre control/during high 0.847 0.584 �0.240 1.000
Pre control/pre low 0.545 0.483 �0.685 0.983
Pre control/during low 0.422 0.331 �1.100 0.881
During control/pre high 0.274 0.279 �1.272 0.800
During control/during high 3.061 2.254 1.519 0.652
During control/pre low 1.970 1.822 0.733 0.978
During control/during low 1.524 1.257 0.511 0.996
Pre high/during high 11.171 8.834 3.052 0.030
Pre high/pre low 7.189 6.856 2.068 0.308
Pre high/during low 5.562 4.916 1.941 0.380
During high/pre low 0.643 0.431 �0.658 0.986
During high/during low 0.498 0.259 �1.338 0.763
Pre low/during low 0.774 0.599 �0.331 0.999

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.

Table A27
Results of the model examining the effects of the experimental density manipula-
tion on each individual's order of discovering a novel food patch

Estimate SE z P

Intercept 1.317 0.240 5.484 <0.0001
Period during �0.269 0.234 �1.150 0.250
Condition high 0.105 0.289 0.362 0.717
Condition low �0.178 0.310 �0.575 0.565
Period during:condition high 0.646 0.283 2.282 0.022
Period during: condition low 0.953 0.349 2.726 0.006

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A28
Estimated marginal means and pairwise comparisons of individuals' order of discovering a novel food source

Period Condition Response SE Lower CL Upper CL

Estimated marginal means
Pre Control 3.732 0.896 2.322 5.996
During Control 2.851 0.763 1.680 4.838
Pre High 4.143 0.666 3.016 5.692
During High 6.042 1.019 4.330 8.430
Pre Low 3.122 0.614 2.117 4.605
During Low 6.184 1.453 3.888 9.836

Pairwise comparisons

Comparison Ratio SE t P

Pre control/during control 1.309 0.306 1.150 0.859
Pre control/pre high 0.901 0.260 �0.362 0.999
Pre control/during high 0.618 0.181 �1.642 0.572
Pre control/pre low 1.195 0.370 0.575 0.993
Pre control/during low 0.603 0.203 �1.503 0.663
During control/pre high 0.688 0.215 �1.197 0.838
During control/during high 0.472 0.149 �2.373 0.172
During control/pre low 0.913 0.303 �0.274 1.000
During control/during low 0.461 0.164 �2.174 0.256
Pre high/during high 0.686 0.110 �2.358 0.178
Pre high/pre low 1.327 0.260 1.444 0.700
Pre high/during low 0.670 0.160 �1.681 0.547
During high/pre low 1.935 0.405 3.158 0.023
During high/during low 0.977 0.230 �0.099 1.000
Pre low/during low 0.505 0.131 �2.631 0.096

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.

Table A29
Results of the model examining the effects of the experimental density manipula-
tion on each individual's latency to discover a novel food patch

Estimate SE z P

Intercept 18.799 1.127 16.685 <0.001
Period during �1.272 1.006 �1.265 0.206
Condition high �2.378 1.342 �1.772 0.076
Condition low �4.145 1.423 �2.913 0.004
Period pre:condition high 1.211 1.218 0.994 0.320
Period pre:condition low 3.965 1.493 2.657 0.008

Period refers to the experimental period: prior versus during the density manipu-
lation. Condition refers to the treatment to which individuals had been assigned:
low ¼ low density, high ¼ high density.
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Table A30
Estimated marginal means and pairwise comparisons of individuals' latency of discovering a novel food source

Period Condition Response SE Lower CL Upper CL

Estimated marginal means
Pre Control 353.387 42.359 274.665 442.016
During Control 307.17 43.216 227.734 398.469
Pre High 269.626 24.1 224.121 319.334
During High 267.61 25.246 220.063 319.805
Pre Low 214.735 25.593 167.155 268.266
During Low 300.919 35.815 234.328 375.827

Pairwise comparisons

Comparison Ratio SE t P

Pre control/during control 1.272 1.006 1.265 0.803
Pre control/pre high 2.378 1.342 1.772 0.487
Pre control/during high 2.440 1.366 1.785 0.478
Pre control/pre low 4.145 1.423 2.913 0.046
Pre control/during low 1.452 1.528 0.950 0.933
During control/pre high 1.106 1.434 0.771 0.972
During control/during high 1.167 1.456 0.802 0.967
During control/pre low 2.872 1.508 1.904 0.404
During control/during low 0.179 1.608 0.112 1.000
Pre high/during high 0.061 0.688 0.089 1.000
Pre high/pre low 1.766 0.820 2.154 0.266
Pre high/during low �0.927 1.002 �0.924 0.940
During high/pre low 1.705 0.886 1.924 0.392
During high/during low �0.988 0.993 �0.996 0.919
Pre low/during low �2.693 1.105 �2.438 0.150

Estimatedmarginal means and pairwise comparisons are presented across all combinations of experimental period (pre, during) and treatment (condition: low, high, control).
Shown are the estimated means, standard errors (SE), 95% confidence intervals (CL) for the estimated means, test statistic and the P value for each pairwise comparison.
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Figure A1. Distribution of the number of individuals by the number of recordings during the pre-experimental period. The vertical red line shows the cut-off at 100 recordings for
individuals to be included in the analysis. From all 259 individuals that visited a feeder, 75% had been recorded at least 100 times (minimum ¼ 106, mean ¼ 467, maximum ¼ 1154,
SD ¼ 247.88). The excluded 25% of birds had been recorded on average only 27 times (minimum ¼ 1, maximum ¼ 98, SD ¼ 29.83) during the pre-experimental period.
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Figure A2. Distribution of network sizes inferred for the feeder locations.
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Figure A3. Daily assortativity coefficients for each network shown as black dots and lines. Grey shading represents 95% range of coefficients generated from 1000 random networks.
Vertical black line shows the start of the density manipulation.
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