
This is a repository copy of On stacky surfaces and noncommutative surfaces.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/210972/

Version: Accepted Version

Article:

Faber, E. orcid.org/0000-0003-2541-8916, Ingalls, C., Okawa, S. et al. (1 more author) 
(2025) On stacky surfaces and noncommutative surfaces. Transactions of the American 
Mathematical Society. ISSN 0002-9947 

https://doi.org/10.1090/tran/9201

This is an author produced version of an article published in Transactions of the American 
Mathematical Society made available under the terms of the Creative Commons Attribution
License (CC-BY), which permits unrestricted use, distribution and reproduction in any 
medium, provided the original work is properly cited.

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence 
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the 
authors for the original work. More information and the full terms of the licence here: 
https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



ON STACKY SURFACES AND NONCOMMUTATIVE SURFACES

ELEONORE FABER, COLIN INGALLS, SHINNOSUKE OKAWA, AND MATTHEW SATRIANO

Abstract. Let k be an algebraically closed field of characteristic ≥ 7 or zero. Let A be
a tame order of global dimension 2 over a normal surface X over k such that Z(A) = OX

is locally a direct summand of A. We prove that there is a µN -gerbe X over a smooth
tame algebraic stack whose generic stabilizer is trivial, with coarse space X such that the
category of 1-twisted coherent sheaves on X is equivalent to the category of coherent
sheaves of modules on A. Moreover, the stack X is constructed explicitly through a
sequence of root stacks, canonical stacks, and gerbes. This extends results of Reiten
and Van den Bergh to finite characteristic and the global situation. As applications,
in characteristic 0 we prove that such orders are geometric noncommutative schemes
in the sense of Orlov, and we study relations with Hochschild cohomology and Connes’
convolution algebra.
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1. Introduction

Noncommutative algebraic geometry is a burgeoning field connecting noncommutative
algebra, representation theory, derived categories, and algebraic geometry. Understand-
ing the extent to which noncommutative objects are determined by commutative ones
is of central interest and is a theme which underlies the noncommutative McKay corre-
spondence. In particular, we are interested in understanding when given orders A over
schemes X, we can find stacks X with ModA ≃ qcohX .
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This question can be modified by asking for ModA to be a component of the category
qcohX , or a semi-orthogonal component of the derived category Db cohX . The following
two examples are well known instances of this situation.

Example 1.1. Let G be a finite group and R a commutative ring with G-action. Let
R∗G be the skew group ring and [SpecR/G] be the quotient stack. It follows immediately
from the definitions that we have the following equivalence of categories

Mod(R ∗G) ≃ (G-equivariant R-modules) ≃ qcoh [SpecR/G] . (1.1)

Example 1.2 (cf. Corollary 5.5). Let A be an Azumaya algebra of order N on a scheme
X. Then we can associate a µN -gerbe X to A such that the following equivalences of
categories hold. Here, qcoh(i)X denotes the category of i-twisted quasi-coherent sheaves
on X .

modA⊗i ≃ qcoh(i)X (1.2)

N−1⊕

i=0

modA⊗i ≃ mod
N−1∏

i=0

A⊗i ≃ qcohX (1.3)

Inspired by work of Connes [MR1303779], Chan and the second author [MR2018958]
showed that to every stack X with a choice of finite flat presentation, there is an associated
noncommutative coordinate ring (the convolution algebra); this ring may be thought of as
a noncommutative scheme. Furthermore, they showed that in the case of noncommutative
curves, their construction is reversible: every noncommutative curve is the noncommu-
tative coordinate ring of a smooth Deligne–Mumford curve [MR2018958]. Finding a
groupoid whose convolution algebra is a given algebra has been studied in the setting of
C∗-algebras, see for example [MR854149; MR3976582; MR4166588].
It is desirable to have a converse to [MR2018958] beyond the curve case since it allows

one to import (stacky) geometric techniques in the study of noncommutative rings. It is
even further desirable to ensure that in such a converse construction, the stack is Morita
equivalent to the module category of the noncommutative ring. We say that an additive
category C is a component of the additive category D if there is an additive category E
such that D is equivalent to the direct sum D ≃ C ⊕ E . The following questions are of
interest:

Question 1.3. Let A be a sheaf of algebras over a scheme S.

• When does there exist a stack X such that modA is a component of qcohX ?
• When does there exist a stack X with coarse moduli space π : X → S with a
vector bundle V on X such that A ≃ π∗ End(V )?

We achieve both of these goals in the case of noncommutative surfaces. Our result
is much more involved than the case of noncommutative curves due to the presence of
singularities. In this paper we consider the following class of noncommutative surfaces
(see Situation 2.3 for its local version).

Definition 1.4. Let k be an algebraically closed field of characteristic 0 or p ≥ 7. We
say the pair (X,A) is a smooth tame split order of dimension 2 if the following hold.

• X is a normal, connected, and quasi-projective surface over k.
• A is a split tame order on X of gl. dimA = 2; this implies A is a reflexive coherent
sheaf on X. Here, split means that OX is locally a direct summand of A as an
OX-submodule, which holds for example if char(k) ∤ rankA. See Definition 2.4
for the definition of tameness.
• Z(A) = OX .
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The theorem below is our main result and is a combination of Theorem 4.5 and the
main result of Section 5.

Theorem 1.5. Let k and the pair (X,A) be as in Definition 1.4. Then there exists
a smooth tame algebraic stack X with coarse space X and an equivalence of k-linear
categories

modA ≃ coh(1)X (1.4)

between the category of coherent right A-modules and 1-twisted coherent sheaves on X .
Furthermore, if A⊗ k(X) is a matrix ring over the quotient field k(X) of X, then X is
generically a scheme and modA ≃ cohX .
The following corollary is an immediate application of Theorem 1.5. To the best of the

authors’ knowledge, this is the only known proof so far and the problem is open if we
allow the global dimension of A to be greater than 2.

Corollary 1.6. Let A and X be as in Theorem 1.5 and assume X is projective. Fur-
ther assume that X is smooth Deligne–Mumford and generically tame (this automatically
holds in characteristic zero). Then the derived categoryDb modA is a geometric noncom-

mutative scheme in the sense of [MR3545926]. Namely, it has an admissible embedding
into the derived category of a smooth projective variety over k.

Equation (1.4) implies that modA, and hence its derived category, is equivalent to
a component of an orthogonal decomposition of Db cohX . On the other hand, our
hypotheses on X combined with [MR2483938] tell us X is a global quotient. Hence
X is a smooth projective tame algebraic stack (see [MR3573964] for the definition of
projective stacks), so it is a geometric noncommutative scheme by [MR3573964]. Thus
we obtain Corollary 1.6.
As another immediate corollary of Theorem 1.5, we obtain an equivalence of Hochschild

cohomology by, say, [keller2003derived].

Corollary 1.7. There is an equivalence of Hochschild cohomology

HH•(modA) ≃ HH•(coh(1)X ) (1.5)

The category cohX admits an orthogonal decomposition by the subcategories of m-
twisted sheaves for m ∈ Z/NZ when X is a µN -gerbe (see Corollary 5.5). In particular
we have a product decomposition of Hochschild cohomology as follows:

HH• (X ) =
∏

m∈Z/NZ

HH•
(
coh(m)X

)
(1.6)

The decomposition (1.6) admits the following more concrete description based on

HH•(X ) = Hom•
X×X (∆∗OX ,∆∗OX ) , (1.7)

where ∆: X → X×X is the diagonal morphism. Note that X×X is a µN×µN -gerbe, and
since OX is 0-twisted, the decomposition (5.5) of ∆∗OX corresponding to the character

group ̂µN × µN = Z/NZ× Z/NZ is concentrated in the anti-diagonal part as follows:

∆∗OX =
⊕

m∈Z/NZ

(∆∗OX )(m,−m) (1.8)

Thus we obtain the decomposition

Hom•
X×X (∆∗OX ,∆∗OX ) =

∏

m∈Z/NZ

Hom•
X×X

(
(∆∗OX )(m,−m) , (∆∗OX )(m,−m)

)
(1.9)
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and the m-th component on the right hand side corresponds to that of the right hand
side of (1.6).

By definition coh(1)X = coh(1)X , so that via (1.5) the Hochschild cohomology of A
is equivalent to a direct summand of the Hochschild cohomology of X . It is conceivable
that the deformations of A can be investigated by means of the Hochschild cohomology
of the gerbe X via (1.5), which in turn is expected to admit a version of the Hochschild–
Kostant–Rosenberg isomorphism. Unfortunately, however, the HKR isomorphism for
stacks is not fully established in the literature and in particular not for our gerbe X
(see, say, [MR4003476], where the HKR isomorphism is proved for global quotients of
smooth varieties by finite groups in characteristic 0).

Our construction of X itself draws an interesting parallel between noncommutative
algebraic geometry and the “bottom-up” construction [MR3719470] due to Geraschenko
and the fourth author. Given a smooth tame Deligne–Mumford stack Y with trivial
generic stabilizer, one may consider the effective Weil divisor D =

∑
i eiDi on Y where

the support of D is the branch divisor of the coarse space π : Y → Y and where ei is the
ramification degrees of π along Di. The bottom-up construction [MR3719470] proves
that D completely determines Y . Moreover, one may reconstruct Y from D through
an iterated procedure of two simple operations known as root stacks [MR2306040;
MR2450211] and canonical stacks [MR1005008]; specifically, Y is the canonical stack
over the root stack over the canonical stack of Y , where the root stack is taken along D.
It is important to note that not every (Y,D) arises as the branch divisor of a smooth
Deligne–Mumford stack, see [MR3719470].

In analogy with the branch divisor of the coarse space map π : Y → Y , one may
consider the branch divisor of a noncommutative surface over its underlying commutative
surface, i.e. given a smooth tame split order (X,A) of dimension 2, one may consider the
ramification locus D of A. Our proof of Theorem 1.5 shows that D arises as the branch
locus of a smooth tame stack X . Moreover, our construction of X follows the bottom-
up procedure described above and hence gives precise information about the geometric
structure of X . Specifically, we construct morphisms of stacks and orders

Ac Ar A

X := Xg Xc Xr X
g c r

which sequentially move structure from A into stack. More precisely, the morphisms
and algebras satisfy the following properties:

(1) Xr is normal and Ar is a maximal order Azumaya in codimension one such that

modAr ≃ modA. (1.10)

The map r resolves the singularities of the pair (X,D) in codimension one, where
D is the Q-divisor with standard coefficients determined by A.

(2) Xc is smooth and Ac is the reflexive hull of c∗Ar; it is an Azumaya algebra and
satisfies

modAc ≃ modAr. (1.11)

(3) g : Xg → Xc is the µN -gerbe corresponding to Ac, where [Ac] ∈ H2
ét(Xc, µN).

There is an equivalence of categories

coh(1)Xg ≃ modAc. (1.12)
4



Our constructions described above are both global as well as positive characteristic
generalizations of those by Reiten and Van den Bergh [MR978602]; the latter results
are established in the case of complete local rings of surfaces in characteristic zero. In
the case considered in [MR978602], the extensions from X to Xr and from Xr to Xc

are both Galois (when interpreted appropriately). In [MR978602] they prove that the
composition of extensions is again Galois, which allows them to directly show the Morita
equivalence between A and Ac. On the contrary, in our situation the extensions are
not necessarily Galois but are quotients by finite linearly reductive group schemes. In
particular, it is not clear whether the composition of the extensions is also such a quotient.
In this paper we use the Galois theory of Hopf algebras as explained in [Montgomery],
and instead of trying to combine the extensions into one, we prove the Morita equivalence
in two steps; namely, we prove the local version of the equivalence between A and Ar

first in Corollary 2.19 and then (the local version of) the equivalence between Ar and Ac

in Corollary 2.27.

Acknowledgments
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2. Generalizing Reiten-Van den Bergh to characteristic p ≥ 7

Our goal in this section is to generalize some of the results established in [MR978602]
from characteristic 0 to characteristic p ≥ 7. We begin with some preliminaries.
First, throughout this paper we consider right modules unless otherwise stated. For

an algebra A (over a symmetric monoidal category), we let Ae := Aop ⊗ A denote the
enveloping algebra. An A-bimodule is a module over Ae. We let Z(A) denote the centre

of the algebra A.
Next, Azumaya algebras will play an important role in this paper; a standard reference

for this material is [MR559531]. We recall the following definition.

Definition 2.1. Let R be a commutative local ring. An Azumaya algebra over R is
an R-algebra A which is a free R-module of finite rank such that the following natural
homomorphism of R-algebras is an isomorphism.

A⊗R Aop → EndR(A); a⊗ bop 7→ [x 7→ axb] (2.1)

More generally, if X is an algebraic stack and A is a coherent sheaf of OX -algebras, we say
A is a sheaf of Azumaya algebras if A is locally free as an OX -module and the following
natural map, similar to (2.1), is an isomorphism.

A⊗OX
Aop → EndOX

(A) (2.2)

Remark 2.2. The Azumaya condition can checked locally in the following sense. Let A
be a sheaf of algebras over a stack X , and let f : U → X be a flat surjective morphism
of stacks; note that f is not assumed to be locally finitely presented. Then by faithfully
flat descent, A is a sheaf of Azumaya algebras if and only if the pullback f ∗A is.

We consider the following class of noncommutative surfaces, which generalizes the set-
up in Reiten-Van den Bergh [MR978602].

Situation 2.3 (Local version of Definition 1.4).
5



• k is an algebraically closed field of characteristic 0 or p ≥ 7.
• R is an integrally closed noetherian complete local k-algebra of dimension 2 such
that R/m = k. Let K := Q(R) be the field of fractions.
• A is a central simple algebra over K.
• Λ is a tame R-order in A of global dimension 2.
• R is a direct summand of Λ as an R-module. This is the case, for example, when
char(k) 6 | rankΛ.

The notion of tameness appearing in Situation 2.3 is defined as follows.

Definition 2.4. Let (R,A) be as in Situation 2.3. An R-order Λ in A is tame if it is
reflexive as an R-module and Λ ⊗R Rp is a hereditary Rp-algebra for any prime ideal
p ⊆ R of height 1; i.e., it is an Rp-order of global dimension 1.

We note that the above conditions follow automatically when A has Krull dimension
and global dimension two:

Theorem 2.5 ([MR0719665]). Let A be an R order and suppose that the Krull di-
mension of A is the global dimension of A. Then A is a Cohen-Macaulay R module and
the localization of Ap, at a prime ideal p of R, has Krull dimension and global dimension
equal to the height of p.

Remark 2.6. It would be interesting to know if the last assumption of Situation 2.3
follows from the rest when char(k) ≥ 7.

Definition 2.7. An R-order Λ is of finite representation type if there are only finitely
many finitely generated indecomposable reflexive Λ-modules up to isomorphisms.

Remark 2.8. A tame order of global dimension 2 is of finite representation type (see [MR978602]).
In fact, by [MR245572], any reflexive Λ-module is projective. Alternatively, see [MR3251829].

We next recall the dualizing bimodule following [MR2492474]. Consider the envelop-
ing algebra Λe = Λop ⊗k Λ of Λ and the derived category D(Λe) of right Λe-modules.

Definition 2.9. The rigid dualizing complex of Λ is a pair consisting of an object DΛ ∈
D(Λe) and an isomorphism χ : DΛ

∼−→ RHomΛe(Λ, DΛ ⊗DΛ) in D(Λe) which is uniquely
characterized by the following properties:

• DΛ has finite injective dimension on both sides.
• For each i, Hi(DΛ) is finitely generated both as a left Λ-module and as a right
Λ-module.
• Both of the natural maps Λ→ RHomΛ(DΛ, DΛ) and Λ→ RHomΛop(DΛ, DΛ) are
isomorphisms in D(Λe).

The dualizing bimodule ωΛ is defined as follows.

ωΛ = H− dimR(DΛ) (2.3)

Remark 2.10.
• Rigid dualizing complexes exist for algebras Λ as in Situation 2.3 by [MR1753810].
Hence ωΛ = H−2(DΛ) exists as well.
• We have the following explicit descriptions forDΛ and ωΛ. The proof of [MR2492474]
applies to the Λ under consideration. Below DR ≃ ωR[2] denotes the rigid dual-
izing complex of R (recall that R as in Situation 2.3 is Cohen-Macaulay).

DΛ ≃ RHomR(Λ, DR) (2.4)

ωΛ ≃ HomR(Λ, ωR) (2.5)

• By the uniqueness of the balanced dualizing complexes, both they and dualizing
bimodules commute with localizations to (Zariski/ étale/ formal) neighborhoods
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and glue together if they exist locally. In particular the dualizing bimodules in
the global Definition 1.4, which are defined similarly to Definition 2.9, exist and
are given by the following formula.

ωA = HomOX
(A, ωX) (2.6)

Definition 2.11. In Situation 2.3, let I ⊂ A be a divisorial ideal of Λ (cf. [MR978602]);
i.e., a finitely generated Λ-submodule of A such that IK = A which is reflexive as an
R-module and Ip is invertible for any prime ideal p ⊂ R of height 1. We associate to I
the following Z-graded A-algebra

Λ[I] :=
⊕

j∈Z

I(j)xj ⊆ A[x, x−1], (2.7)

where

I(j) :=

{
(I⊗j)

∨∨
j ≥ 0

[Λ: I](−j) j < 0
(2.8)

[Λ: I] := {a ∈ A | aI ⊆ Λ} . (2.9)

Here we opted for the notation Λ[I] over Λ[I±], following [MR978602].
If there is n > 0 such that I(n) = Λa (= aΛ) for some a ∈ K∗, set

Λ[I]n := Λ[I]/(1− axn). (2.10)

Note that Λ[I]n depends on the choice of the element a ∈ K∗. Note that if (a, n) solves
this equation, then (ak, nk) provides another solution. So we choose (a, n) minimal such
that I(n) = aΛ with respect to the partial order (a, n) ≤ (b,m) if n|m and a

m
n Λ = bΛ.

([MR978602]).
Applying the above construction to the divisorial ideal I = D (Λ/R) defined in [MR978602]

(see also Remark 2.12 for details), where the existence of a and n > 0 as above is explained
in the first paragraph of [MR978602], we obtain

Λ1 := Λ[D (Λ/R)]n. (2.11)

As we explain in Remark 2.12 below, the dualizing bimodule ω−1
Λ is isomorphic toD (Λ/R)

as Λ-bimodule. In this paper we always think of ω−1
Λ as a divisorial ideal via this identi-

fication. In particular we use the following notation as well.

Λ1 = Λ[ω−1
Λ ]n (2.12)

R1 := Z(Λ1) (2.13)

Remark 2.12. It turns out that the divisorial ideal D (Λ/R) defined in [MR978602] is
isomorphic to ω−1

Λ as Λ-bimodule. Indeed, since both sides are reflexive, it is enough to
confirm the assertion locally at all height 1 primes p of R and use the structure theorem
for the hereditary order Λp. Note that the proof of [MR2492474] gives us the formula

ωΛ ≃ ωR ⊗ radΛp−1

in codimension one at p. Let e be the ramification index of Λ at p, i.e. e ≥ 1 is the
smallest integer such that

radΛe = p.

Note furthermore that e| rankΛ.
7



Although [MR978602] discusses the Z/n-graded algebra Λ1 and its centre R1, we
could instead consider the Z-graded versions as follows.

Λ̃ := Λ[ω−1
Λ ] (2.14)

R̃ := Z(Λ̃) (2.15)

In Proposition 2.17 we show that Λ1 and Λ̃ are graded Morita equivalent. Lemma 2.13
below plays a central role in its proof. Consider the (Z/n× Z)-algebra Λ1[ξ, ξ

−1], where
the Z-degree of Λ1 is taken to be 0 and

deg ξ =
(
−1, 1

)
∈ Z/n× Z. (2.16)

Lemma 2.13. There is an isomorphism of Z-graded algebras
(
Λ1[ξ, ξ

−1]
)
0
≃ Λ̃, (2.17)

where the left hand side is the degree 0 part with respect to the Z/n-grading.

Proof. To avoid notational complication, put

∆ := Λ1 =
⊕

ı∈Z/n

∆ı. (2.18)

Then
(
∆[ξ, ξ−1]

)
0
=

⊕

j∈Z

∆ξ
j =

⊕

ı∈Z/n

⊕

j∈Z
j=ı

∆ıξ
j. (2.19)

Define the isomorphism ϕ : (∆[ξ, ξ−1])0 → Λ̃ as follows. For 0 ≤ ℓ < n and q ∈ Z,

put j = ℓ + qn. Let qℓ : Λ̃ℓ
∼−→ ∆ℓ be the natural bijection. Then define the degree j

component of ϕ as follows.

ϕj : ∆ξ
j → Λ̃j; λξj 7→ q−1

ℓ (λ)aqxqn = q−1
ℓ (λ)a⌊

j

n
⌋xqn (2.20)

One can easily confirm that ϕ is a homomorphism of Z-graded algebras. In order to see
that ϕ is an isomorphism, note that

Λ̃j = Λ̃ℓ

(
Λ̃n

)q

= Λ̃ℓa
q. (2.21)

�

Corollary 2.14.
(
R1[ξ, ξ

−1]
)
0
≃ R̃. (2.22)

Proof. This follows from Lemma 2.13 and the following computation.

Z
((
Λ1[ξ, ξ

−1]
)
0

)
≃

(
Z
(
Λ1[ξ, ξ

−1]
))

0
=

(
Z (Λ1) [ξ, ξ

−1]
)
0

(2.23)

�

Corollary 2.15. R̃ is an algebra of finite type over R, and Λ̃ is finitely generated as an

R̃-module.

Proof. The first assertion follows from Corollary 2.14. To see this, since µn is reductive,
it is enough to show that R1[ξ, ξ

−1] is of finite type over R. This in turn follows from the
fact that R1 is a finitely generated R-module, as it is an R-submodule of the R-module
Λ1, which is obviously finitely generated.

The second assertion similarly follows from Lemma 2.13. In fact, as Λ1 is a coherent
R1-module, Λ1[ξ, ξ

−1] is coherent as an R1[ξ, ξ
−1]-module, which in turn is a coherent

8



R̃-module by Corollary 2.14. Since Λ̃ is an R̃-submodule of Λ1[ξ, ξ
−1] by Lemma 2.13, it

is also a coherent R̃-module. �

Corollary 2.16. There is an isomorphism of algebraic stacks
[
Spec R̃/Gm

]
≃ [SpecR1/µn] . (2.24)

Proof. By Corollary 2.14, both sides are isomorphic to the quotient stack
[
SpecR1[ξ, ξ

−1]/ (µn ×Gm)
]
. (2.25)

To see this, note that the actions of the subgroups µn and Gm on SpecR1[ξ, ξ
−1] are both

free. �

The isomorphism of algebraic stacks (2.24) induces an equivalence of categories of
coherent algebras as follows.

Alg
(
coh

[
Spec R̃/Gm

])
≃ Alg (coh [SpecR1/µn]) . (2.26)

Note that Λ̃ can be regarded as an object of the left hand side of (2.26), whereas Λ1

can be regarded as an object of the right hand side. They correspond to each other

under (2.26). In particular, the Z-graded algebra Λ̃ and the Z/n-graded algebra Λ1 are
“Morita equivalent” as follows.

Proposition 2.17. There is an equivalence of categories

α : modZ Λ̃ ⇄ modZ/n Λ1 : β (2.27)

Proof. The definitions of α and β follow from the fact that Λ̃ and Λ1 correspond to each
other under the equivalence of categories (2.26). For the convenience of the reader, we
write them down explicitly.

For N ∈ modZ Λ̃

α(N) :=
(
N ⊗Λ̃ Λ1[ξ, ξ

−1]
)
0
∈ modZ/n Λ1. (2.28)

Conversely, given M ∈ modZ/n Λ1,

β(M) :=
(
M [ξ, ξ−1]

)
0
∈ modZ

(
Λ1[ξ, ξ

−1]
)
0

Corollary 2.14≃ modZ Λ̃. (2.29)

�

Proposition 2.18.
Λ1 ∗ O∨

µn
≃ EndΛ(Λ1).

Proof. First note that Oµn
= k[t]/(tn − 1) with comultiplication ∆(t) = t ⊗ t, and Λ1

is a Oµn
-comodule. Hence Λ1 is a O∨

µn
-module. The Hopf algebra O∨

µn
≃ OZ/n and so

there is a complete set of orthogonal idempotents e0, . . . , en−1 which give a basis of OZ/n

with pairing ei(t
j) = δij. Let Λ =

∑
λi ∈ Λ1 be an element of Λ1 with its decomposition

into graded components. Then action of OZ/n is described by eiλ = λi. Let d ∈ Λ1 be
homogeneous of degree j, then

ei(dλ) = dλi−j = dei−jλ

hence we see that
Λ1 ∗ O∨

µn
=

⊕
Λ1ei

with relations eid = dei−j for all d ∈ Λ1 of degree j as in [Montgomery]. Hence

eiΛ1ej = ω
(i−j)
Λ ej
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eiΛ1ejejΛ1eℓ = ω
(i−j)
Λ ω

(j−ℓ)
Λ eℓ

and so the multiplication in Λ1 ∗ O∨
µn

is isomorphic to that of

EndΛ(
⊕

ω
(i)
Λ ) =

⊕

i,j

HomΛ(ω
(i)
Λ , ω

(j)
Λ ) =

⊕

i,j

ω
(j−i)
Λ .

�

Corollary 2.19. There is an equivalence of categories

modZ/n Λ1 ≃ modΛ. (2.30)

Proof. The equivalence is obtained as the composition of the following equivalences.

modZ/n Λ1 ≃ modΛ1 ∗ µn

Proposition 2.18≃ modEndΛ Λ1 ≃ modΛ (2.31)

The last equivalence follows from the fact that Λ has global dimension 2. In fact, Λ1 as a
Λ-module, contains Λ as a direct summand and is a projective module by [MR245572].
Alternatively, see [MR3251829]. �

Corollary 2.20. Λ1 has global dimension 2.

Proof. By Corollary 2.19, since Λ has global dimension 2, the category modZ/n Λ1 has
global dimension 2. As modZ/n Λ1 ≃ modΛ1 ∗ µn, the algebra Λ1 ∗ µn also has global
dimension 2. As Λ1 is a direct summand of this algebra as a bimodule over itself and
Λ1 ∗µn is a free module over Λ1, it follows from [MR1811901] that the global dimension
of Λ1 is at most 2. It is clearly at least 2, hence the conclusion. �

Let R1 be the centre of Λ1. It inherits the Z/n-grading of Λ1.
Before stating the next result, we recall (and extend) the definition of linearly reductive

quotient singularities.

Definition 2.21. Let X be a normal surface over k. A closed point x ∈ X(k) is a linearly
reductive quotient singularity if there is a finite linearly reductive group scheme H acting
linearly on A2 such that

ÔX,x ≃ ÔA2/H,0. (2.32)

By [MR268188], this is equivalent to the existence of a smooth affine variety U over k,
a finite linearly reductive group scheme H over k acting on U , and an étale morphism

U/H → X (2.33)

whose image contains x ∈ X.
More generally, let X be a normal algebraic stack over a field k with finite inertia

and 2-dimensional coarse space. We say a k-rational point x : Speck → X is a linearly
reductive quotient singularity if there existH y U as above and a smooth (not necessarily
étale) morphism as in (2.33) whose image contains x ∈ X.

Remark 2.22. For schemes, linearly reductive quotient singularities are defined in terms
of étale covers. However, for stacky surfaces X we defined linearly reductive quotient
singularities in terms of the existence of smooth covers (since étale covers by schemes
generally do not exist). We show that these two definitions are consistent, i.e. if X is a
surface and there is a smooth cover of the form U/H with U smooth and H finite linearly
reductive, then there is an étale cover of this form.

If the characteristic of k is at least 7, then for schemes of dimension 2, F -regular singu-
larities are the same as linearly reductive quotient singularities by [2021arXiv210201067L].
Also, U is F -regular since it is smooth over a perfect field and since direct summands
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inherit F -regularity, U/H is strongly F -regular. Next, since smooth morphisms étale
locally have sections, we may assume we have a smooth surjection U/H → X with a
section. The existence of such a section implies that OX is a direct summand of the
structure sheaf of U/H, so X is strongly F -regular, hence has linearly reductive quotient
singularities.

In characteristic 0, we can similarly argue by replacing “F -regular” with “log terminal”
to conclude that, again in dimension 2, being a quotient singularity is a local property in
smooth topology (see, say, [MR3057950]).

Unfortunately it is not clear to the authors if [2021arXiv210201067L] generalizes
to singularities over perfect fields. Actually, this prevents them from applying the main
arguments of this paper to not-necessarily algebraically closed fields. The issue lies in
that the classification of canonical surface singularities is known only over algebraically
closed fields.

For a general perfect field k, we can still find a finite Galois extension k ⊂ L and present
the base change of the original singularity to L as a quotient by a linearly reductive
group scheme (over L). As we illustrate in Example 2.23, in good cases the Galois group
is linearly reductive and we can combine it with (a descent to k of) the group scheme,
so as to prove that the original singularity over k is also a linearly reductive quotient
singularity. However, it is unclear if such an argument always works or not.

Example 2.23. Consider the following singularity.

k = F3 (2.34)

R = k[x, y, z]/(z3 − x2 − y2) (2.35)

Note that R is not isomorphic to the A2-singularity unless we extend the base field k.
On the other hand, in doing so we can find a presentation of R as a linearly reductive
quotient singularity as follows.

Put

L = k[
√
−1] = k[i]/(i2 + 1), (2.36)

so that

RL = R⊗k L ≃ L[x, y, z]/
(
z3 − (x+ iy)(x− iy)

)
. (2.37)

It is an L-subalgebra of S = L[u, v] by the following map.

x+ iy 7→ u3 (2.38)

x− iy 7→ v3 (2.39)

z 7→ uv (2.40)

The L-algebra S admits a Z/3Z-grading given by

deg u = 1, deg v = −1. (2.41)

It corresponds to a µ3-action on S and the homomorphism above identifies RL with the
invariant subring Sµ3 .

On the other hand, the k-algebra

S ≃ k[u, v, i]/(i2 + 1) (2.42)
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admits a µ6-action corresponding to the Z/6Z-grading as follows.

deg u = 2 (2.43)

deg v = −2 (2.44)

deg i = 3 (2.45)

We have the following short exact sequence of group schemes over k.

1→ µ3 → µ6 → Autk(L)→ 1 (2.46)

Indeed, the Galois group Autk(L) ≃ Z/2Z is generated by the automorphism

i 7→ −i (2.47)

of L and it lifts to the action µ6 y S via (µ6)red
∼−→ Autk(L). The map µ3 → µ6 is the

dual of the standard quotient map Z/6Z ։ Z/3Z. The induced action µ3 y S coincides
with the one above. Hence Sµ6 ≃ R and R is a linearly reductive quotient singularity
over k.

Let us resume the analysis of Λ1.

Proposition 2.24. There is a finite linearly reductive group scheme H and a linear
action on S := k[[x, y]] which is free on SpecS \ {0} such that R1 = SH .

Proof. By [MR978602], Λ1 is reflexive Azumaya and tame. In particular, it follows that

Λ1 ≃ (Λ⊗R R1)
∨∨ . (2.48)

Since we assume in Situation 2.3 that R is a direct summand of Λ, it follows from (2.48)
that R1 is a direct summand of Λ1. Hence it is of finite representation type. In particular,
the divisor class group of R1 is finite and hence R1 is Q-Gorenstein. We let Spec∆ →
SpecR1 denote an index 1 cover of SpecR1, so that ∆ is Z/r-graded for some r > 0
and R1 = ∆0 (∆ is nothing but the algebra Λ1 as defined in (2.12) for Λ = R1). It
follows that the divisor class group of Spec∆ is also finite. Hence by [MR276239],
it is a rational singularity. Since Spec∆ is also Gorenstein, it follows that Spec∆ is a
canonical singularity. Therefore, since we assume that the characteristic is 0 or p ≥ 7,
[MR3161094] implies that Spec∆ is a linearly reductive quotient singularity.
Thus we have confirmed that R1 is a direct summand of the ring of formal power

series in 2-variables, so that it is strongly F -regular. Hence R1 is a linearly reductive
quotient singularity by [2021arXiv210201067L]. Let N ⊳ H be the subgroup scheme
generated by pseudo-reflections, see [MR2950159]. Replacing H with H/N and A2

with A2/N ≃ A2, by Proposition 2.10 of (loc. cit.), we may assume H acts on A2 without
pseudo-reflections. Then Theorem 1.9 of (loc. cit.) shows that the action of H on SpecS
is free outside the origin and R1 ≃ SH . �

Remark 2.25. Proposition 2.24 is the only proof where we use the assumption that R
is a direct summand.

Take any H y SpecS as in Proposition 2.24. Put

Γ := Λ1⊗R1
S

[MR978602]
:= (Λ1 ⊗R1

S)∗∗ . (2.49)

The algebra Γ inherits the left H-action on SpecS; i.e., it is a right comodule algebra
over the Hopf algebra OH by the coaction map

ρ : Γ→ Γ⊗k OH . (2.50)
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Dually, Γ is a left module algebra over the dual Hopf algebra O∨
H by the following action

map, which corresponds to ρ under the obvious adjunction.

O∨
H ⊗k Γ→ Γ (2.51)

The relationship among the relevant algebras is summarized in the following commu-
tative diagram.

Λ Λ1 Γ

R = R0 R1 S

µn H

Proposition 2.26. There is an isomorphism of algebras as follows.

Γ ∗H ≃ EndΛ1
(Γ) (2.52)

Proof. By [Montgomery], it is enough to show that

Λ1 = ΓH := ΓO∨
H = ΓcoOH , (2.53)

where the last term denotes the subalgebra of coinvariants ([Montgomery]), and that
Λ1 → Γ is a right OH-Galois extension in the sense of [Montgomery]; i.e., the following
map is an isomorphism.

β : Γ⊗Λ1
Γ→ Γ⊗k OH ; a⊗ b 7→ (a⊗ 1)ρ(b) (2.54)

Note that both Γ and Λ1 are reflexive R1-modules. So is ΓO∨
H , as it is a direct sum-

mand of Γ as an R1-module for the reason that H is linearly reductive. Therefore the
equality (2.53) can be checked in codimension one over R1.
Similarly, note that Γ is a free module over S, hence so is the right hand side of (2.54).

On the other hand, since Λ1 has right global dimension 2 by Corollary 2.20 and Γ is a
reflexive R1-module by construction, it is a projective right Λ1-module by [MR245572]
or [MR3251829]. Hence the left hand side of (2.54) is a projective right Γ-module. In
particular, it is a free S-module. Therefore it is enough to show β is an isomorphism in
codimension 1 over S.
As R1 = SH and the action H y SpecS is free outside the origin, both assertions hold

in codimension 1. To see this, let X, Y be the punctured spectra of S and R1, respectively,
so that the natural map π : X → Y is isomorphic to the quotient map X → [X/H]. For
an S-module M , put M◦ := M |X and so on (similarly for R1-modules). By construction,

it then follows that π∗Λ◦
1 = Λ◦

1 ⊗OY
OX ≃ Γ◦ and (π∗Γ

◦)H ≃ Λ◦
1, hence (2.53) holds in

codimension 1 over SpecR1. On the other hand, it follows from Y ≃ [X/H] that the
natural map

OX ⊗OY
OX → OX ⊗k OH (2.55)

is an isomorphism. Applying Λ◦
1 ⊗OY

− to this, we see that (2.54) is an isomorphism in
codimension 1 over SpecS. �

Corollary 2.27. There is an equivalence of categories as follows.

modH Γ ≃ modΛ1 (2.56)
13



Proof. The proof is parallel to that of Corollary 2.19, where Proposition 2.18 is replaced
with Proposition 2.26. The argument similar to the last three lines of the proof of Corol-
lary 2.19 works here as well, as Λ1 has global dimension 2 by Corollary 2.20. �

3. The root stack (Xr,Ar)

Let (X,A) be as in Definition 1.4. In this section we construct an algebraic stack
r : Xr → X over X and an order Ar on Xr, which is Azumaya in codimension 1. Further-
more, this stack is tame in the sense of [MR2427954]. Tame stacks are algebraic stacks
whose stabilizers are finite linearly reductive group schemes, see [MR2427954]; note
that this includes examples with µp-stabilizers in characteristic p and hence tame stacks
are more general than tame Deligne–Mumford stacks (i.e. Deligne–Mumford stacks whose
stabilizers have order prime to the characteristic). Although tame stacks are Artin stacks
in general, they enjoy many of the same properties of tame Deligne–Mumford stacks,
e.g. they have a coarse space whose formation commutes with arbitrary base change, and
the push-forward functor to the coarse space is exact.

Consider the Z-gradedA-algebra Ã which is defined as follows, where ωA = HomX (A, ωX , )
is the dualizing bimodule of A (see (2.6) for the definition) and

ω−1
A := HomA (ωA,A) (3.1)

is the dual A-bimodule of ωA. The symbol (−)(j) denotes the reflexive hull of (−)⊗j

(see Definition 2.11 for the local version).

Ã := A[ω−1
A ] =

⊕

j∈Z

(
ω−1
A

)(j)
(3.2)

The centre Z(Ã) is a Z-graded OX-algebra and hence

X̃ := SpecX Z(Ã) (3.3)

is equipped with a Gm-action. Put

Xr :=
[
X̃/Gm

]
. (3.4)

Note that the natural morphism

r : Xr → X (3.5)

is the coarse moduli map.

Lemma 3.1. Z(Ã) is of finite type over OX and Ã is coherent as an OX̃-module.

Proof. Since the ramification index at each prime divides n, the rank ofA by Remark 2.12,

we see that at each point x ∈ X the completion of
(
ω−1
A

)(n)
is isomorphic to the completion

Â := A⊗ ÔX,x of A, as Â-bimodules. Therefore the completion of the following sheaf of
homomorphisms of A-bimodules

L := HomAe

(
A,

(
ω−1
A

)(n))
(3.6)

satisfies

L ⊗ ÔX,x ≃ HomÂe

(
Â, Â

)
≃ Z

(
Â
)
= ÔX,x. (3.7)

Thus we conclude that L is an invertible sheaf on X and that the natural map L⊗OX
A →(

ω−1
A

)(n)
is an isomorphism of A-bimodules.
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Take a Zariski open subset U ⊆ X over which L is trivial, and fix an isomorphism of

A|U -bimodules ϕ : A|U ∼−→
(
ω−1
A

)(n) |U . Put t := ϕ(1). Then

OU [t, t
−1] ⊆ Z

((
Ã|U

)(n)
)
, (3.8)

where
(
Ã|U

)(n)

is the n-th Veronese subalgebra of Ã|U . This implies that the algebra Ã|U
is generated by the OU -coherent sheaf

⊕n−1
j=0 A(j)|U as an algebra over OU [t, t

−1]. This

implies that Ã|U is finitely generated as a module over OU [t, t
−1] and hence Z

(
Ã|U

)
is

finitely generated as an algebra over OU . �

Let Ar be the OXr
-algebra corresponding to Ã under the following equivalence of

monoidal categories.

cohXr ≃ cohGm X̃ (3.9)

Let U = SpecR → X be the standard morphism from the completion R of the local
ring of a closed point of X. Put Λ = A⊗OX

R.

Lemma 3.2. The pair (R,Λ) satisfies the assumptions of Situation 2.3.

Proof. By the assumptions of Definition 1.4, A is of global dimension 2 and tame. This
implies that Λ = A⊗OX

R has the same properties.
It also follows that Z(Λ) = R, since in general the centre of the completion of an algebra

coincides with the completion of the centre. This follows from the general fact that if Λ
is an algebra with Z(Λ) = R and R → S is a flat morphism of commutative algebras,
then there is a sequence of isomorphisms as follows.

Z(Λ⊗R S) ≃ HH0 (Λ⊗R S/k) ≃ HH0 (Λ⊗R S/S) (3.10)

R is flat over S≃ HH0 (Λ/R)⊗R S ≃ HH0 (Λ/k)⊗R S ≃ Z(Λ)⊗R S. (3.11)

�

The next result relates the local objects introduced in Section 2 to the global objects
which have we just constructed.

Proposition 3.3.

X̃ ×X U ≃ Spec R̃ (Gm-equivariant) (3.12)

Xr ×X U ≃
[
Spec R̃/Gm

]
≃ [SpecR1/µn] (3.13)

Ar|U ≃ Λ̃ (3.14)

Proof. For each i ∈ Z, we have
(
ω−1
A

)(i) ⊗OX
R ≃ HomX

(
HomX

((
ω−1
A

)⊗i
,OX

)
,OX

)
⊗OX

R (3.15)

≃ HomR

(
HomR

((
ω−1
A ⊗OX

R
)⊗i

, R
)
, R

)
≃

(
ω−1
Λ

)(i)
. (3.16)

By [MR2492474] or Remark 2.10, the dualizing bimodule localizes and so ω−1
A ⊗OX

R ≃ ω−1
Λ . Thus we obtain the following isomorphism of Z-graded R-algebras

Ã ⊗OX
R ≃ Λ̃ (3.17)
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Hence

Z(Ã)⊗OX
R ≃ Z(Ã)⊗O

X̃
R̃

Lemma 3.1≃ Z(Ã ⊗O
X̃
R̃) ≃ Z

(
Ã ⊗OX

R
)
≃ Z(Λ̃) = R̃, (3.18)

so that we obtain the following Gm-equivariant isomorphism.

X̃ ×X U ≃ Spec R̃ (3.19)

The rest of the assertions immediately follow from this. �

Proposition 3.4. The stack Xr is a normal tame algebraic stack with only linearly
reductive quotient singularities.

Proof. We already know that Xr is an algebraic stack. It follows from (3.12) and [MR2427954]
that it is a tame algebraic stack. Note that, although [MR2427954] is stated only for
fppf covers, it follows from [MR2427954] and [MR2427954] that if f : Y → X is any
surjective morphism of schemes and the base change of a stack over X by f is tame, then
so is the original stack over X. Finally, it follows from (3.12) and the results in Section 2
that Xr is normal and has only linearly reductive quotient singularities. �

4. The canonical stack (Xc,Ac)

4.1. Review of canonical stacks. Suppose k is a field and X is a k-variety with
tame quotient singularities, i.e. there is an étale cover {Xi → X}i such that each Xi

is a quotient Ui/Gi with Ui smooth and Gi a finite group whose order is prime to the
characteristic of k. In [MR1005008], Vistoli constructed a canonical smooth tame
Deligne–Mumford stack X with coarse space π : X → X. Moreover, π is an isomorphism
over the smooth locus Xsm and hence X only adds stacky structure at the singular
points of X. This canonical stack has a universal property, see e.g., [MR2774310]: it is
terminal for dominant codimension-preserving morphisms Z → X, where Z is a smooth
tame Deligne–Mumford stack; their theorem is stated in characteristic 0 but the proof
works equally well in arbitrary characteristic when one imposes tameness assumptions.
The construction of the canonical stack X → X proceeds as follows: due to the universal
property, it suffices to construct the stack locally and hence one may assume X = U/G
with U smooth and G a finite group whose order is prime to the characteristic of k.
In this case, one makes use of the Chevalley–Shephard–Todd Theorem [MR0072877]
which allows one to assume G acts on U without pseudo-reflections. As a result, the
coarse space map [U/G]→ X is an isomorphism over the smooth locus, thereby showing
the existence of the canonical stack in the local setting. For our work, we must consider
k-varieties X with singularities that are worse than tame quotient singularities. For
example, the A1-singularity Speck[x, y, z]/(xz − y2) is not of the form U/G with U
smooth and G a finite group (even if one allows the characteristic of the field to divide
the order of the group G). Instead, it is A2/µ2; note that for fields of characteristic
prime to 2, µ2 ≃ Z/2. However, when k has characteristic 2, µ2 is a finite group scheme
which is non-reduced. Despite this, µ2 is in many ways better behaved than Z/2 in
characteristic 2, e.g., it is linearly reductive whereas Z/2 has representations that are
not split. We say X has linearly reductive quotient singularities if there is an étale
cover {Xi → X} such that each Xi is a quotient Ui/Gi with Ui smooth and Gi a finite
linearly reductive group scheme. For such X, the fourth author generalized Vistoli’s
construction, giving a canonical smooth tame algebraic stack X with coarse space π : X →
X which is an isomorphism over Xsm, see [MR2950159]. We refer to X as the canonical
stack of X. As in Vistoli’s construction, X is constructed étale locally on X and glued
using a universal property; note that the Chevalley–Shephard–Todd theorem does not
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apply to finite linearly reductive group schemes and so the main input to the canonical
stack construction involves proving an appropriate generalization of the the Chevalley–
Shephard–Todd theorem. In particular, X is also given locally by [U/G] where U is a
smooth and G is a finite linearly reductive group scheme acting without pseudo-refections,
see [MR2950159].

Remark 4.1. Although [MR2950159] is only stated for the case where the base is a
scheme, the proof works equally well when the base is a stack, as we now explain. Let
M be a tame algebraic stack with only linearly reductive quotient singularities, which
by definition means there is a smooth cover {Mi → M} with Mi = Ui/Gi, Ui a smooth
scheme, and Gi a finite linearly reductive group scheme. Let Xi → Mi be the canonical
tame stack given by Theorem 1.10 of (loc. cit.). Letting Mij = Mi×M Mj, Lemma 5.5 of
(loc. cit.) yields an isomorphism between Xi×Mi

Mij and Xj ×Mi
Mij which is unique up

to 2-isomorphism; this is because canonical stacks commute with smooth base change.
Thus, we obtain our canonical stack X →M with the property that Xi = X ×M Mi.

Since Proposition 3.4, shows that Xr is tame and algebraic with linearly reductive
quotient singularities, we have an associated canonical stack

c : Xc → Xr, (4.1)

The stack Xc is a smooth tame algebraic stack, and c is a relative coarse space map which
is an isomorphism over the smooth locus of Xr.

4.2. Morita equivalences. We first prove a general Morita-equivalence criterion. Let
c : X → Y be a morphism of finite type algebraic stacks over k. Assume that c∗ : QcohX →
QcohY is an exact functor. Let AX (resp. AY) be a coherent sheaf of OX -algebras
(resp. OY-algebras) and suppose we have an isomorphism α : AY → c∗AX of OY-algebras.
Let α′ : c∗AY → AX be the morphism corresponding to α under the adjoint pair c∗ ⊣ c∗.
In this situation we obtain the pair of adjoint functors

G : cohAY ⇄ cohAX : F, (4.2)

where

F (M) = c∗M, (4.3)

G(N ) = c∗N ⊗c∗AY ,α′ AX . (4.4)

ForM∈ cohAX , let

η = ηM : GF (M) = c∗c∗M⊗c∗AY
AX →M. (4.5)

be the adjunction counit map evaluated atM.

Theorem 4.2. Suppose that the map (4.5) is an isomorphism for allM∈ cohAX . Then
the functor G is an equivalence of k-linear categories.

Proof. We first show G is fully faithful; equivalently, we show that the adjunction unit
µ : id → FG is a natural isomorphism. For each N ∈ cohAY , the map µN : N →
F (G(N )) coincides with the composition of the following morphisms

N ∼−−−−→
α is iso

N ⊗A,α c∗AX −→ c∗(c
∗N ⊗c∗AY

AX )

so it is enough to confirm that the righthand morphism is an isomorphism. Since this map
is defined globally, we need only prove that its restriction to any smooth cover U → Y is
an isomorphism; we may look further locally and assume U is affine. To ease notation,
let N ,AY , etc. denote their restriction to one of those affine opens. Then the morphism
is obviously an isomorphism for N = A. Both sides are right exact functors in N , and
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the category of coherent modules over AY is generated by AY (over such an open affine
subset). Thus we are done.

Finally, the essentially surjectivity of G follows from the assumption. �

Our next aim is to apply Theorem 4.2 to X , Xr and Xc. We do so after establishing
some preliminary results. We put

Ac := (c∗Ar)
∨∨ . (4.6)

Let R be the completion of a local ring of X and let U = SpecR → X be the induced
map. Then R is as in Section 2. We freely use the notation introduced there. Consider
the base change of (4.1) by U → X:

c|U : Xc ×X U → Xr ×X U ≃ [SpecR1/µn] . (4.7)

By Proposition 2.24, there is a linearly reductive finite subgroup scheme H < GL(2,k)
and a linear action H y SpecS, where S = k[[x, y]], which is free outside the origin
and R1 ≃ SH . The following commutative diagram of stacks describes the relationship
between global objects and local objects, where the symbol p means that the square is
Cartesian.

[SpecS/H] SpecR1

[SpecR1/µn] SpecR

Xc Xr X

p /µn

p

c r

Figure 1.

Since reflexive hulls commute with flat pullback, we see that

Γ ≃ Ac|SpecS. (4.8)

Recall that Γ is equipped with an H-action. The smash product Γ ∗H is identified with
a sheaf of O[SpecS/H]-algebras, which will be denoted by the same symbol by abuse of
notation. We have the following isomorphism.

Mn(S) ∗H ≃ Γ ∗H ≃ Ac|[SpecS/H] (4.9)

Proposition 4.3. Ac is a sheaf of Azumaya algebras on the smooth tame algebraic stack
Xc.

Proof. This follows from the isomorphism (4.8) and Remark 2.2, since we know that Γ is
an Azumaya algebra over S (see Section 2). Note that the morphism SpecS → Xc is flat
and jointly surjective if we vary SpecR→ X over all points of X. �

Let π = r ◦ c : Xc → X be the coarse space morphism.

Lemma 4.4. There is a canonical isomorphism of sheaves of OX-algebras as follows.

α : A → r∗Ar (4.10)

β : Ar → c∗Ac (4.11)
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Proof. We have the following canonical isomorphism

A =
(
the degree 0 part of Ã

)
≃ r∗Ar (4.12)

which yields (4.10).
As Ac = (c∗Ar)

∨∨, there is a canonical morphism c∗c
∗Ar → c∗Ac. The left hand side

is isomorphic to Ar by the projection formula and the fact that c∗OXc
≃ OXr

. Thus
we obtain the morphism (4.11). Note that c∗Ac is torsion free. In fact, otherwise there
is a non-trivial subsheaf T →֒ c∗Ac whose support is strictly smaller than Xr. The
corresponding morphism c∗T → Ac would be non-zero, but this is a contradiction since
c∗T is torsion and Ac is torsion free. Finally, since c is an isomorphism in codimension
1, Ar is reflexive, and c∗Ac is torsion free, it follows that (4.11) is an isomorphism. �

We are now ready to the prove the main theorem of this section.

Theorem 4.5. There are equivalences of k-linear categories

cohA ≃ cohAr ≃ cohAc. (4.13)

Proof. We first consider the equivalence cohA ≃ cohAr. By Theorem 4.2, it suffices to
take an arbitrary objectM∈ cohAr and prove

η = ηM : GF (M) = r∗r∗M⊗r∗A Ar →M. (4.14)

is an isomorphism. By faithfully flat descent, we can and will check this locally on X.
Take a formal neighborhood SpecR → X as before and consider the pullback η′ of η
to [SpecR1/µn] (see Figure 1 for the various stacks which appear in this proof). Since
SpecR→ X is flat, we can rewrite η′ as follows. To ease notation, put r′ := r|[SpecR1/µn],
A′

r := Ar|[SpecR1/µn], andM′ :=M|[SpecR1/µn].

η′ : r′
∗
r′∗M′ ⊗r′∗Λ A′

r →M′ (4.15)

This is a morphism in the category modA′
r. Let M ∈ modZ/n Λ1 be the object corre-

sponding toM′ under the equivalence of categories

cohA′
r ≃ modZ/n Λ1. (4.16)

Then η′ is identified with the following morphism of the category modZ/n Λ1, which is
known to be an isomorphism.

M0 ⊗Λ Λ1 →M (4.17)

In fact, this is the adjunction counit map of the equivalence of categories Corollary 2.19.
Next, we turn to the equivalence cohAr ≃ cohAc. By Theorem 4.2, it suffices to take

an arbitrary objectM∈ cohAc and show

η = ηM : GF (M) = c∗c∗M⊗c∗Ar
Ac →M (4.18)

is an isomorphism. Again, by faithfully flat descent, we can and will check this locally on
Xr. Take a formal neighborhood SpecR→ X as before and consider the pullback η′ of η
to SpecR1. Since SpecR1 → X is flat, we can rewrite η′ as follows. To ease notation, put
c′ := c|[SpecS/H], A′

c := Ac|[SpecS/H], andM′ :=M|[SpecS/H] (see Figure 1 for the various
stacks which appear in this proof).

η′ : c′
∗
c′∗M′ ⊗c′∗Λ1

A′
c →M′ (4.19)

This is a morphism in the category cohA′
c. On the other hand, let M ∈ mod(Γ ∗H) be

the object corresponding toM′ under the equivalence of categories

cohA′
c ≃ mod(Γ ∗H), (4.20)
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which follows from the isomorphism of algebras (4.9). Then η′ is identified with the
following morphism of Γ ∗H-modules.

HomΓ∗H (Γ,M)⊗Λ1
Γ→M (4.21)

In fact, this follows from the commutative diagram below. The functors F ′ and G′

in the diagram are obtained as the restriction of the adjoint pair (4.2) to the formal
neighborhood:

G′ : modΛ1 ⇆ modA′
c : F

′ (4.22)

modΓ ∗H modΛ1

modA′
c

Hom(Γ,−)

∼

G′

−⊗Γ

F ′

We already know that (4.21) is an isomorphism, as it is the adjunction counit map of
the equivalence of categories Corollary 2.27. �

5. The gerbe Xg

In this section we associate a µN -gerbe

g : Xg → Xc (5.1)

to the pair (Xc,Ac) of smooth tame (Artin) stacky surface and a sheaf of Azumaya
algebras; we show that there is an equivalence of categories

coh(1)Xg ≃ modAc (5.2)

between the category of 1-twisted coherent sheaves on Xg and the category of Ac-modules.
See [MR3495343] for 1-twisted coherent sheaves.

5.1. Review of gerbes and twisted sheaves. For the convenience of the reader, we
briefly explain some basics of gerbes and m-twisted sheaves mainly after [MR2388554].
Let p : X → (Sch/k) be an algebraic stack over k, where we equip (Sch/k) with the fppf
topology. Let f : X → X be a 1-morphism of algebraic stacks over k. The relative inertia
stack If of f is defined by the following pullback diagram of stacks.

If X

X X ×X X
∆f

∆f

More explicitly (see [stacks-project] for details) If is equivalent to the category where

• an object is a pair (x, g) consisting of an object x of X and an automorphism g
of x such that f(g) = 1f(x), and
• a morphism from (x, g) to (y, h) is a morphism from x to y which is compatible
with g and h in the obvious manner.
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Let p : If → X be one of the projections. In view of the explicit description of If given
above, the functor p simply forgets the automorphism g. In this sense If is the universal
automorphism group of X relative to X, and actually If comes with the canonical struc-
ture of a relative group algebraic space over X (see [stacks-project] for more detail).
Recall that the category X admits a standard Grothendieck topology where a collection
of morphisms (xi → x)i∈I is a covering if and only if the collection of underlying mor-
phisms of schemes is a covering of the site (Sch/k). We will let C denote this site. Then
the functor p : If → X makes If a sheaf over the site C. Also we can naturally think
of a quasi-coherent sheaf F on X as a sheaf over C, which will be denoted by the same
symbols by abuse of notation. Then there is a natural map

F × If → F (5.3)

of sheaves over C defined as follows. Take an object x ∈ C. Then a section g of If over
x is an automorphism of x, so we obtain the pullback map g∗ : F (x)

∼−→ F (x). The map

F (x)× If(x)→ F (x) (5.4)

is simply given by (f, g) 7→ g∗f , and it is a right action by construction. We call it the
inertia action of the sheaf of groups If on the sheaf F . For a closed subgroup scheme
i : D →֒ Gm, a D-gerbe over X, or a gerbe over X banded by the sheaf of groups DX , is
a stack f : X → X over X which is a gerbe in the usual sense (see, say, [MR2388554])
when seen as a stack over the site canonically associated to X similar to the definition of
C above, and an isomorphism If ≃ X ×D of group stacks over X . Through the inertia
action, quasi-coherent sheaves on a D-gerbe comes with a right action of DX .

Definition 5.1 (=[MR2388554]). A quasi-coherent sheaf F on a D-gerbe X over X is
X -twisted (or 1-twisted) if the right action of DX on F coincides with the left action of
DX on F obtained by pulling back the Ga,X = OX -action on F by the natural map of

group schemes DX
i→֒ Gm,X → Ga,X .

Let D̂ be the character group of D. In general, a quasi-coherent sheaf F on X admits
a decomposition

F =
⊕

χ∈D̂

Fχ, (5.5)

where Fχ ⊆ F is the subsheaf of sections on which the inertia action of D is by the
character χ.

Definition 5.2. A quasi-coherent sheaf F on aD-gerbe X overX ism-twisted if F = Fim ,

where i ∈ D̂ is the standard embedding i : D →֒ Gm. The category of m-twisted coherent
sheaves on X will be denoted by coh(m)X ⊆ cohX .
Remark 5.3. The closed subgroup scheme D →֒ Gm is either Gm itself or µN for some

N ≥ 1. From now on we assume that D = µN , so that D̂ = Z/NZ. For m ∈ Z we use the

standard notation m ∈ Z/NZ(= D̂) for its residue class, and put coh(m)X = coh(m)X .
Lemma 5.4. If F ∈ coh(m)X for some m 6= 0 ∈ D̂, then f∗F = 0 ∈ cohX.

Proof. It is enough to show H0(X ×X V, F |X×XV ) = 0 for each affine V ⊂ X. The
vanishing directly follows from the definition of H0 for quasi-coherent sheaves on stacks
and the definition of twisted sheaves given in Definition 5.1. �
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Corollary 5.5. There is an orthogonal decomposition of abelian categories as follows.

cohX =
⊕

m∈D̂

coh(m)X (5.6)

Proof. For F ∈ coh(m)X and G ∈ coh(n)X it follows that HomX (F,G) ∈ coh(n−m)X
([MR2388554]). Hence HomX (F,G) = 0 by Lemma 5.4. �

5.2. Xg and the equivalence of categories. Let g : G → Xc be the gerbe associated
to Ac in [MR0344253]. See also [MR4250478]. In order to make this explicit, let
p : Xc → (Sch/k) be the structure functor of the stack Xc. An object of the category G
is a triple (x, E , ξ), where x is an object of Xc, E is a locally free sheaf on the scheme

p(x), and ξ : End(E) ∼−→ x∗Ac is an isomorphism of sheaves of algebras on p(x). A
morphism from (x, E , ξ) to (y,F , η) is a pair of a morphism f : x → y in Xc and an

isomorphism ϕ : E ∼−→ p(f)∗F of locally free sheaves on p(x) which is compatible with
the isomorphisms ξ, η in the obvious sense. The stack G comes with the obvious functor
g : G → Xc which sends the triple (x, E , ξ) to x and the pair (f, ϕ) to f . The stack G
is also equipped with the tautological locally free sheaf Eg together with the universal

isomorphism End(Eg) ∼−→ g∗Ac. Moreover G is a Gm-gerbe over Xc via g, where the

isomorphism Gm
∼−→ Aut(x, E , ξ) is given by the following map.

Gm ∋ t 7→ [E
t·
∼−→ E ] ∈ Aut(E) (5.7)

Therefore Eg is a 1-twisted sheaf on the gerbe G. We then obtain functors

F : coh(1) G ⇆ cohAc : G (5.8)

given by

F (M) = g∗(M⊗OG
E∨), G(N ) = g∗N ⊗g∗Ac

E .
SinceN → FG(N ) is an isomorphism, we see F is fully faithful. Next, by [MR2388554],
there is an equivalence of categories as follows.

g∗ : coh(0) G ∼−→ cohXc (5.9)

See also [MR3495343] and its proof. One can easily confirm that the quasi-inverse

is given by g∗, so that for each N ∈ coh(0) G the adjunction counit map g∗g∗N → N
is an isomorphism. To show F is essentially surjective, we show GF (M) → M is an
isomorphism. We compute GF (M) = g∗g∗(M⊗ E∨) ⊗g∗Ac

E . Since M and E are 1-
twisted,M⊗E∨ is untwisted by [MR2388554], so g∗g∗(M⊗E∨) =M⊗E∨. As a result,
GF (M) =M⊗ E∨ ⊗g∗Ac

E =M. Finally, suppose that the cohomological Brauer class
of Ac comes from a class in H2(Xc, µN). Then there is a µN -gerbe g : Xg → Xc, a natural
morphism ι : Xg → G, and the following equivalence of categories (see [MR2388554] and
the paragraph before that).

ι∗ : coh(1) G ∼−→ coh(1)Xg (5.10)

Thus we have obtained the desired gerbe Xg, which is a smooth tame (Artin) stack with
finite linearly reductive stabilizers. Notice that if A is a matrix ring over the quotient
field of X, then generically, the Brauer class defined by Ac is trivial, and hence Xg → Xc

is an isomorphism. In this case coh(1)Xg ≃ cohXc ≃ cohXg. This completes the proof
of Theorem 1.5.
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6. The Centre

In this section we prove a special case of the Hochschild-Kostant-Rosenberg isomor-
phism in degree 0 for algebraic stacks with finite stabilizers over fields. This is presumably
well known to experts, but for the lack of a suitable reference we include a proof. Let X
be an algebraic stack over a field k. Consider the following Cartesian diagram defining
the inertia stack IX , where d = e = ∆X/k.

IX X

X X ×k X

q

p e

d

Figure 2.

Proposition 6.1. Let X be a smooth algebraic stack with finite stabilizers over a field
k. Then there is an isomorphisms of H0 (X ,OX )-modules as follows.

HomX×X (∆X∗OX ,∆X∗OX ) ≃
⊕

W⊂IX :connected component
dimW=dimX

HomX (p∗OW ,OX ) (6.1)

Proof. Note first that

HomX×X (d∗OX , e∗OX ) ≃ HomX (e∗d∗OX ,OX ) . (6.2)

The derived functor Le∗d∗ is represented by the convolution kernel

K := Γd∗OX ∗ S∗ (Γe∗OX ) , (6.3)

where Γf : X → X × Y denotes the graph of a morphism f : X → Y , ∗ denotes the

convolution of kernels, and S : X × (X ×X ) ∼−→ (X ×X )×X exchanges the factors (see,
say, [MR2244106]. We think of the kernels as right modules). In particular,

Le∗d∗OX ≃ ΦK(OX ) ≃ Rpr2∗K. (6.4)

Then there is an isomorphism between K and the structure sheaf of the derived loop
space as in Lemma 6.2 below. It then follows that

H0(K) ≃ d∗OX ⊗OX×X
e∗OX ≃ (d ◦ p)∗OIX , (6.5)

so that

e∗d∗OX = H0 (Le∗d∗OX )
(6.4)≃ H0 (Rpr2∗K) ≃ pr2∗H0(K)

(6.5)≃ p∗OIX . (6.6)

The second-to-the-last isomorphism follows from that K is supported on the closed sub-
stack ∆X ⊂ X × X , which is finite over X . Thus we see

HomX (e∗d∗OX ,OX )
(6.6)≃ HomX (p∗OIX ,OX ) ≃

⊕

W⊆IX
dimW=dimX

HomX (p|W∗OW ,OX ), (6.7)

where the last isomorphism follows from the smoothness of X , which implies that OX is
pure. �

Lemma 6.2. There is an isomorphism as follows.

K ≃ d∗OX ⊗L
OX×X

e∗OX (6.8)
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Proof. In this proof, all functors are derived. By definition, K is the following object
of Db coh(X × X ); the isomorphism S disappears due to the obvious symmetry of the
object Γe∗OX .

p14∗ (p
∗
123Γd∗OX ⊗ p∗234Γe∗OX ) (6.9)

We use the following equalities.

Γd = (d× 1X ) ◦ d (6.10)

Γe = (1X × e) ◦ e (6.11)

We also use the following isomorphism of (derived) functors.

p∗123(d× 1X )∗ ≃ (d× 1X × 1X )∗p
∗
12 (6.12)

This follows from the following Cartesian square and the flat base change theorem.

X × X × X X × X × X × X

X × X X × X × X

d×1X×1X

p12 p123

d×1X

hence

K ≃ p14∗ ((d× 1X × 1X )∗p
∗
12d∗OX ⊗ p∗234Γe∗OX ) (6.13)

≃ p14∗(d× 1X × 1X )∗ (p
∗
12d∗OX ⊗ (d× 1X × 1X )

∗p∗234Γe∗OX ) (6.14)

≃ p13∗ (p
∗
12d∗OX ⊗ (1× e)∗e∗OX ) (6.15)

≃ p13∗(1× e)∗ ((1× e)∗p∗12d∗OX ⊗ e∗OX ) (6.16)

≃ d∗OX ⊗ e∗OX . (6.17)

�

Remark 6.3. We can further compute the summands of the right-hand-side of (6.5) as
follows, if the stabilizer groups of X are assumed to be étale.

HomX (p|W∗OX ,OW ) ≃ HomW (OW , (p|W )!OX ) ≃ EndW (OW ) ≃ H0(W,OW ) (6.18)

Example 6.4. Through the isomorphism (6.1) the algebra structure on the left hand
side is transferred to the right hand side. Here we describe it explicitly for the classifying
stack X = BG, where we let k be a field and G a finite group whose order is coprime to
the characteristic of k. By abuse of notation, we let G denote the constant group scheme
Spec

(
kG

)
. The isomorphism of Hopf algebras

kG = OG ≃ (kG)∨ (6.19)

implies the following equivalence of symmetric monoidal categories.

cohBG ≃ cohG Speck ≃ rep
k
G ≃ modkG (6.20)

(
V, V → V ⊗k

(
kG

))
7→ (V,kG⊗ V → V ) (6.21)

Lemma 6.5. There is an isomorphism of k-algebras HH0 (BG) ≃ Z (kG).

Proof. This is a consequence of the Morita invariance of the Hochschild cohomology k-
algebra as follows.

HH0 (BG) = HH0 (cohBG)
(6.20)≃ HH0 (modkG) = HH0 (kG) ≃ Z (kG) (6.22)

�
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Figure 2 for X = BG is isomorphic to the following Cartesian square, where the stack[
G
G

]
is the quotient stack with respect to the conjugacy action. One can directly confirm

this by, say, using the explicit description of the inertia stack given in the beginning
of Section 5.1.

[
G
G

]
BG

BG BG×BG

q

p e

d

Figure 3.

As the diagonal map

d = e : BG→ BG× BG ≃ B (G×G) (6.23)

is induced by the diagonal homomorphism G → G × G, which is injective, one can
easily check that it is representable, finite and flat. This implies the following natural
isomorphism of exact functors.

e∗ ◦ d∗ ≃ q∗ ◦ p∗ : cohBG→ cohBG (6.24)

Hence

HH0 (BG) = HomBG×BG (d∗OBG, e∗OBG) ≃ HomBG (e∗d∗OBG,OBG) (6.25)

(6.24)
∼−→ HomBG (q∗p

∗OBG,OBG) ≃ HomBG

(
q∗O[GG ],OBG

)
. (6.26)

On the other hand, based on the concrete description of the group structure of IX
relative to X given in [stacks-project], one can directly confirm that the multiplication
map

IBG×BG IBG→ IBG (6.27)

is isomorphic to the following map, where the source of the map is the quotient stack
with respect to the diagonal conjugacy action:

[
G×G

G

]
→

[
G

G

]
(6.28)

(g, h) 7→ gh (6.29)

The group structure on IBG =
[
G
G

]
given by (6.28) corresponds to the coalgebra structure

q∗O[GG ] → q∗O[GG ] ⊗ q∗O[GG ] (6.30)

on q∗O[GG ], which in turn yields the k-algebra structure on HomBG

(
q∗O[GG ],OBG

)
. We

then transfer it to HH0 (BG) through the sequence of isomorphisms (6.25).

Proposition 6.6. The k-algebra structure of HH0 (BG) thus obtained coincides with the
standard one.

Proof. As HH0 (BG) with the standard k-algebra structure is isomorphic to Z (kG) under
the isomorphism of Lemma 6.5, we may and will make the comparison on the k-vector
space Z (kG).
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Under the equivalence (6.20) the object q∗O[GG ] ∈ cohBG corresponds to kG ∈ modkG

on which G is acting by conjugation. Hence

HomBG

(
q∗O[GG ],OBG

)
≃ HommodkG

(
kG,k

)
(6.31)

= Hommodk

(
kG,k

)G (6.19)≃ (kG)G = Z (kG) . (6.32)

Moreover we have the following commutative diagram in which all vertical arrows are
isomorphisms and the bottom horizontal arrow m̃ is defined by the commutativity of the
diagram.

HomBG

(
q∗O[GG ] ⊗ q∗O[GG ],OBG

)
HomBG

(
q∗O[GG ],OBG

)

HomBG

(
q∗O[G×G

G ],OBG

)

Hommodk

(
k
G ⊗ k

G,k
)G

(kG⊗ kG)
G

Z (kG)m̃

1

One can confirm that the map m̃ is nothing but the restriction of the multiplication map
of the group ring kG to the G-invariant subspaces. This concludes the proof, since what
we wanted to show is that the map m̃ post-composed with the following map coincides
with the ring structure of Z (kG).

Z (kG)⊗k Z (kG) = (kG)G ⊗k (kG)G →֒ (kG⊗ kG)G (6.33)

�

7. Applications and complements

In this section we restrict to our base field k having characteristic 0. Our main re-
sult, Theorem 1.5, allows us to associate a stack to a tame order of global dimension 2.
In this section, we first discuss the converse construction given in [MR2018958]. This
pair of operations is similar to a Galois connection. The main results of this section
are Corollary 7.7 and Corollary 7.8, which describe what happens when these operations
are applied in conjunction to create a closure operation.

We first recall how to associate an order to a finite flat scheme cover U → X of a stack
X . The cover induces a groupoid of schemes:

R×U R R Uc

i

s

t

u

Figure 4.
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The objects and morphisms in Figure 4 are defined as follows.

R := U ×X U (7.1)

s := pr1 (7.2)

t := pr2 (7.3)

u := ∆U/X (7.4)

i := “swap” (7.5)

c :=
[
R×U R = U ×X U ×U U ×X U

∼−→ U ×X U ×X U
pr13−−→ U ×X U

]
(7.6)

Let X be a scheme. The category of OX-bimodules is the category of quasi-coherent
sheaves on X×X with monoidal structure given by convolution (see, e.g., [MR2958936]
for the definition of convolutions). An OX-bimodule algebra is an algebra in this monoidal
category. Note that an OX-bimodule algebra has possibly distinct structures as a left and
right OX-modules. An OX-algebra is an OX-bimodule algebra in which OX is central.

We have the diagram of OU -bimodule algebras as follows, which is dual to the dia-
gram Figure 4.

OR ⊗OU
OR OR OU

i∗

c∗
u∗

s∗

t∗

Figure 5.

If we have a category C with pushouts, we define a cogroupoid object in C to be a
diagram in C dual to Figure 4. For further detail see for example [MR2553659]. We
define a Hopf algebroid over a base scheme S to be a cogroupoid of quasi-coherent sheaves
of OS-algebras which will be abbreviated as OR ⇔ OU . We say this Hopf algebroid is
commutative if OR and OU are commutative OS-algebras. The category of OR ⇔ OU

comodules is symmetric monoidal. In fact we have the following equivalence

{R ⇒ U : a groupoid of schemes affine over S}

{OR ⇔ OU : a commutative Hopf algebroid over S}
O Spec

1

with an equivalence of symmetric monoidal categories as follows.

qcoh[U/R] ≃ Comod (OR ⇔ OU) (7.7)

Let A ⇔ B be a Hopf algebroid over S, and note that the co-composition morphism
defines a co-multiplication A ⊗B A ← A. We say A is cocommutative if this map is
symmetric and B is commutative. Given a Hopf algebroid A ⇔ B we define the dual
A∨ to be the sheaf of left module homomorphisms HomB−Mod (BA,B), where A is a left
B-module by a choice of the two structure morphisms. In particular, when A = OR, we
have that OR is a bimodule and has OU -module structures induced by s∗ and t∗. The
construction of O∨

R is independent of this choice. We call the algebra O∨
R the convolution

algebra of the groupoid R ⇒ U . We have the following correspondences
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{U → X : a finite flat scheme cover of X}

{R ⇒ U : a finite flat groupoid of schemes}

{OR ⇔ OU : locally free commutative Hopf algebroid over S}

{O∨
R ⇔ OU : locally free cocommutative Hopf algebroid over S}

[U/R]

O Spec

(−)∨ (−)∨

1

Figure 6.

We use the notation A ⇔ B for O∨
R ⇔ OU . The dual of a Hopf algebroid is again

a Hopf algebroid by the main result of [MR3606499], and so there are structure maps
O∨

R ⇒ OU dual to OR ⇔ OU , but our shorthand only focuses on O∨
R ⇔ OU . In our

situation, these are the same algebra map, induced by the identity map of the groupoid.
Note that the image of OU is not in the centre of O∨

R in general. We have equivalences
of monoidal categories as follows.

ComodOR ≃ ModO∨
R (7.8)

Note that OR ≃ OU×XU in Figure 5 has the structure of a commutative Hopf algebroid.
We now apply the dual functor (−)∨ = HomU(−,OU) to obtain a cocommutative Hopf
algebroid structure on O∨

R.
The comultiplication gives the category ModO∨

R the structure of a closed symmetric
monoidal category.

Theorem 7.1 ([MR2018958]). Let X be a stack with a finite flat scheme cover p : U →
X which admits a quasi-projective coarse moduli space S. Then the algebra

A := HomU (s∗OU×XU ,OU) , (7.9)

which is associated to p via the correspondence Figure 6, is a cocommutative Hopf alge-
broid overOU . There is an equivalence of symmetric monoidal categories modA ≃ cohX .
In addition, if U and X are normal and X is generically tame, in the sense that the sta-
bilizer of the generic point is linearly reductive, then the Hopf algebroid A is an order
over S (possibly with centre larger than OS).

Proof. The OU -bimodule OU×XU is finite over its centralizer. Therefore we can ap-
ply [MR2018958] to see that there is an equivalence of categories modA ≃ cohX . The
Hopf algebroid and symmetric monoidal category structures are not treated in [MR2018958],
but follow easily from the constructions in that paper. For the last statement, A as a
sheaf on S is coherent since both S and the canonical map U → S are finite. It is also
torsion free as U is normal and hence OU is torsion free. Lastly, we have that A is a
semisimple algebra at the generic point η since modAη ≃ cohXη which is semi-simple
since X is generically tame. �

The following result of Kresch and Vistoli gives conditions that ensure the existence of
a finite flat scheme cover. Quotient stacks are also characterized in [MR2108211].

Corollary 7.2. Let X be a Deligne–Mumford stack that is separated and of finite type
over k with quasi-projective coarse moduli space S. Suppose further that X is a quotient
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stack (in particular this holds if X is smooth and generically tame). Then there exists a
finite flat scheme cover p : U → X .
Proof. The finite flat scheme cover p : U → X exists under the assumptions of the state-
ment (including those in the parentheses) by Kresch and Vistoli [MR2026412] and
Gabber’s Theorem [deJong]. By [MR2018958] the map U → S is finite. �

Given the correspondence between stacks X and orders A in Theorems 1.5 and 7.1, it
is natural to ask how properties of X and A relate. Lemma 7.3–Corollary 7.5 describe the
correspondence between stacks and algebras in dimension 0, and will be applied to the
generic point of our scheme X. In Corollary 7.6 we describe how properties of the stack
translate to those of the order, the opposite direction of our main theorem. Lastly, we
look at the closure operation given by applying these operations forward and backward
in Corollary 7.8.

Given a field K and a group scheme A over K, the cocycles in the non-abelian Galois
cohomologyH2(K,A) are described in [MR0209297] and are given by a Galois extension
L of K with Galois group G and maps f : G × A → A, g : G × G → A satisfying the
following conditions for all a ∈ A and r, s, t ∈ G.

• a 7→ fs(a) is an action of G on A.
• The following cocycle conditions are satisfied.

fs(ft(a)) = gs,tfst(a)g
−1
s,t (7.10)

fr(gs,t)gr,st = gr,sgrs,t (7.11)

Lemma 7.3. Let X be a smooth and separated Deligne–Mumford stack over a character-
istic 0 field K such that the structure map X → SpecK is a coarse moduli space. Then X
is a banded A-gerbe for some finite étale group scheme A over K and is determined by a
Galois extension L of K with Galois group G and a cocycle σ = (f, g) in the non-abelian
Galois cohomology group H2(K,A) as in (7.10). There is a groupoid presenting the stack
X

A×G×A×G× SpecL (A×G× SpecL)×SpecL (A×G× SpecL)

A×G× SpecL SpecL

≃

c

s

t
1

with convolution, source, and target maps as follows.

(k, s, ℓ, t, x)
c7→ (kfs(ℓ)gs,t, st, x) (7.12)

(k, g, x)
s7→ x (7.13)

(k, g, x)
t7→ gx (7.14)

Proof. Let α : X → X be the rigidification of X . By [MR2357471], the structure map

X → SpecK factors as X α−→ X β−→ SpecK, where β is a coarse space map which is an
isomorphism over a dense open subspace of SpecK. As a result, β is an isomorphism.
By [MR2427954], the map α is an A-gerbe for some finite étale group scheme A over
K.

The classification of banded gerbes by cohomology is in Giraud [MR0344253] with a
concrete realization over fields as nonabelian Galois cohomology in Springer [MR0209297].
A groupoid presentation of a gerbe constructed by a cocycle is the same as in the proof

29



of [https://doi.org/10.48550/arxiv.math/0212266], suitably interpreted as Galois
cohomology. �

Definition 7.4. Let K be a field, let L be a Galois extension of K with Galois group G.
Let A be a finite group scheme over K. Further assume that |A(L)| = degA. Let LA be
the group algebra LA(L) = (OA ⊗ L)∨ of the constant group A(L) with the coefficient
field L. Let σ be a cocycle in H2(K,A) as above determined by (f, g) with f given by
the action of G on LA. We define the crossed product algebra LA⋊σ G as the K-vector
space LA⊗K KG with multiplication given by

(a⊗ s)(b⊗ t) = afs(b)gs,t ⊗ st (7.15)

for a, b ∈ LA and s, t ∈ G, as in [Montgomery].

Corollary 7.5. With hypotheses as in Lemma 7.3, there is an equivalence of categories

mod(LA⋊σ KG) ≃ cohX .
Proof. The description of the multiplication of the groupoid in (7.12) induces the multipli-
cation of the convolution algebra in (7.15) and so the result follows from Theorem 7.1. �

Corollary 7.6. Let R ⇒ U be a finite flat groupoid of schemes presenting a Deligne–
Mumford stack X = [U/R] over a characteristic 0 field, with U normal and coarse moduli
space X. We further assume that X is smooth over the generic point k(X). Then O∨

R is
an order in a semisimple k(X)-algebra which is Morita equivalent to Mod(LA ⋊σ KG)
as in Corollary 7.5 with

mod(LA⋊σ KG) ≃ coh(X ×X k(X)).

Moreover, O∨
R is a tame order and Z(O∨

R) is the integral closure of OX in Z(LA⋊σ KG).
If X is smooth, we can also identify the centre in the following way. Let I be the union
of the maximal dimensional components of the coarse moduli space of the inertia stack
of X . Then O∨

I := Z(O∨
R) has O∨

I ≃ OI as a coherent sheaf over X.

Proof. The behaviour at the generic point follows from Corollary 7.5. We can localize
cohX ≃ modO∨

R to codimension one to show that O∨
R is hereditary. Since U is normal,

O∨
R is reflexive. Since O∨

R is tame, its centre is normal, giving the first description of the
centre. The last statement about the centre follows from Proposition 6.1 and Remark 6.3.

�

If we start with an order, associate a stack using Theorem 1.5, and then take its convo-
lution algebra via Theorem 7.1, we obtain an order whose module category is monoidal.
The result is Corollary 7.7 below. Recall from Definition 5.2 that given a µN -gerbe X
the category of i-twisted sheaves is qcohX (i).

Corollary 7.7. Let A1 be a tame split order of global dimension 2 over a surface X as
in Definition 1.4 with generic point η. Then there exists a µN -gerbe X over a smooth
tame algebraic stack of dimension 2 whose coarse space is X for some N and algebras
A2, . . . ,AN over X such that

(1) mod
∏Ai ≃ qcohX .

(2) modAi ≃ qcohX (i).
(3) N is the order of A1,η in Brk(η).

As a consequence of this result, given A1 as above, we can associate A :=
∏

iAi which
enjoys the geometric properties of being Morita equivalent to a stack. In particular, we
have the following structures for modA:

• a symmetric monoidal structure
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• tangent and cotangent sheaves
• Picard group

Since Ai,η and A⊗i
1,η are Morita equivalent at the generic point, it would be interesting

to describe a direct relation between them. Next, if we start with a stacky surface and
finite flat scheme cover, we may form the convolution algebra by Theorem 7.1, and then
construct the associated stack by Theorem 1.5. The resulting stack X is described below.
In particular, we note that it would be interesting to determine its dependence on the
choice of the finite flat scheme cover. One advantage of the stack X is that it has abelian
generic stabilizers. We define HH0(X ) to be the sheaf of algebras over the coarse moduli
space given by Hochschild cohomology locally.

Corollary 7.8. Let X be a smooth tame algebraic stack of dimension at most 2 which
admits a finite flat scheme cover R ⇒ U → X . Then the convolution algebra O∨

R is a
tame order over HH0(X ) with global dimension equal to dimX . Furthermore, there is
a stack X such that X =

∐Xi where Xi are µni
-gerbes over smooth tame stacks with

trivial generic stabilizer over components of SpecHH0(X ).
Furthermore, qcohX is a component of qcohX as monoidal categories. If X has trivial

generic stabilizer, then X ≃ X .
Proof. For the first statement, we have X = [U/R] and we may take U → X as our
finite cover with convolution algebra O∨

R. This is a tame order by Corollary 7.6. We have
an equivalence of categories qcohX ≃ modO∨

R. So the global dimension of O∨
R is the

dimension of the coarse moduli space of X . To build the stack X we apply our main
construction to each component of O∨

R.
For the last statement, we know that qcohX ≃ qcohX as monoidal categories so the

reconstruction theorem [Lurie] for stacks applies to show the result. �

Example 7.9. Let X = BG for some linearly reductive group scheme G. Then the
scheme cover Speck → X gives us the convolution algebra kG. Since G is linearly
reductive we have kG ≃∏

i D
ni×ni

i for some division algebrasDi with order ℓi in Br Z (Di).
On the other hand we have

∏
IrrepG k ≃ Z (

∏
i Di) ≃ Z (kG) ≃ HH0(X ), where, as we

saw in Proposition 6.6, the ring structure of the last term is obtained as the k-dual of the
comultiplication of OIX corresponding to the group structure of IX over X . We attach
the trivial µℓi-gerbe Xi := Bµℓi over the corresponding component of SpecHH0(X ) to

each Di with modDi ≃ X (1)
i . Then X =

∐
iXi. Note that X has only abelian stabilizer

subgroups whereas G may be non-abelian.
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