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NanoLocz: Image Analysis Platform for AFM, High-Speed
AFM, and Localization AFM

George R. Heath,* Emily Micklethwaite, and Tabitha M. Storer

Atomic Force Microscopy (AFM), High-Speed AFM (HS-AFM) simulation
AFM, and Localization AFM (LAFM) enable the study of molecules and
surfaces with increasingly higher spatiotemporal resolution. However,
effective and rapid analysis of the images and movies produced by these
techniques can be challenging, often requiring the use of multiple image
processing software applications and scripts. Here, NanoLocz, an
open-source solution that offers advanced analysis capabilities for the AFM
community, is presented. Integration and continued development of AFM
analysis tools is essential to improve access to data, increase throughput, and
open new analysis opportunities. NanoLocz efficiently leverages the rich data
AFM has to offer by incorporating and combining existing and newly
developed analysis methods for AFM, HS-AFM, simulation AFM, and LAFM
seamlessly. It facilitates and streamlines AFM analysis workflows from import
of raw data, through to various analysis workflows. Here, the study
demonstrates the capabilities of NanoLocz and the new methods it enables
including single-molecule LAFM, time-resolved LAFM, and simulation LAFM.

1. Introduction

Open-source tools such as RELION[1,2] and numerous super-
resolution microscopy software developments[3–8] have played
a crucial role in the “resolution revolutions” of cryogenic elec-
tron microscopy (Cryo-EM) and super-resolution fluorescence
microscopy (such as photoactivated localization microscopy
(PALM), Stochastic optical reconstruction microscopy (STORM),
and DNA points accumulation for nanoscale topography (DNA-
PAINT)), respectively. The open-source and collaborative nature
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of these developments in data anal-
ysis have fostered a vibrant commu-
nity of researchers, democratizing ac-
cess to advanced imaging capabilities and
driving significant progress in under-
standing biological structures and pro-
cesses. AFM and HS-AFM can pro-
vide video rate 3D visualization of sur-
faces at nanometer resolution across
a range of length scales from whole
cells[9] down to single molecules.[10]

These unique capabilities enable insight
into structural biology questions under
various physiological conditions includ-
ing protein-protein interactions[11] and in
situ dynamics of single molecules in re-
sponse to force,[12] light,[13] ligands,[14]

and drugs.[15] Furthermore, the applica-
tion of single molecule localization mi-
croscopy analysis concepts to AFM data
has led to the development of Local-
ization AFM (LAFM)[16] which enables

4Å resolution to be achieved on single biomolecules. With the sig-
nificant advancements in AFM methods and hardware, the need
for accessible software to harness the full potential of AFM data
becomes ever more important.

The wide range of proprietary file formats provided by AFM
companies (which additionally change over time) makes it par-
ticularly difficult to access, share, and compare raw AFM data
and apply new analysis methods. Current open-source software
such as Gwyddion[17] and WSxM[18] enable a vast range of AFM
image formats to be opened, catering to general scanning probe
microscopy users but are focused on individual images. AFM
image analysis tools aimed at biomolecular analysis such as
TopoStats[19] and trace_y[20] concentrate on tracing analysis, prov-
ing powerful for the analysis of DNA and filament topology re-
spectively. Additionally, to aid interpretation and analysis of bi-
ological structures in experimental data, simulation AFM tools
such as BioAFMviewer have been developed to simulate and
fit AFM topographies from and to PDB structures.[21,22] To bet-
ter understand the influence of force on biomolecules such as
deformation, simulation software dForce has been developed
to simulate dynamic tapping of the AFM probe.[23,24] Despite
these significant advancements, there remains a critical need for
user-friendly AFM and HS-AFM post-processing and analysis
tools that enable users of different instruments and expertise to
browse, interact, and analyze raw or processed AFM data, espe-
cially HS-AFM data, with high-throughput.

Small Methods 2024, 2301766 © 2024 The Authors. Small Methods published by Wiley-VCH GmbH2301766 (1 of 9)

http://www.small-methods.com
mailto:g.r.heath@leeds.ac.uk
https://doi.org/10.1002/smtd.202301766
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fsmtd.202301766&domain=pdf&date_stamp=2024-03-01


www.advancedsciencenews.com www.small-methods.com

Table 1. Current AFM manufacturer file formats read by NanoLocz including access to different data channels and support for video processing.

AFM Manufacturer Format Used Read Height Read All Channels Video Support Video Format Author/Source

Bruker™ .spm ✔ ✔ ✔ Folder J. D. Groot[26]

.jpk ✔ ✔ ✔ Folder R. D. Ortuso[27]

RIBM™ .asd ✔ x ✔ Single file G. Tagiltsev & S. Scheuring

Oxford Instruments™ .aris ✔ ✔ ✔ Single file G. R. Heath

.ibw ✔ x ✔ Folder J. Bialek[28]

Nanosurf™ .nhf ✔ ✔ ✔ Folder G. R. Heath

.gyw ✔ ✔ ✔ Folder E. L. Fricke[29]

Park Systems™ .tiff ✔ x ✔ Single file G. R. Heath

Figure 1. NanoLocz workflow. a) Overview of NanoLocz workflow: multiple AFM file readers allow data to be imported from different instruments and
processed through the same workflow. Simulation AFM is incorporated as a plugin allowing the import of simulated topographies to use in particle
detection or to simulate LAFM imaging. Multiple branch points demonstrate the flexibility and options for various analysis output. b) GUI of NanoLocz
demonstrating multiple line profile analysis (red and yellow lines and traces). c) Comparison of a single AFM image (left) and a NanoLocz LAFM map
(right) of a DNA origami tile.

Here we present NanoLocz, an open-source software devel-
oped for advanced AFM, HS-AFM, and LAFM data analysis inte-
grated with simulation AFM and accessed through an interactive
graphical user interface. We show and explain the fundamental
and new methods enabled by NanoLocz which provide users with
an AFM specific tool for seamless and in-depth analysis of AFM
image data.

2. Results and Discussion

Starting from raw data AFM topography images or movies,
NanoLocz is has been developed to have multiple possible work-
flows and branch points depending on the desired analysis
(Figure 1a). All workflows can be performed in a user-friendly
graphical user interface (GUI) (Figure 1b).

To read in raw AFM image or HS-AFM video files, we mod-
ified existing and developed new file format readers allowing
topography trace, retrace scans, or other data channels to be

processed. The workflow of NanoLocz treats AFM data in either
single image or video format, i.e., a stack of images, whilst
allowing seamless integration with various AFM and HS-AFM
data formats, making it suitable for data obtained from different
experimental setups. See Table 1 for the full list of accepted file
formats, access to different data channels, and file organization
required for video format. Raw or processed AFM file formats are
automatically recognized and imported as either single images
or movies along with metadata of each frame. To increase the
amount of data included in the AFM analysis, we develop a
routine to load and intercalate trace and retrace movie frames
(Figure 2). Trace-retrace intercalated movies enable a twofold
increase in frames, this is particularly powerful when applied to
reduce noise by averaging the trace-retrace signals or to increase
the number of particles for LAFM analysis and therefore in-
crease spatial resolution or temporal resolution of time-resolved
LAFM. Trace-retrace intercalated movies typically require frame
alignment to account for substantial offsets in the x direction.
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Figure 2. Example single particle LAFM workflow. 1) Loading of raw data and intercalation of trace and retrace frames. 2) Iterative leveling of the movie
frames with height thresholding. 3) Detection of 4FS DNA origami tiles using a user selected reference image as a template (a single 4FS Origami tile
image, insert on the right). 4) Iterative fine alignment of each individual particle using an averaged image as template updated after each iteration. 5)
Localization of local height fluctuations to generate a 3D point cloud of localizations in x, y, z, and time. 6) Rendered localization AFM images without
(left) and with (right) fourfold rotational symmetry averaging. Right: zoomed comparison between symmetrized LAFM map and single particle AFM
images.

Combining trace-retrace data has been previously used to elim-
inate parachuting artifacts,[25] however since LAFM picks local
maxima, regions containing parachuting are already eliminated
from image reconstruction. Alternatively, data that has been
acquired in bi-directional scanning modes that combine trace
and retrace lines into one image can be used to increase temporal
resolution. Bi-directional data capture can double the imaging
frame rate, however, the method typically uses computational
real-time data processing to align individual scan lines to build
an image and is prone to contain errors that will propagate in
the further data analysis particularly at higher scan rates or with
higher levels of parachuting at low forces. We develop two meth-
ods for automatic alignment of line-shift in bi-directional AFM
images, a line correlation method that uses correlation between
scan line pairs (trace-retrace) and a peak matching method that
calculates shift in peak positions between scan line pairs. To
evaluate the performance of line shift correction in the presence
of parachuting we incorporate simulation AFM capabilities into
NanoLocz and develop routines to simulate image parachut-
ing (Figure S1, Supporting Information). In the presence of
parachuting the line correlation method overcorrects even if no
line shift is present due the additional parachuting height signal
in opposing directions (Figure S2, Supporting Information).
However, this can be reduced using the peak matching method
which analyzes line maxima to ignore parachuting.

Raw AFM images typically require background and line level-
ing to correct for sample tilt and height variations between scan
lines. This process often requires multiple iterations to fit data
with higher or lower height features excluded to avoid skewing
the leveling.[26] To increase throughput we implement automatic
image leveling with pre-set routines and real-time previews
during movie processing, eliminating the need for slow batch
processing and leveling errors. Leveling can also be performed
manually. The manual and automatic thresholding algorithms
account for height throughout a movie or set of images to avoid
changes in baseline and improve accuracy. Accurate bassline
height is particularly important for analysis in which heights
between frames are being measured. At this step in the image
processing pipeline one can perform standard AFM analysis such
as threshold area/height analysis and line profiling or advance
further toward single particle analysis. Example leveling and
area/height analysis using time-lapse AFM data of antimicro-
bial peptide interactions with supported lipid membranes using
previous data[30] is shown in Figure S3 (Supporting Information).

Depending on the sample and resolution achieved in AFM im-
ages, single particles may appear as featureless amorphous blobs
or display visible substructure. Single particle detection and anal-
ysis in NanoLocz can be performed using either local maxima
(for featureless objects) or using cross-correlation searches with
a reference image (for particles with visible substructure). For the
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local maxima method, we develop automatically height profiling
to generate statistics on particle height, location, and width using
full-width half maxima. Alternatively for applications that require
analysis of the particle substructure such as LAFM, reference-
based single particle detection can be performed. We optimize
template matching algorithms that enable detection using a ref-
erence region in the image using either: a user selected typical
particle, or using Simulation AFM to generate a reference im-
age from 3D coordinates (for example a protein structure from
the Protein Data Bank, i.e., PDB file) with user defined noise,
parachuting, tip radius and pixel sampling taken directly from
the image/video metadata. To develop a multi-rotation search al-
gorithm, we combine correlation coefficient maps from the dif-
ferent reference images taking their maxima at each x, y position,
the local maxima in the combined map is then matched back
to the rotation parameters used to create the template for detec-
tion. The user interface facilitates interactive tuning of particle
detections by employing a slider to visualize in real-time the ef-
fect of changing the minimum/maximum correlation coefficient
and/or height thresholds, enabling rapid visual feedback for the
inclusion or exclusion of detected particles. Controlling the corre-
lation thresholds can also be used to select for specific conforma-
tions in the correlation distribution. If required, particle detection
can then be refined using an averaged image of the particles de-
tected in this first round of cross-correlation searching. We inte-
grate single particle tracking algorithms to enable tracking of the
detection coordinates of particles over time. At this stage statis-
tics of particle angle, height, spatial distribution and movements
over time can also be output.

Once positions have been detected particles can be rotationally
and translationally aligned further. Translational and rotational
alignment to the reference image is performed in multiple
iterations in which the detection positions and reference are
refined in each iteration. To prevent data loss, each alignment
iteration updates the detection’s x, y coordinates and angle only.
This approach allows for a one-time particle extraction from the
full image, avoiding losses that may occur due to multiple pixel
interpolations in the sequential iterations. If tracking has been
performed, alignments can be made to either all particles or a
single particle over time. Particle coordinates (x, y, z), frame,
time, angle, and track id are stored for analysis, LAFM imaging
and can be exported at any stage.

Once the particle stack (either many individual molecules,
or many observations of one or several molecules over time) is
aligned, it can be utilized for LAFM. Previously the LAFM anal-
ysis workflow was performed using bicubic interpolation of the
images to a higher pixel sampling, typically 3–4x expansion to
reach 0.5Å per pixel.[16] This expansion was used to improve im-
age alignment and improve precision of localizations. Local max-
ima were then found and rendered into a LAFM map using these
expanded movies in a single step in an ImageJ plugin. To enable
greater optimization and reproducibility of LAFM we develop a
modular approach that decouples the localization analysis from
the image rendering process. The first step of LAFM is finding lo-
cal height maxima caused by height fluctuations whilst avoiding
background noise. To achieve this, we create real-time visualiza-
tion of the local maxima detected in response to non-destructive
(without modification of the image data) image filters, height
thresholds, and peak prominence thresholds. A typical recom-

mended filter strength is a Gaussian filter with a strength of at
least 0.6. To allow refinement of the peak detection positions
to subpixel precision, bicubic interpolation is applied to a 5×5
subset of pixels surrounding each of the identified local max-
ima peaks, expanding it 10x. Rather than expanding the entire
image set limiting expansion to subsets of pixels for each local-
ization calculation reduces memory requirements and reduces
the number of spurious localizations generated through the in-
terpolation process itself. The LAFM image can then be rendered
using these localizations on an expanded pixel grid with points
rendered using 2D Gaussian profiles and 2D false-color scale op-
tions which combine height and localization probability. For each
localization, information of x, y, z, time, peak prominence, and
particle id is stored or can be exported, enabling LAFM rending
to be reproduced independently of the image data. For molecules
with symmetry we developed an automatic centering based on
the alignment of the rotated localization point cloud, enabling
a symmetrized LAFM map to be generated. At this stage LAFM
images can be rendered to produce time-resolved LAFM movies
and/or single molecule LAFM images. Figure 1c demonstrates
a comparison between a single AFM image and the LAFM map
obtained through NanoLocz processing.

Processed images and movies in NanoLocz can be saved and
opened later or exported to a range of file formats. Exporting as
.tiff, .csv, .txt, or .xls enables export without loss of image in-
formation whereas export as .gif, .avi, .png, .jpeg, or .pdf gives
movies/images at presentation or publication quality with auto-
matic scale bars and timestamps. All other data obtained through
NanoLocz analysis, such as height and width distributions, parti-
cle orientations, tracking coordinates, and localizations can also
be exported and/or plotted within the user interface.

2.1. Single Particle LAFM

To demonstrate new single particle LAFM capabilities of
NanoLocz, Figure 2 shows an example workflow to obtain single
particle LAFM images of two different copies of the same 4FS
DNA origami tile design.[31,32] The raw data contains 25 images
in which the two DNA origami tiles are visible. Typically, LAFM
imaging requires at least 100 images of the same or different
particles to get a reasonable sampling of localizations.[16] To
increase the number of images for LAFM analysis, trace-retrace
frame intercalation was used to give 50 unique frames and there-
fore 50 images for each particle. Given that the 4FS Origami
tile has fourfold symmetry, we actually pool the information of
100 (trace only) or 200 (trace and retrace) redundant structural
elements in our LAFM maps. After leveling the movie, DNA
origami tiles were detected using a reference region from the
leveled images with rotational freedom enabled. Particles were
then tracked allowing separation of particle 1 and 2 for image
fine alignment using single particle averages to iteratively refine
alignment further. Each particle can then be treated separately
in the localization analysis to generate independent localization
point clouds and subsequent LAFM images. The LAFM images
show positions of defects unique to each origami. fourfold sym-
metrization of the two single particle LAFM images shows the
matching structural features of the DNA origami organization
at high-resolution. Comparison of the LAFM images to the raw
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Figure 3. Example time-resolved LAFM workflow. Demonstration of time-resolved LAFM processing workflow for a single 4FS DNA origami tile degrading
over multiple scans due to AFM tip interactions. Trace-retrace intercalation is performed on HS-AFM imaging data of the 4FS DNA origami tile captured
at 1.4 frames per second. 328 origami tiles are detected and aligned using template matching with rotational freedom. Particle position, cross-correlation
(C), time, frame, and angle are stored. Localization analysis is then performed on the detected particles to obtain localization position, prominence (p)
whilst transferring information of which particle, frame, and time point each localization is obtained from. Localizations are separated by time range to
render multiple LAFM images and generate a LAFM time series while taking into account a single height color scaling.

AFM data images highlight the significant improvement in
resolution and contrast gained through the LAFM processing.

2.2. Time Resolved LAFM

To move from single LAFM imaging to time-resolved LAFM
movies requires tracking the time points of each localization so
LAFM maps can be rendered according to time. Figure 3 shows
an example workflow for time-resolved LAFM using a HS-AFM
movie of a single 4FS DNA origami tile imaged over time. In
Figure 3 we utilize trace-retrace interaction to double the num-
ber of particles and hence the time-resolved LAFM time resolu-
tion. Particles are then detected and aligned as previously demon-
strated (Figure 2). From 157 scans at 1.4 frames per second,
we acquired 328 particles (from a single origami tile). The time
point and particle id of each detection is stored. Upon localization
analysis to find fluctuations in each particle detection, the cor-
responding particle ids and time points are transferred to each
localization coordinate. To render a time-resolved LAFM movie
the stored localizations are selected across specified time frames
or a given number of particles. The time-resolved LAFM of DNA
origami degradation uses 30 particles per LAFM map giving a
time resolution of 10.5 s per frame (Figure 3). The LAFM time
series resolves stable origami junction positions where DNA sta-
ples are bound or removed during imaging eventually leading to
complete destabilization of the origami tile.

2.3. Simulation AFM and LAFM

Development and integration of Simulation AFM into NanoLocz
enables the generation and import of simulated AFM surfaces,
using pixel sampling matching experimental data, from protein
structures in repositories such as the Protein Data Bank. In brief,
AFM surface topography prediction of the proteins is based on
scanning in silico an estimated tip radius over the PDB struc-
ture to find the points of contact. To model fluctuation dynam-
ics, random fluctuations can be added to the atomic coordinates
with constraints limiting atomic positions overlapping within a
set distance. By adding fluctuations, simulations can be used to
rapidly test LAFM analysis performance on simulated protein
surfaces. Figure 4 shows simulations of a 2D lattice of bacte-
riorhodopsin viewed from the cytoplasmic side of the protein
using existing known structures from X-ray crystallography.[33]

By combining simulations of open and closed state structures
we simulate AFM imaging and time-resolved LAFM mapping
of a conformational change. Features observed in the simu-
lated AFM images and simulated LAFM (Figure 4b,c) show
the increase in structural information obtained by the LAFM
method. Simulated LAFM may also be used to support in-
terpretation of experimental LAFM imaging of conformational
changes such as those previously obtained for bacteriorhodopsin
dynamics.[13,34]

Alternatively, simulated surfaces can be used as a reference im-
age for particle detection, to find protein location and orientation

Small Methods 2024, 2301766 © 2024 The Authors. Small Methods published by Wiley-VCH GmbH2301766 (5 of 9)

 23669608, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

td.202301766 by T
est, W

iley O
nline L

ibrary on [04/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.small-methods.com


www.advancedsciencenews.com www.small-methods.com

Figure 4. Example Simulation LAFM workflow. a) Left: Structures of bacteriorhodopsin trimers assembled into a 2D lattice viewed from the cytoplas-
mic side in closed (PDB: 6RNJ) and open (PDB: 6RPH) states.[33] Simulation AFM of 6RNJ and 6RPH performed using 300 unique sets of fluctuated
coordinates per conformational state. Right: Time-resolved LAFM analysis of the 600 simulation AFM frames using 100 particles per LAFM map. Com-
parisons between simulated AFM, simulated LAFM, and the surface structure of the bacteriorhodopsin monomer in b) closed and c) open conformations
respectively.

Figure 5. Example Simulation AFM for particle detection Workflow. a) Demonstration of the use of an AFM simulation image, the extracellular face of
CLC-ec1 (PDB 1OTS[35]), as reference, imported into NanoLocz for particle detection and fine alignment. b) x, y detection position, angle, and normalized
cross-correlation of the HS-AFM experimental particle over time compared to the simulated structure reference. Time-resolved LAFM maps of the CLC
at 18s intervals using 100 independent frames per LAFM map. LAFM maps have twofold symmetry applied.

in experimental data. In Figure 5a, a CLC-ec1 antiporter struc-
ture (PDB: OST1[35]) is used to produce a simulated molecular
topography. This simulated surface is then used as a template
for cross-correlation searches and particle detection in previous
HS-AFM experimental data. The simulated template is also used
as reference for fine rotational and translational alignment. The
data obtained from the fine alignment such as x, y position, ro-
tation angle, and normalization cross-correlation value (with the
simulated surface) gives information about the positional dynam-

ics and conformational variations (or image quality) over time
(Figure 5b). Such analysis, potentially using several simulation
topographies of the protein in different states, could also be used
to detect conformational changes over time. Whilst the CLC-ec1
molecule is not undergoing significant conformational changes
on the 18s timescale, such a time-resolved LAFM workflow can be
applied to HS-AFM which contains multiple copies of the same
particle in each frame to increase the effective LAFM time reso-
lution.
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3. Conclusion

NanoLocz’s advanced capabilities and user-friendly interface
make it a valuable tool for AFM image analysis. By streamlin-
ing and integrating AFM, HS-AFM and LAFM data process-
ing workflows, NanoLocz significantly reduces manual efforts
which should lead to increased productivity, more access to sin-
gle molecule analysis methods and help pave the way for future
advances in AFM analysis. The ongoing development and fu-
ture enhancements to NanoLocz including python versions aim
to further support new improvement in AFM data analysis ca-
pabilities. By encouraging the development of novel analysis al-
gorithms through plugin integration, NanoLocz aims to create a
collaborative environment for further advancements in AFM re-
search. Such an open-source software package used by the AFM
community at large will automatically lead to common standards
and enhance data reproducibility and exchange.

4. Experimental Section
AFM Data Import: To read raw AFM image or HS-AFM video data,

various file readers algorithms for common AFM file types were modified
from existing codes (.spm, .asd, .jpk, .ibw, .gwy) or written in NanoLocz
(.asd, .aris and .nhf). See Table 1 for the capabilities and source of each
file reader. All file readers were modified and designed to store standard-
ized metadata including scan size, scan speed, time, and available data
channels. Within NanoLocz image data was stored as 2D arrays for sin-
gle images or as 3D arrays for video or multiple frame data. The use of
3D arrays in general allowed for faster computation and lower memory re-
quirements but required homogenous data, i.e., with the same number of
x and y pixels in each frame.

Image Leveling: Image leveling could be performed either manually or
through an automatic image leveling routine. For manual leveling proce-
dures, the order of the polynomial fit was defined by the user (see script
“filter_img_v2.m”).

Plane Fitting: To remove tilt or bow in images, a polynomial was fit to the
average of all rows (for y tilt removal) and/or the average of all the columns
(for x tilt removal), these polynomial trends were then subtracted from the
original image.

Line Fitting: To remove height variations between scan lines, polynomi-
als were fit to each line in the x or y direction, these polynomial trends in
each line were then subtracted from the original image.

Line or Plane Fitting with a Mask: To level images and movies that con-
tained a variety of height levels required certain regions (referred to as
masked regions) to be excluded from the polynomial fits. Typically the in-
cluded region should be a surface that was expected to be level and has
a high coverage. Masks could be automatically generated using the Otsu
method or by fitting a Gaussian to all the values in the movie and using
1.5 x standard deviation as the threshold values. Manual masks could be
generated using upper and lower threshold values or manually drawn re-
gions. To level with a mask, the function in NanoLocz (thresholder.m) set
masked (excluded) pixel values to Nan and then line fitting or plane fitting
was run as before but fitting was performed using only the real values. The
fitting was then subtracted from the whole of the original image.

Automatic Leveling: Leveling typically requires multiple iterations, to
achieve this automatically several pre-set leveling routines were imple-
mented in NanoLocz. For example the “Iterative Holes” and “Iterative
Peaks” routines that used the following routine:

1) Subtract a plane fit in x and y with 2nd order polynomial then subtract
the median line in x.

2) Fit a Gaussian to all the heights in the movie and set a mask threshold
to z > 1.5𝜎 (Iterative Peaks) or z <-1.5𝜎 (Iterative Holes) to generate
a mask.

3) Repeat leveling step 1. with the threshold mask applied.
4) Generate new mask by repeating step 2.
5) Subtract a plane fit in x and y with 2nd order polynomial then subtract

a 1st order polynomial line in x with the threshold mask applied.

“Iterative Holes” and “Iterative Peaks” automatic leveling routines were
designed for image set with a fraction of lower features such as membrane
defects (Iterative Holes) or a fraction of objects with higher features such
as features on a mica surface (Iterative Holes). Other iterative leveling
routine in NanoLocz include basic leveling followed by Otsu mask leveling
or leveling followed by two leveling iterations with Gauissan fitted masks
for z outside the range of +/−1.5𝜎.

Bi-directional Line Shift Correction: Bi-directional line shift correction
was performed per image to find the pixel lag between scan directions
using one of the following methods:

Line Correlation Method: The line correlation method computed the nor-
malized cross-correlation between each trace and retraced line pair and
calculated the lag with the highest correlation. A Gaussian was then fit to
all the lags in the image and rounded to the nearest whole value.

Peak Matching Method: The peak matching method first Gaussian fil-
tered the trace and retrace lines and then found peak positions with a
minimum prominence of 0.2 nm (to reduce selection of noise peaks). The
differences between peak positions between each trace and retrace line
pair were calculated to give lag values. A Gaussian was then fit to all the
lags in the image and rounded to the nearest whole value.

Trace-Retrace Intercalation: To intercalate trace-retrace HS-AFM
frames, the image stack containing n trace images was first loaded.
Retrace frames were then loaded and combined with trace frames into a
stack of 2n frames with trace frames at 2i+1 and retrace frames at 2i for i
ranging from 0 to n-1.

Particle Detection: Two methods were implemented for particle detec-
tion using either local maxima (peak method) or template matching to a
reference image (ROI method).

Peak Method: The peak method of particle detection found local max-
ima above a threshold value within a circular neighborhood of pixel dis-
tances. To achieve this every pixel was searched to check if it was the high-
est in the local neighborhood, pixel positions in x, y, z and frame are stored
(peak2D.m). To reduce the selection of noisy peaks a user defined Gaus-
sian could be applied to filter the image for detection purposes only. Par-
ticles were then extracted from the images based on a user defined box
size. To eliminate spurious detections all particles were cross-correlated
with the particle average enabling the user to select a minimum normal-
ized correlation coefficient.

ROI Method: The ROI (region of interest) method used image cross-
correlation of a reference image with the full image or video data set to
detect particles. Reference images could be manually selected, simulated
using simulation AFM of a pdb file, using the average particle of a previ-
ous detection round or using the down sampled LAFM map. The cross-
correlation of the reference image with the image data was performed
with Gaussian image filters on the image and the resulting normalized
cross-correlation map (default strength, 𝜎 = 1), local maxima in the cross-
correlation map were then used as detection points and positions in x, y,
z and frame were stored. Particles were then extracted from the images
based on the pixel dimensions of the reference image. To detect different
rotations of a particle the detection could be run with rotation enabled,
in this mode the cross-correlation was run with different rotations the ref-
erence image to different angles. At each rotation the normalized cross-
correlation coefficient map was calculated (CCR) between the rotated ref-
erence image and the target image. This was then assembled into a 3D
array with each image in the 3rd dimension corresponding to a CCR of
each rotation. A maxima search was performed along the third dimension
to search for the maximum correlation values across rotations while keep-
ing track of which slice (rotation) it originated from.

Particle Tracking: Particle coordinates were input into the simple-
tracker algorithm (https://github.com/tinevez/simpletracker) to track
particle positions over time. In brief particle pairs identified between
frames as the closest (based on Euclidean distance) were connected to
form links. Using the Hungarian algorithm the sum of these pair distances
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was minimized across all particles between successive frames. Subse-
quently, a second iteration examined track endings. If a track’s start closely
aligned with another track’s end in the subsequent frames, a link spanning
multiple frames was established, effectively bridging the gap and reestab-
lishing the track. The method allowed tracking to bridge a user defined
number of frames where a particle was missing/undetected.

Particle Fine Alignment: Subpixel translational and rotational align-
ment was performed to improve alignment of detected particles. The
process could be performed iteratively alternating between translational
and rotational while improving the reference image average. Translational
alignment was performed using 2D image cross-correlation between each
particle image and the reference image. To achieve subpixel translational
alignment a 5×5 pixel region surrounding maximum normalized cross-
correlation value in the CCR map was expanded with bicubic interpolation
to interpolate the maxima position with greater precision. Rotational align-
ment was performed by calculating the 2D correlation coefficient between
the reference image and particle image at different image rotations. For an-
gle searches greater than +/- 20° particles were rotated at 0.5° intervals,
below 20° angle searches, rotation was in 0.2° intervals. Spline interpola-
tion of the correlation coefficient values versus angle was used to improve
precision of the angle at which the maximum lied. Rotational and trans-
lational alignment could be performed with a threshold height applied to
exclude lower pixels from the alignment.

Localization AFM: Localization AFM is performed in three main steps,
1) peak identification, 2) sub-pixel localization, and 3) LAFM image ren-
dering.

Peak Identification: To identify peaks that corresponded to molecular
height fluctuations, local maxima above a threshold value within a circular
neighborhood of pixel distances were searched (peaks2D.m) to give pixel
positions in x, y, z, time and particle id. To reduce the identification of
noisy peaks the search could be performed with an image filter and/or a
minimum peak prominence.

Peak prominence was calculated by calculating the Euclidean distance
between the current peak and all other peaks. The height of the peaks
was checked against neighboring peaks. If the current peak’s height was
greater than or equal to the height of any other peak, the prominence was
assigned as the height. Otherwise, the prominence was given as the differ-
ence between the current peak’s height and the minimum intensity along
the line profile between the current peak and its nearest neighboring peak
with greater height.

Sub-pixel Localization: To allow refinement of the peak detection posi-
tions to subpixel localizations, bicubic interpolation was applied to a 5×5
subset of pixels surrounding each of the identified local maxima peaks, ex-
panding it to 50×50 pixels. The expanded region was then cropped to the
central 30×30 pixels and the maxima of this subsections was then used as
the final localization position.

LAFM Image Rendering: LAFM images were rendered using the stored
x, y, z, time and particle id localization information. The LAFM image can-
vas size was determined by the maximum positions of the localizations in
x and y before expanding the pixel grid (typically 5x). To render each local-
ization with a specific color, z values were normalized between 0 and 1.
The algorithm then looped through each color in the selected color map
also scaled between 0 and 1, identifying all localizations that should be
rendered that color depending on their normalized z value. Within the
loop an image in generated with 1s at localization positions, these are
then Gaussian smoothed and the corresponding color RGB values in that
height “slice” applied. Each color/height slice was then added to the pre-
vious one to produce the full LAFM image. The z-scale color limits could
be set by the user in terms of percentage of the full localization z-range to
alter the z-range of the LAFM maps.

For molecules that have symmetry, a symmetrized LAFM maps can ren-
dered by adding a set of duplicated localizations which were rotated and
combined with the original localization list. This was achieved by dupli-
cating the localization data and rotating it n times by angles depending
the number of the degrees of symmetry n. To ensure correct alignment of
the localizations after rotation, the relative center of the localization point
cloud could be found by rotating each additional point cloud and aligning
it with the original. Point cloud alignment was performed using the iter-

ative closest point (ICP) algorithm. The average of all the alignments for
each rotation gave the new center point. The combined localization list
can was then rendered into an LAFM image as before.

Time Resolved LAFM: Time information of every localization was stored
from the point of particle detection in the original starting AFM frames
through to the localization peak identification. To render a time-resolved
LAFM image sequence, localization values were separated depending on
their time value and then rendered into images separately. To implement
this users defined the number of particles to be included in each LAFM
image. A sliding window value could be used to overlap localizations in
subsequent LAFM images. The sliding window value determined the num-
ber of particles to step forward, for example if the number of particles was
50 and the sliding window was 50 there will be no overlap. However, if
the sliding window value was 25 particle there would be a 50% overlap of
particle localizations between frames in the LAFM Movie.

Simulation AFM: Simulated AFM images were produced by calculat-
ing collision points between a model AFM tip and set of 3D coordinates.
The image was produced by taking the highest values at each pixel posi-
tion. The AFM tip was modeled as a cone with a hemisphere shaped apex.
The angle of the cone corresponded to the sidewall angle, 𝜃, of the AFM
probe which was typically available from probe manufactures. The radius,
r, of the hemisphere could be considered as the tip radius. For each coor-
dinate A(x, y, z), such as the atomic coordinates obtained from a protein
data bank file, the heights, z(i), on a surrounding set of grid positions dx(i)
and dy(i) are calculated based on geometric arguments:

dh (i) = r −
√

r2 −
(

dx(i)2 + dy(i)2
)

(1)

where dh(i) values correspond to the heights on the hemisphere. For
grid positions within the hemisphere radius this results in real values dh
which are then used to calculate heights at each grid position:

z (i) = Az (x, y, z) − dh (i) (2)

For imaginary values of dh (i.e., where the distance is outside of the
hemisphere) the height is calculated using the sidewall angle, 𝜃, as fol-
lows:

z (i) = Az (x, y, z) − r −
(√

dx(i)2 + dy(i)2 − r
)

tan (𝜃) (3)

The final image takes the highest z(i) values calculated across all coor-
dinates at each pixel position.

Modeling Fluctuations: To model fluctuation dynamics in a simplistic
way, the 3D coordinates were randomly offset in x-y and/or z using nor-
mally distributed random numbers:

A (x, y, z) = (x + dx, y + dy, z + dz) (4)

To prevent unrealistic overlap of atomic positions a clash prevention
routine was implemented which checked for coordinates within a 2.8Å dis-
tance of each other based the typical 1.4Å van der Waals radius for solvent-
accessible surface area. Coordinate pairs residing <2.8 Å distance of each
other were not accepted and were both iteratively forced to move apart
in opposite directions at 20% of the overlap per iteration. After fluctuation
were added and clashes prevented each whole set of coordinates was then
used to produce simulated AFM images of those coordinates undergoing
positional fluctuations.

Simulating Parachuting: To simulate parachuting artifacts observed in
AFM imaging, particularly at high scan speeds, simulation AFM image
were generated first and then checked for decreasing gradients in the x
direction above a user defined threshold level. Gradients were calculated
per scan line using a sobel convolution kernel. If the gradient at any pixel
was above the threshold all subsequent pixels were replaced with linearly
decreasing values using the threshold gradient until the original height
value is reached. The process was repeated for all positions that exceed the
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gradient threshold. To simulate retrace parachuting the image was flipped
in the x direction for calculation and then flipped back. For bi-directional
parachuting calculation alternating lines were flipped for calculation and
flipped back.

Algorithm and User Interface Implementation: All the algorithms and
app designer files for the GUI design of NanoLocz were written in MAT-
LAB (MathWorks, Natick, MA) and are available to download at https://
github.com/George-R-Heath/NanoLocz. The GUI file (.mlapp) was built
using MATLAB App Designer (version 2023b) which can be modified and
built upon. The standalone Windows and Mac executables of NanoLocz
were prepared using the MATLAB compiler (2023b), the MATLAB app ver-
sion (.mlappinstall) of NanoLocz was packaged using the MATLAB App
Designer.

Code Availability: The source-code, standalone versions for PC or
Mac, MATLAB app, test data and installation instructions for updated
versions of NanoLocz can all be found at https://github.com/George-R-
Heath/NanoLocz.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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