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The notion of domain specificity plays a central role in some of the most important debates in cognitive science.
Yet, despite the widespread reliance on domain specificity in recent theorizing in cognitive science, this notion
remains elusive. Critics have claimed that the notion of domain specificity can't bear the theoretical weight that

::“:Eil;:l has been put on it and that it should be abandoned. Even its most steadfast proponents have highlighted puzzles
Natli)vism and tensions that arise once one tries to go beyond an initial intuitive sketch of what domain specificity involves.
Innateness In this paper, we address these concerns head on by developing an account of what it means for a cognitive

mechanism to be domain specific that overcomes the obstacles that have made domain specificity seem so
problematic. We then apply this understanding of domain specificity to one of the key debates that it has figured
prominently in—the rationalism-empiricism debate concerning the origins of cognitive traits—and introduce
several related theoretical notions that work alongside domain specificity in helping to clarify what makes a view
more (or less) rationalist. This example illustrates how the notion of domain specificity can, and should, continue
to play a central role in ongoing debates in cognitive science.

1. Introduction’ for acquiring knowledge of language that incorporates principles

distinctive to language. Chomsky also went on to speculate that cogni-

The question of whether any cognitive mechanisms are domain
specific is at the centre of some of the most important debates in
cognitive science. Although the term “domain specificity” wasn't
commonly used in the earliest days of cognitive science, the idea behind
it goes back at least as far as Chomsky's discussions of the origins of
knowledge of language and his critique of the then dominant accounts of
the origins of language, which took language to be acquired solely on the
basis of general-purpose learning mechanisms that are responsible for
acquiring knowledge across many areas of cognition (Chomsky, 1965,
1967, 1972)." Chomsky's highly influential alternative was an approach
in which language acquisition is grounded in a special-purpose faculty

* Corresponding author.

tive development pertaining to other capacities might take a similar
form, while noting that this general approach, which postulates distinct
specialized cognitive mechanisms for acquiring different cognitive ca-
pacities, can be traced back to Descartes and Leibniz and other ratio-
nalist philosophers, just as competing approaches that suppose that
cognitive capacities largely originate in the very same general-purpose
mechanisms can be traced back to Hume and other empiricists. For
Chomsky, one of the major advances offered by the scientific study of
language in the generative tradition was that it illustrated how we can
move beyond vague speculations about the origins of knowledge by
formulating competing hypotheses with enough precision that empirical
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t This article was fully collaborative; the order of the authors' names is arbitrary.

! To the best of our knowledge, the earliest discussion in cognitive science to explicitly employ the terms “domain specificity” and “domain generality” in a
contrasting way was Keil (1981), which argued that we should think of cognitive development in terms of constraints on the acquisition of knowledge. Inspired, in
part, by Chomsky's work in linguistics, Keil suggested in this important paper that “[t]here are not merely a few general constraints that apply without prejudice to all
instances of knowledge acquisition... Rather, there are sets of highly restrictive constraints specifically and uniquely tailored to various cognitive domains...” (p.
198).
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data and argumentation can be brought to bear on the traditional debate
between rationalism and empiricism.?

The notion of domain specificity, in one form or another, soon came
to play a central role in a number of related debates in cognitive science,
including debates about whether aspects of perception and cognition are
modular (e.g., Carruthers, 2006; Fodor, 1983; Sperber, 1994), about the
existence and prevalence of psychological adaptations (e.g., Barrett,
2015; Tooby and Cosmides, 1992), about the basis of cognitive disorders
and neuro-atypical cognition (e.g., Kamps et al., 2017; Leslie and Thaiss,
1992), about the basis of category-specific deficits (e.g., Mahon, 2022;
Santos and Caramazza, 2002), about the existence and nature of
distinctively human forms of intelligence (e.g., Mithen, 1996; Spelke,
2003), and about the origins of cross-cultural universals (e.g., Atran and
Medin, 2008; Boyer, 2022), among others.

Yet, despite the widespread reliance on domain specificity in recent
theorizing in cognitive science, this notion remains elusive. Some critics
have claimed that the notion of domain specificity can't bear the theo-
retical weight that has been put on it and that it ought to be abandoned
(e.g., Prinz, 2006; Woodward and Cowie, 2004). And even among the-
orists who make heavy use of the notion of domain specificity, there is a
sense that it is hard to pin down once one tries to go beyond an initial
intuitive idea. For example, in describing their influential edited volume
of papers on domain specificity, Hirschfeld and Gelman remark that it
was based on a conference that “was an attempt to discover if the notion
of domain specificity could be discussed profitably (even intelligibly!)
across disciplinary lines” (Hirschfeld and Gelman, 1994a, p. viii).

Efforts to provide a more detailed understanding of domain speci-
ficity have also notably given rise to a number of puzzles and difficulties
that have proven difficult to resolve. For example, while many theorists
take domain specificity to apply to both cognitive mechanisms and
informational states (e.g., Chomsky, 1980, 1984; Hirschfeld and Gel-
man, 1994b), others take the application to informational states to be
essentially trivial and uninteresting, as in this passage from Fodor:

. information is ipso facto specific to the domain that it is infor-
mation about. The information that cows have horns is specific to
cows. The information that everything that exists is spatially
extended is specific to everything that exists; the information that
cats scratch is specific to cats; and so on. This notion of the domain
specificity of information is, patently, of no use to anybody. (Fodor,
2000, p. 58).

And, even in relatively simple cases, it can be unclear how to apply
the distinction between domain specificity and domain generality.
Notice, for instance, that an inference rule like modus ponens seems to
be domain specific in some ways and domain general in others. Fodor
calls attention to the unclarity about whether a rule like this counts as
domain specific or domain general, remarking that modus ponens only
applies to arguments with a single precise form (if P then Q; P; therefore
Q), which makes it seem domain specific, but that at the same time it
doesn't matter what the Ps and Qs refer to, which makes it seem domain
general (Fodor, 2000, p. 59). The various options here—modus ponens
is domain specific, modus ponens is domain general, and modus ponens
is both domain specific and domain general—seem equally unattractive.
These sorts of puzzles and difficulties—and the further difficulties that,
as we will see, arise from tempting solutions to them—can make the
notion of domain specificity seem inherently problematic.

We will argue, however, that there is no reason to abandon the
notion of domain specificity. The puzzles and problems that have sur-
rounded the notion of domain specificity are not intractable; they can be
resolved in a consistent and theoretically satisfying way. Properly

2 Following Chomsky, we will refer to the debate concerning the origins of
psychological traits as the rationalism-empiricism debate. Others use the term
nativism-empiricism debate instead; for these purposes rationalism and nativism
are merely stylistic alternatives.
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understood, domain specificity is a perfectly coherent and vital theo-
retical construct that can—and should—continue to play a central role
in a variety of debates that are at the very heart of cognitive science.

2. What is a domain? What makes a cognitive mechanism
specialized for a given domain?

To begin, we need to say something about what a domain is. A
domain—or as we will often say, a content domain—is best thought of as
a subject matter (Fodor, 1983). It is the subject matter that a psycho-
logical structure is directed at.

Being directed at is a relation much like represents, possessing the same
idiosyncratic properties that are characteristic of a whole family of
related notions, including being about and having intentionality. One of
these properties is being perspectival. This means that a content domain
shouldn't be understood merely as a collection of entities. Built into the
very idea of a content domain is that there is a way that the entities in
that content domain are to be construed. As a consequence, two psy-
chological structures could be directed at different content domains
even if the two content domains contained exactly the same entities. To
use a well-worn example, even if every creature with a heart is also a
creature with kidneys, a mechanism that is specialized for representing
creatures with hearts would be directed at a different content domain
than a mechanism that is specialized for representing creatures with
kidneys. Or, to use another example, a mechanism could be specialized
for representing three-angled closed polygons as opposed to three-sided
closed polygons, even though all triangular polygons are trilateral
polygons, and vice versa. The perspectival nature of being directed at also
means that the same entity can belong to many different content do-
mains. For example, the same entity can be in the domain of physical
objects, the domain of animals, the domain of agents, and so on. This
entity would be represented in different ways and for different purposes
by different domain-specific cognitive mechanisms directed at these
different content domains.>

A second and related feature of the relation being directed at is that
subject matters needn't correspond to objective categories discovered by
science and may even involve things that don't actually exist. Just as a
story could have unicorns as its subject matter or have as its subject
matter how things might have gone if the dinosaurs hadn't become
extinct, a cognitive mechanism could have as its content domain
mythical or fictional creatures or be concerned with counterfactual
events. For much the same reason, the content domain which a cognitive
mechanism is directed at could diverge from the categories that are
recognized and investigated by science even when the domain involves
real as opposed to fictional entities. For example, while standard bio-
logical taxonomies don't recognize categories like tree or fish (because
these categories don't involve groupings of organisms that include all of
the descendants of a common ancestor), a cognitive mechanism might
well range over these categories and have them as part of its content
domain. This would be true, for example, of a mechanism that is
responsive to the biological realm as it is conceptualized in everyday

3 Some proponents of domain specificity also distinguish between a mecha-
nism's proper domain and its actual domain (Sperber, 1994). This distinction
depends on a further commitment in which domain-specific mechanisms are
seen as typically being cognitive adaptations. Given this assumption, the proper
domain would be the domain that the mechanism evolved to deal with, and its
actual domain (or domains) would be the domain(s) that it currently deals with.
Part of the point of making this distinction is that the current environment may
differ significantly from the environment in which the domain-specific mech-
anism evolved, and consequently there may be current items that the mecha-
nism is responsive to (which are part of the mechanism's actual domain) even
though they wouldn't have been present when the mechanism originally
evolved and so didn't figure in the selection pressures responsible for the
mechanism's adaptive functional structure (and so are not part of the mecha-
nism's proper domain).



E. Margolis and S. Laurence

thinking (folk biology) as opposed to how it is conceptualized in scien-
tific biology (Medin and Atran, 1999).

One further point stemming from the perspectival nature of content
domains is worth commenting on, as it involves a potential source of
resistance to domain specificity. In the course of introducing the notion
of a content domain in The Modularity of Mind, Fodor comments that he
will “also assume that we can make some sense of individuating content
domains independent of the individuation of cognitive faculties, since if
we cannot the question whether the operation of such faculties cross
content domains doesn't arise” (Fodor, 1983, p. 13). It might seem that
this line of thought implies that content domains need to be natural
groupings of entities, where the naturalness is a product of some kind of
independent fact about the world. Many, however, would be suspicious
of any claims that the world comes pre-packaged into content domains
in this way, and so would be suspicious of any notions that depended on
such assumptions.

In response, we want to say that no questionable metaphysical as-
sumptions of this sort need to be made. Content domains aren't delin-
eated by mind-independent facts about what constitutes a natural
category. They are simply a reflection of human psychology, in partic-
ular, the cognitive mechanisms that are directed at them. This should
already be apparent from the fact that there could be a content domain
of mythical creatures—creatures which do not and never have actually
existed—or a content domain for a biological category that doesn't
correspond to one that is recognized in scientific taxonomies in biology.
But even in cases where a content domain does include entities that are
recognized by science, the point remains that content domains are not
individuated by some objective standard of naturalness. They are indi-
viduated by facts about what kinds of categories minds like ours treat as
natural. Some categories are clearly not categories that our kinds of mind
take to be natural—arbitrary disjunctive categories, for example.” This
is why cows, shoelaces, exoplanets, and musical instruments do not form
a single content domain, since minds like ours don't take these entities to
form a natural category.® In contrast, other categories are clearly ones
that our kinds of minds do take to be natural, for instance, categories
corresponding to concepts that are expressed by individual words in a
speaker's language. This is why a category like tools constitutes a single
content domain even though it consists of many different sub-kinds
(hammers, screw drivers, saws, rulers, and so on) that may otherwise
be quite different from one another.

Two further potential concerns about content domains deserve
mention. The first is whether some subject matters are too narrow or

4 Paradigmatically unnatural categories would also include categories like
grue and bleen (Goodman, 1954). By definition, an object is grue if it is either
green and examined before time t, or else blue and examined after time ¢; and
an object is bleen if it is either blue and examined before time ¢, or green and
examined after t (Goodman, 1954). In a related discussion about what makes a
concept natural, Landau and Gleitman (1985) note that Goodman's grue and
bleen suggest that there may be a continuum of naturalness in which some
concepts are more natural than others for most learners and that grue and bleen
are near the end of the unnatural side of such a continuum.

5 Hypothetically, though, if we had different kinds of minds, then it too
would count as a content domain. This would be the case, for example, if our
minds contained a cognitive mechanism that processed information about all
and only cows shoelaces, exoplanets, and musical instruments, treating them as
a single kind of thing. Of course, our minds don't operate that way, making such
a potential content domain seem bizarre and unnatural. While this particular
content domain isn't one that is likely to be natural for any human population,
there is bound to be a certain amount of variation in what content domains exist
across cultures, populations, or even individuals. And undoubtedly some do-
mains that are treated as natural for some thinkers will seem bizarre or un-
natural to others who think differently. This variation makes sense in light of
the fact that what counts as a natural category is not intrinsic to the category
but rather is a reflection of what given individuals' psychological processing
mechanisms treat as unified categories and are directed at.
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insignificant to count as content domains. For example, assuming that
there is unified body of information and set of motor schema associated
with a cognitive mechanism that is responsible for our being able to
shake hands with others, these structures clearly pertain to handshak-
ing. But should we really say that there is a handshaking domain? One
might think that this would be extending the notion of a domain too far.
The second concern is tied to the character of the developmental pro-
cesses involved in acquiring a cognitive mechanism that deserves to be
called domain specific. Should idiosyncratic cognitive structures that are
not universal and that require extensive input to develop be considered
domain specific in the same sense as specialized mechanisms that are
human universals and have a highly regular development trajectory?
For example, should chess expertise be thought of as domain specific in
the same sense as the domain-specific language faculty posited in
Chomsky's seminal work? What about other esoteric forms of expertise,
like expertise in slight-of-hand magic or exhaustive knowledge of me-
dieval heraldry?°

As we see it, these concerns highlight the fact that while domain
specificity plays a key role in some of the most important debates in
cognitive science, the property of domain specificity, on its own, does
not guarantee that a psychological structure is interesting or significant.
Mundane or idiosyncratic traits can sometimes be domain specific. It is
easy to be misled on this point by the fact that the prototypical examples
of domain-specific mechanisms that have been proposed and that have
been at the centre of important debates in cognitive science have been
complex and richly structured universal cognitive mechanisms that are
of unquestionable theoretical significance and that have been seen by
rationalists to have substantial innate components.

Consider the handshaking example. The set of resources that the
mechanism in question makes use of has a very narrow focus and isn't
particularly theoretically interesting. But it nonetheless does seem to be
specific to a particular domain. Other examples of equally fine-grained
domains suggest that having a narrow domain is perfectly compatible
with domain specificity. In a related discussion, Samuels (2006) notes
that edge detectors in low-level vision seem unproblematically domain
specific even if they are not as exciting as larger and more encompassing
domain-specific mechanisms, such as the full visual system or a mech-
anism for representing and reasoning about mental states. We agree. As
we see it, the fact that a mechanism is narrow shouldn't matter to
whether it can be domain specific. Nor should it matter if it is mundane
or peculiar.” Similar points apply to capacities that develop only in
certain individuals who have the drive and experience to acquire a
narrow form of expertise. Once it is recognized that a domain-specific
mechanism can be domain specific without having all of the features
associated with the language faculty and other prototypical examples of
domain specificity, there is no reason to suppose that something like
chess expertise—which clearly does seem to be directed at a single
content domain, after all—shouldn't count as domain specific despite
the fact that it involves idiosyncratic expertise acquired through a long

6 We haven't yet said what exactly makes it the case that the language faculty
is domain specific (assuming that it is); we will come to that soon. For the
moment, we are just raising the question of whether the notion of domain
specificity needs to be restricted to rule out mechanisms that are associated
with narrow or mundane capacities or capacities that are contingent on
particular types of interests and experiences that are not widely shared.

7 Briefly commenting on a potential mechanism with a very narrow and
peculiar domain—a “mechanism for reasoning about camels in London on
Tuesdays”—Samuels notes that the problem with such a mechanism isn't that it
wouldn't be domain specific. It's that it is implausible to suppose that there
would be a genuine cognitive mechanism with this domain (2006, p. 50).
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history of exposure to chess.®

At this point, it will be useful to introduce a further piece of termi-
nology. We need a way of collectively referring to the concepts that are
associated with a given content domain through being directed at that
domain. We will use the term conceptual cluster for this purpose. Sup-
pose, for example, that there is a learning mechanism that is specialized
for acquiring animal concepts. Given the right types of experience, it
generates specific animal concepts—7zEBRA, BOA CONSTRICTOR, FALCON, GREAT
WHITE SHARK, and so on. Taken together, all of these concepts would
constitute a conceptual cluster which is directed at, or has as its subject
matter, the content domain animals. Having this terminology in place
helps to keep clear whether one is referring to the subject matter (con-
tent domain) or to the psychological structures that are directed at the
subject matter (in this case, the conceptual cluster that is directed at the
content domain).” A similar issue regarding potential unclarity also
arises for more complex informational states, where psychologists often
use the term body of knowledge. This term could be taken to refer to the
subject matter (what it is knowledge of) or to the psychological states
that encode and process information pertaining to this subject matter.
To be clear, when we speak of something as a body of knowledge, we are
referring to psychological states that are directed at a subject matter,
rather than the subject matter itself. For example, a body of knowledge
that is specific to physical objects and core physical interactions between
such objects is a psychological structure that is directed at the content
domain physical objects. To sum up the terminology so far: A content
domain is a subject matter. In contrast, conceptual clusters and bodies of
knowledge aren't subject matters; they are psychological structures

8 This means that there is the potential for an unbounded number of domain-
specific mechanisms corresponding to the many different areas of narrow
expertise that might be acquired. A reviewer has suggested that this might be a
good reason to distinguish between at least two types of domain specificity, one
for domain-specific mechanisms that are innate and one for domain-specific
mechanisms that implement learned expertise. We don't see the notion of
domain specificity as applying differently in these two types of cases. It is just
that in one case the domain-specific mechanisms are innate, and in the other
they aren't. So, the mechanisms fall into two distinct categories not by involving
different types of domain specificity but in light of combining domain speci-
ficity with a further feature (being innate or being learned). (See Section 5 for
discussion of how domain specificity relates to the rationalism-empiricism
debate, where a prominent role is given to the innate domain-specific mecha-
nisms). At the same time, it should also be noted that it is an empirical question
whether any particular narrow form of expertise is implemented by a domain-
specific mechanism. In such cases, the expertise is specific to a domain, but
many theorists hold that these forms of expertise can be implemented by
domain-general mechanisms (see footnote 22 for an example of this type of
view).

9 A reviewer has asked what makes a domain conceptual and whether a
domain should be considered conceptual when tacit knowledge is involved. The
distinction between domains and conceptual clusters is relevant here. Domains
themselves are simply subject matters and so are neutral with respect to the
type of psychological entities that might be directed at them. All variety of
psychological structures—including conceptual clusters and cognitive mecha-
nisms involving concepts, but also nonconceptual representations and cognitive
mechanisms operating over nonconceptual representations—can be directed at
a domain. For this reason, we prefer to avoid the term “conceptual domain™.
But, one might still wonder what it is that makes a cognitive mechanism (or a
representation) conceptual. This is an important question, but it's one that we
take to be completely independent of questions about what domains are. And
the question of what makes a mechanism or representation conceptual is too
controversial and too complex to address in this paper. For discussion of
different ways of drawing the conceptual/nonconceptual distinction, see Lau-
rence and Margolis (2012).
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which are directed at particular subject matters.'"

Having clarified what a content domain is and having addressed
some important concerns regarding domains and domain specificity, we
are now ready to consider the question of what makes for domain
specificity or domain generality directly. There are several related issues
that need to be sorted out (which we will turn to in the next section), but
to a first approximation, domain specificity is a matter of being directed
at a particular domain, whereas domain generality is a matter of being
directed at a number of distinct domains. When a cognitive mechanism
is domain specific, what makes it the case that it is directed at a given
content domain? One common answer to this question is that it is a
matter of the input to the mechanism. Carruthers (2006) sees domain
specificity in these terms, distinguishing a mechanism's input from other
information it may access in the course of its operations. Input for
Carruthers is understood in terms of what “turns on” the mechanism. For
example, supposing a cognitive mechanism were only turned on by
linguistic input, then this mechanism would be considered to be a
domain-specific mechanism that is directed at the content domain of
language.

The idea that input is what makes a domain-specific cognitive
mechanism be directed at a given content domain isn't the only possi-
bility, however. Other theorists emphasize the nature of the computa-
tions that take place within the mechanism (e.g., Cosmides and Tooby,
1994; Gallistel, 2003). Consider, for example, a cognitive mechanism
that Cosmides and Tooby have proposed which is dedicated to deter-
mining whether those receiving benefits in social exchanges are entitled
to them (often referred to as a cheater detection module). The proposed
mechanism is taken to employ distinctive processes that are specially
tailored to determining the legitimacy or illegitimacy of received ben-
efits in social exchanges. Yet the input to this mechanism can be highly
diverse. The relevant benefits might involve financial gain, admittance
to a desirable school system, the right to drive someone's car, or any
number of other things, and the legitimacy of such benefits might turn
on a huge variety of factors. This way of determining what makes a
cognitive mechanism specific to a particular domain allows for domain
specificity in cases where the mechanism may have diverse inputs but is
nonetheless directed at a particular content domain in virtue of the fact
that the processing mechanism is specifically tuned to processing con-
tent from the content domain that it is directed at.

There is also a third factor that should be considered regarding what
makes a domain-specific cognitive mechanism be directed at a given
content domain, one that has been largely neglected in the literature on
domain specificity. This has to do with the output of the mechanism. Let's
consider again a hypothetical domain-specific mechanism that is solely
devoted to acquiring concepts of animals. Arguably, a key feature that
makes such a mechanism directed at the content domain of animals is
the fact that the output of this mechanism is the conceptual cluster that
is directed at the content domain of animals. One of the advantages of
using output to determine what makes a cognitive mechanism domain
specific is that in many cases we may not have much information about
how a mechanism works or exactly what type of input it is restricted to,
and it is more straightforward to simply consider its output. For
example, if a learning mechanism just produces representations of faces,
then it is specialized for the content domain faces, and we do not need to

10 Nothing turns on adopting this terminology apart from being clear about
whether one is referring to a subject matter or to psychological structures that
are directed at a subject matter. However, we should note that other theorists
sometimes use the same term for both and let the context indicate which
meaning is intended. For example, Hirschfeld and Gelman (1994b) use the term
“domain” to refer to a subject matter but also use the same term to refer to “a
body of knowledge that identifies and interprets a class of phenomena assumed
to share certain properties and to be of a distinct and general type” (p. 21). We
prefer to avoid this dual use of the term “domain” in order to avoid potential
confusions it may generate.
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know whether its internal computations are uniquely suited to faces in
order to see that the mechanism is domain specific.'!

In our view, rather than trying to decide which of these three fac-
tors—distinctive input, specialized internal processes, or distinctive
output—is most important, or trying to distinguish different senses of
domain specificity linked to these factors, it is better to understand
domain specificity as a function of all three factors. In particular, while
we think that any of the three factors suffices for domain specificity, we
see domain specificity as involving all three factors.'?

Take, for example, Chomsky's classic proposal that there is an innate
language faculty, an innate domain-specific mechanism for acquiring
natural language syntax. By hypothesis, this mechanism produces just
one thing—a grammar that specifies the syntactic properties of the local
natural language. If a young learner is exposed to more than one natural
language, their language faculty may produce further grammars for each
of these languages, but it can't do much else. It can't acquire knowledge
of the rules of chess; it can't figure out how to navigate through a maze; it
can't help you balance your chequebook. It can't even produce a
grammar for some other type of system of communication—a “langua-
ge”—whose structural properties substantially deviate from those of
human natural languages. This is because it is directed at languages that
conform to the principles of Universal Grammar. Clearly, then, this
mechanism is quite limited regarding its output. It is also limited
regarding its input. The language faculty, on this proposal, is selective
regarding the information it is responsive to and uses when forming a
grammar. It doesn't respond to sounds in general or even more narrowly
to the vocalizations emitted from other individuals. Its input consists of
linguistic expressions (words, phrases, sentences), which it represents
specifically as linguistic data. Finally, the language faculty exploits this
incoming information in a distinctive manner. On one such proposal, the
language faculty embodies a set of parameters each of which has just a
few options regarding some critical syntactic property. For example, a
parameter may determine whether a language is head-initial or head-final
(the head of a phrase being the word that establishes the phrase's syn-
tactic category—for example, the verb in a verb phrase). In head-initial
languages, the head appears before its complements; in head-final lan-
guages, it appears after its complements. The point is that a mechanism
that incorporates a number of parameters of this kind, which are specific
to structural features of natural language, is uniquely suited to acquiring
languages that conform to Universal Grammar and hopelessly unsuited
to doing anything else. So, this prototypical case of a domain-specific
mechanism clearly involves all three factors. The language faculty is
specialized for this one domain because of the type of input it relies on,
the way it processes this input, and the type of output it can produce.

1 Such a mechanism might employ a form of statistical analysis that could be
equally used in mechanisms that are provided with different types of content.
Nonetheless, as we see it, if it were part of an overall cognitive architecture in
which it was positioned to only receive input involving facial stimuli and, as
consequence of this arrangement, delivered output of just one type of content
(facial representations), it would still count as a domain-specific mechanism.

2 In other words, domain specificity covers various types of cases in a way
that is analogous to a preference rule system. With preference rule systems,
several criteria may be associated with a term, where none of these must
absolutely be satisfied—any one of the criteria will do, although the satisfaction
of all of the criteria makes for more stereotypical instances (Jackendoff, 1983).
As an example, Jackendoff, notes that the term “climbing” covers the condition
of moving upward and of moving with grasping motions involving some effort.
If both of these conditions are met (Bill climbed up the mountain), the situation
involves climbing. If only one is met (Bill climbed down the mountain / The snake
climbed up the tree), then the situation still involves climbing, though in a less
stereotypical way. But if neither is met (The snake climbed down the tree), there is
no climbing. The point of the analogy is that we are suggesting that the con-
ditions that make a domain-specific mechanism be directed at a given content
domain are such that paradigmatically all three of these conditions are met, but
any of the three is sufficient.
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3. Does domain specificity come in degrees?

The terms domain specific and domain general are typically used
categorically. A given cognitive mechanism is simply said to be domain
specific or domain general (without qualification). Nonetheless, there is
reason to suppose that domain specificity and domain generality might
be graded phenomena and so come in degrees, and some authors have
highlighted the fact that a cognitive structure might be neither fully
domain specific nor fully domain general.'® In this section, we will argue
that there is a perfectly reasonable way of understanding domain
specificity and domain generality as graded phenomena. So, it is
possible for two cognitive mechanisms to both be domain specific, with
one being more domain specific than the other. At the same time,
however, what seems to be the most natural way of understanding how
domain specificity and domain generality could be graded turns out to
be highly problematic, and so the gradedness of these phenomena is
another important source of potential confusion that needs to be sorted
out.

Consider, for example, the origins of our understanding of numerical
quantity. Some accounts posit an innate mechanism that is solely
dedicated to representing and processing numerical quantities. This type
of mechanism is widely seen as domain specific. By contrast, other ac-
counts of the origins of our understanding of numerical quantity hold
that numerical quantities are initially represented in more generic terms
using a mechanism that is not solely dedicated to numerical quantities
but that represents and processes a number of different types of quan-
tities (or to use the term more typically used in this work, different types
of magnitudes) in an undifferentiated manner. One mechanism of this
type might be responsive to numerical magnitudes, spatial magnitudes,
and temporal magnitudes, treating all of these as instance of a single
kind without discriminating between them. A mechanism of this sort is
hard to conceptualize for an adult human, since we clearly differentiate
between these types of magnitudes.'* To get a handle on what it means
for the mechanism to treat these different kinds of magnitudes in an
undifferentiated way, we can suppose that it conflates inputs across
these domains, for example, summing across spatial and numerical in-
puts in determining what size of a space-time-number magnitude should
be associated with a given input. By contrast, a mechanism that treated
these magnitudes in a differentiated way wouldn't do this—it would be
capable of processing each of the three types of magnitudes but would
treat each as a distinct kind. A general magnitude mechanism that
represents these magnitudes in an undifferentiated way is widely
thought to be more domain general than a mechanism that is solely
dedicated to representing and processing numerical quantities. In fact,
some theorists take proposals broadly along these lines to vindicate
domain-general learning. For example, Newcombe (2002) uses a similar
example to illustrate how, on her view, domain-specific mechanisms
emerge from “domain-general starting points” (p. 398).

To take another example, consider two hypothetical learning
mechanisms that might be involved in acquiring representations of
norms. The first mechanism is solely dedicated to acquiring moral
norms. The second mechanism is involved in the acquisition of a broader
class of norms including both moral norms and conventional norms (for

3 In a discussion of moral emotions, for example, Nichols (2005) notes that
“although the effects of these emotions on cognition are probably not [fully]
domain specific, neither are they perfectly domain general”, using the term
domain diverse to label such structures (p. 368).

14 For a model along these lines, in which spatial, temporal, and numerical
quantity are represented indiscriminately within a single magnitude system, see
Walsh (2003). See also Mix, Levine, and Newcombe (2016) for discussion of
other dimensions that might factor into a generalized magnitude system and
both Mix et al. and Leibovich et al. (2017) for accounts of how previously
undifferentiated magnitudes of different types might become differentiated in
the course of development.
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example, norms about talking during a movie in a cinema, or wearing
shoes in the house), treating them in an undifferentiated way as simply
norms.'” Again, it seems natural to suppose that the second mechanism
is more domain general than the first.

Why take the more general magnitude mechanism and the more
inclusive norm acquisition mechanism to be more domain general than
the mechanism that is solely dedicated to representing and processing
numerical quantities and the moral norm acquisition mechanism? A
natural answer is that this is because the first two have broader or more
general content domains than the second two. This view has strong
appeal. But it can't be right. We can see this by asking in what sense the
first two have broader content domains than the second two, such that
having broader content makes them more domain general. Is it that one
mechanism applies to more actual things? This can't be right, since a
mechanism dedicated solely to acquiring concepts for animals (or a
mechanism for processing such concepts) wouldn't be more domain
general if more animals existed. And clearly it wouldn't help to consider
the number of possible objects in a content domain, since virtually any
given content domain (including that of animals) might include any
number of entities in other possible circumstances. What about the
number of distinct kinds of things in the content domain? This won't help
either, for much the same reason. If there were more kinds of animals,
then such a mechanism might end up producing more concepts. But they
would all still be animal concepts. The mechanism's content domain
would still be that of animals, and so the mechanism wouldn't be any
more domain general. Likewise, a mechanism dedicated solely to pro-
cessing quantities corresponding to natural numbers would have an
infinite domain (since there are infinitely many natural numbers), but
having an infinitely large domain wouldn't make this mechanism
domain general—or even any more domain general—than a mechanism
that is dedicated to processing content pertaining to a finite domain.
After all, it would remain directed to a single homogenous domain, just
like the mechanism for acquiring concepts for animals. Clearly some-
thing has gone wrong.

To see what this is, we need to remember that content domains are
not merely collections of entities but are essentially perspectival. So, the
domain specificity or domain generality of a given cognitive mechanism
shouldn't be taken to be a matter of the sheer number of entities it en-
compasses. Rather, a mechanism's being domain specific or domain
general is a matter of the number of distinct content domains it is directed at.
To a first approximation, a domain-specific mechanism is one that is
directed at a single domain, whereas a domain-general mechanism is
one that is multiply directed in that it is directed at a number of distinct
domains (we will elaborate on this characterization in a moment).'°

We have just argued that domain specificity is not a matter of the size
of the domain. This is also supported by considering an example like the
following. Compare a cognitive mechanism that is solely specialized for
acquiring concepts about physical objects and their interactions (e.g.,
concepts such as PHYSICAL OBJECT, PHYSICAL SUPPORT, and CONTAINMENT) with a
cognitive mechanism that is specialized for acquiring just concepts for
tools.!” Clearly the first of these encompasses more entities since every

15 See Sripada and Stich (2006) for some ideas about how a mechanism like
this might work.

16 A domain-general mechanism will be directed at multiple domains in virtue
of how it relates to the same three factors that determine the domain that a
domain-specific mechanism is directed at. In particular, a domain-general
mechanism will be directed at multiple domains in virtue of it taking input
from these multiple domains, producing outputs in these multiple domains, and
having a processing mechanism that is not specialized for processing content
from any particular content domain.

17 To be clear, what we are saying here is that the cognitive mechanism that is
specialized for acquiring concepts about physical objects and their interactions
represents them as such. It doesn't merely acquire concepts that happen to pick
out physical objects, representing them in other terms. It represents them as
physical objects.
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tool is a physical object while a great many physical objects aren't tools.
Nonetheless, both mechanisms should be considered domain specific-
—and to precisely the same degree—because they are each specialized
for acquiring concepts pertaining to just one content domain—the first
towards the content domain physical objects, the second towards the
content domain tools.

In contrast, domain-general learning mechanisms are not specialized
in this way. A domain-general concept learning mechanism might be
equally suited to the acquisition of concepts of physical objects, tools,
numbers, emotions, and much else. What makes a domain-general
learning mechanism of this sort domain general is the fact that it is
directed at more than just a few domains (especially when, as in the
example just mentioned, these are diverse domains that are not closely
related in content) (see Fig. 1). Importantly, a domain-general mecha-
nism of this sort is directed at these various domains not by collapsing
them into a broader domain but in a differentiated way; it is multiply
directed—directed at each of the various domains it concerns separate-
ly—by being successively directed at each of these domains when it is
processing information pertaining to that content domain.'® A domain-
general concept learning mechanism would be capable of acquiring
concepts in a variety of domains not in virtue of properties that all these
concepts have in common as members of a single larger content domain,
but rather in virtue of properties that they each have that make them
members of their respective different domains. When such a domain-
general learning mechanism acquires concepts in the tool domain, it is
directed at the content domain tools. When it acquires numerical con-
cepts, this very same mechanism is directed at the content domain
number. And so on for other conceptual clusters and their content
domains.

While it seems clear that the domain specificity or domain generality
of a given cognitive mechanism is not simply a matter of the sheer
number of entities involved or the size of a given content domain, it
nonetheless seems as though a theorist who posits a mechanism devoted
solely to processing numerical quantities (as opposed to one that pro-
cesses undifferentiated continuous magnitudes) will end up with a view
that is, in some sense, more domain specific. How can we account for
this? An important clue comes from a fact that Newcombe (2002)
highlights in relation to these contrasting views—namely, that the less
restrictive mechanism may well give rise to multiple more restrictive
mechanisms during the course of development. This suggests that the
greater domain specificity associated with the more restrictive mecha-
nism is not a matter of this mechanism itself being more domain specific
than the less restrictive mechanism. Rather, it stems from the fact that
when a more restrictive mechanism is posited, it is likely to be accom-
panied by additional domain-specific mechanisms corresponding to the
other more restricted mechanisms that are thought to derive from the
less restrictive mechanism.'® What we have isn't a view that postulates a
mechanism with a greater degree of domain specificity; it's a view that
postulates a greater number of domain-specific mechanisms. In all like-
lihood, a theorist who is committed to the existence of a domain-specific
mechanism that is solely devoted to processing numerical magnitudes
will also be committed to the existence of one or more additional

18 In their initial state, domain-general processing mechanisms will not yet
treat inputs and outputs from particular domains as belonging to distinct do-
mains but can be seen to be domain general in virtue of taking inputs from a
wide range of domains and having a processor that is not specialized for a
particular domain. Relatedly, there is a derivative sense of domain generality
associated with a type of processing, as opposed to a processing mechanism,
where a type of processing counts as domain general to the extent that it is not
specialized for a particular domain.

19 In section 5, we will return to the question of the relative specialization of
cognitive mechanisms in the context of the rationalism-empiricism debate. We
will argue that additional factors beyond domain specificity are important de-
terminants of the degree to which a proposed learning mechanism is more (or
less) rationalist.
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Fig. 1. Being directed at a single domain versus being multiply directed at a number of domains. (a) Domain specificity is not a matter of the size of the domain that a
domain-specific mechanism is directed at. A cognitive mechanism that is specialized for acquiring physical object concepts and a cognitive mechanism that is
specialized for acquiring just tool concepts are equally domain specific in that each is directed at a single domain. The first is specialized for acquiring concepts
pertaining to physical objects in general (e.g., the concepts PHYSICAL OBJECT, PHYSICAL SUPPORT, CONTAINMENT), the second for acquiring concepts pertaining to tools (e.g., the
concepts HAMMER, saw). The fact that there are more physical objects than tools does not make the first of these mechanisms less domain specific than the second. (b)
By contrast, a domain-general mechanism for learning concepts is directed at more than just a few domains and is successively directed at each of these as such when
it processes information pertaining to that content domain. Such a mechanism doesn't treat tools, animals, emotions, etc. as all being instances of a single undif-
ferentiated kind. Rather it treats the items in these domains as categorically different from one another, allowing it to acquire concepts in each of these domains.

domain-specific mechanisms for temporal and spatial magnitudes as
well. In contrast, a theorist who is committed to a generic magnitude
mechanism that is responsive to numerical, temporal, and spatial mag-
nitudes in an undifferentiated way is less likely to suppose that the mind
contains additional mechanisms that are specialized for temporal or
spatial magnitudes as well.”°

Does this mean that domain specificity and domain generality
shouldn't be understood as graded phenomena, such that it is possible
for one cognitive mechanism to be more domain general (and less
domain specific) than another? Not necessarily. These phenomena may
still be graded. To see how this can be, we need to consider a variant on
the sort of general magnitude system that we have just been discussing.

We have been understanding this mechanism in such a way that it is
responsive to numerical, spatial, and temporal magnitudes and that it
responds to instances of these different types of magnitudes in an un-
differentiated manner. Now consider a different type of mechanism,
which is similarly responsive to numerical, spatial, and temporal mag-
nitudes, but in this case, the mechanism does differentiate between nu-
merical, spatial, and temporal magnitudes, representing numerical
magnitudes as numerical magnitudes and not merely as continuous
magnitudes (and likewise representing spatial magnitudes as spatial
magnitudes, and temporal magnitudes as temporal magnitudes). Such a
mechanism should be seen not as being directed at the content domain
of continuous magnitude, but rather as being multiply directed at three

20 Or at least a theorist who holds a view like this is unlikely to suppose that
the mind initially contains such additional mechanisms—like Newcombe, such a
theorist may hold that subsequent development leads to the differentiation of
different types of magnitude and the emergence of several more specialized
mechanisms. In this way, different theorists can in principle agree about the
number and domain specificity of the cognitive mechanisms that are ultimately
acquired but disagree about the number and/or domain specificity of the
cognitive starting points of the developmental processes involved. (Though, of
course, theorists may also disagree about the number and domain specificity of
the cognitive mechanisms that are ultimately acquired.)

separate content domains—the content domain of spatial magnitudes,
the content domain of temporal magnitudes, and the content domain of
numerical magnitudes.”! This is because, as was emphasized earlier, we
need to keep in mind the perspectival nature of content domains. In this
case, that means that the mechanism doesn't treat the various magni-
tudes it ranges over as being all of a single kind (for example, it doesn't
treat these different kinds of magnitudes as interchangeable, or simply
sum them in considering what magnitude to associate with a given
input).”” Rather, it is directed at each domain as such. Arguably such a
mechanism should still be considered to be domain specific to some
degree. It is not as domain specific as a mechanism dedicated solely to
processing numerical magnitudes. But neither is it fully domain general.
A typical domain-general mechanism would be responsive not just to
content domains for different types of magnitudes but to a variety of
other types of content domains as well, such as content domains for
artifacts, for emotions, for colours, for foods, and so on. So, one way to
go would be to say that domain specificity and domain generality should
be understood as graded phenomena, and that a cognitive mechanism

21 Moreover, these three needn't be represented as all being instances of a
single higher-level category (e.g., as types of magnitude). In some cases, they
might be, in which case the mechanism would be directed at three content
domains which are also represented as being related to one another. But in
other cases, it would just be directed at these different content domains without
representing that they are related.

22 McClelland et al. (2010) similarly highlight how a domain-general system
can treat different domains as distinct, processing content in one domain
differently than content from a different domain. They note that while in
principle connectionist neural network mechanisms can be domain specific,

. connectionist work has focused on generic constraints that foster the
discovery of structure, whatever that structure might be, across a range of
domains and content types [(Hinton and Salakhutdinov (2006); Rogers and
McClelland (2004)]. Yet, despite using only domain-general constraints, the
connectionist model of semantic learning ... can acquire domain-specific
patterns of responding ... [and can] exploit different types of similarity
among the same set of items in different contexts (e.g. taxonomically-defined
similarity for biological properties, but a one-dimensional similarity space
for judgments about size ...). (McClelland et al., 2010, p. 353)
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that is responsive to numerical, spatial, and temporal magnitudes in a
differentiated manner is one that is domain specific but to a lesser degree
than a mechanism that is responsive solely to numerical magnitudes.”>
This view takes one cognitive mechanism to be more domain general
than another to the extent that it has a higher degree of multi-
directedness: that is, it is directed at a larger number of different do-
mains (especially when they are diverse in content), being successively
directed at each of these domains as such when it is processing infor-
mation pertaining to that content domain. Likewise, one cognitive
mechanism will be more domain specific than another to the extent that
it is directed at a smaller number of closely related content domains,
where being directed at only one content domain counts as being
maximally domain specific.

We are suggesting that this is a perfectly cogent way of under-
standing how domain specificity and domain generality can be viewed
as graded phenomena. It is worth noting, however, that it is not neces-
sary to see them as graded phenomena. While taking domain specificity
and domain generality to be graded along the lines that we have just
suggested seems to be a perfectly reasonable option, an alternative
would be to avoid talk of gradedness altogether and instead hold that
there is a threshold or cut-off point at which a mechanism is no longer
considered to be domain specific. In that case, a mechanism would be
held to be domain specific in virtue of its being directed at a single
content domain or a sufficiently small number of sufficiently closely
related content domains. And a mechanism would be held to be domain
general in virtue of its having a sufficiently high degree of multi-
directedness, being differentially directed at a sufficiently large num-
ber of sufficiently diverse content domains. Typical domain-general
mechanisms are seen as being directed at many different domains, but
even being directed at more than just a few (especially when these are
diverse content domains) is normally, and in our view reasonably, taken
to suffice for being domain general.

4. Resolving Fodor's puzzles

We are now ready to return to the issues that we mentioned at the
start of this paper in connection with Fodor's views on domain speci-
ficity. Let's begin with the question of whether it makes sense to take
informational states to be domain specific or domain general. In dis-
cussing this question, Fodor remarked that while it might be coherent to
take informational states to be domain specific, such claims are of no
interest at all because they are simply trivial. As he put it, “information is
ipso facto specific to the domain that it is information about”—that is,
any informational state is invariably specific to whatever content the
state expresses and hence there is nothing substantive to the claim that it
is domain specific.

As we see it, Fodor is simply mistaken here. There is a perfectly
interesting nontrivial sense in which informational states can be domain
specific. It just isn't the sense that Fodor has latched on to. To see why
Fodor's way of understanding the domain specificity of informational
states is problematic, notice that there is really no way of understanding
how domain specificity in Fodor's sense would contrast with domain
generality when applied to informational states. What are the con-
trasting cases of domain generality supposed to look like? Are

23 Crucially, it is also less domain specific than a mechanism that represents
numerical, temporal, and spatial magnitudes in an undifferentiated way. While
such a mechanism would apply to precisely the same magnitudes as the
mechanism that differentiates between them, the undifferentiated mechanism
treats all of these magnitudes in an undifferentiated way as being part of a
single domain, while the differentiated mechanism treats them as belonging to
three distinct domains.
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informational states supposed to be domain general when they don't
apply to their domains??*

How then should the notions of domain specificity and domain
generality be extended to informational states? In the previous section,
we argued that a cognitive mechanism should be understood to be
domain specific in virtue of its being directed at a specific content
domain or a small number of related content domains. We propose that
the same basic idea can be extended to cover informational states. An
informational state, such as a body of knowledge, is also domain specific
in virtue of being directed at a specific content domain or a small
number of related content domains.

The value of this way of thinking about domain specificity is easiest
to see with regard to relatively substantial bodies of knowledge that
might be associated with cognitive mechanisms. Consider two hypo-
thetical mechanisms, one of which is associated with a body of knowl-
edge that is just about dangerous animals and the other of which is
associated with a body of knowledge that is in part about animals in
general, but also in part about artifacts, in part about numerical quan-
tities, in part about geometrical categories, in part about norms, and so
on. The first body of knowledge counts as domain specific in virtue of the
fact that it is directed at the content domain dangerous animals, while the
second counts as domain general in virtue of the fact that it is directed at
a large and diverse range of different content domains. As with cognitive
mechanisms, informational states are more domain general to the extent
that they are directed at a greater number and more diverse range of
content domains. The applicability of this type of account is obscured by
examples like Fodor's which focus on highly circumscribed informa-
tional states, but once one considers larger and potentially more com-
plex informational states, the parallel with cognitive mechanisms is no
longer obscured.

Let's turn now to the second issue, concerning Fodor's discussion of
the inference rule modus ponens. Recall Fodor's observation that such an
inference rule seems to be both domain specific and domain general. It
seems specific in that it “applies only to arguments with premises of the
form” if P then Q; P. On the other hand, it seems general in that “it ab-
stracts entirely from the content of the premises it applies to” and so it
applies equally across “quite different domains (physics and literary
theory, as it might be)” (Fodor, 2000, p. 60).

Fodor attempts to resolve this tension by suggesting that a mecha-
nism that instantiates modus ponens would be neither domain specific
nor domain general. He claims, instead, that domain specificity and
domain generality only apply “to the way that information and processes
interact” (Fodor, 2000, p. 60). As an illustration of this claim, he gives
the example of a mechanism that uses an inference rule that instantiates
modus ponens but only works for modus ponens inferences involving
properties associated with the number 2. Given the premises 2 is F and If
2 is F, then 2 is G, it draws the inference 2 is G. The idea seems to be that
such a mechanism would be specific to the content domain of the
number 2. However, this doesn't actually address the puzzle Fodor
started with, since a mechanism that isn't restricted to modus ponens
inferences involving 2 (i.e., one that draws such inferences about any Ps
and Qs) would still seem specific in one sense and general in another.
Fodor's response does nothing to resolve this tension.

Our suggestion for how to resolve the puzzle about whether modus

24 Note also that one might mimic Fodor's argument and hold that claims
about cognitive mechanisms being domain specific are always trivial because
“mechanisms are ipso facto specific to the domains that they process informa-
tion about”. Since this clearly isn't enough to show that any claim that a
mechanism is domain specific is trivial, we should be wary of Fodor's parallel
argument that domain specificity is always trivial as applied to bodies of
information.
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ponens is domain specific or domain general involves distinguishing
what we call functional specificity (and functional generality) from domain
specificity (and domain generality).?” The distinction between func-
tional specificity and functional generality is easy to conflate with the
distinction between domain specificity and domain generality. But it is
an important separate distinction which has to do with the range of
functions a cognitive mechanism has, that is, the range of cognitive
operations or computations it can perform, such as computing the sim-
ilarity to a prototype, drawing inductive inferences, or rehearsing in-
formation in working memory. When a mechanism only has one kind of
function or a small range of closely related functions, then we will say it
is functionally specific, and when it has more than a small range of
functions, especially when they are diverse functions, we will say is
functionally general.”® Crucially, the question of what range of functions
a mechanism has is distinct from, and independent of, the question of
what range of content domains a mechanism is directed at. This means
that a functionally-specific mechanism needn't also be domain specific.
A mechanism can be functionally specific and domain general. This is
precisely what is involved in the case of a processing mechanism that
instantiates modus ponens. Such a mechanism is functionally specific in
that it can only perform one kind of cognitive operation (inferring Qs
from premises of the form if P, then Q and P), but it is domain general in
that it can perform this cognitive operation on content drawn from any
content domain.?” The distinction between functional specificity and
domain specificity allows us to clearly see how modus ponens can seem
to be both domain general and at the same time somehow specific, and
so to see how Fodor's puzzle about modus ponens can be resolved.
Some might argue that functional specificity is a trivial notion—that
any cognitive mechanism is functionally specific in that it is specific to
whatever functions it performs. This concern is analogous to the charge
made by Fodor that the notion of domain specificity is trivial when
applied to informational states because any such state is specific to
whatever content it happens to have. Our response to this charge of

25 This distinction is similar to ideas raised in Barrett (2009), which examines
the notion of domain specificity in connection with a commitment to an ad-
aptationist perspective, and in Sperber (1994) and Carruthers (2006), which are
primarily concerned with offering an account of what modules are. For our
purposes, we can remain neutral as to whether any of the traits in question are
adaptations or what exactly a makes a cognitive mechanism a module.

26 Functional specificity, like domain specificity, may be understood either as
graded notion or as one involving a threshold. If treated the first way, this
would mean that cognitive mechanisms can be more or less functionally spe-
cific. If treated the second way, there would be a dividing line between
mechanisms that are functionally general and those that are sufficiently
restricted to count as being functionally specific. As before, nothing really turns
on which of these two ways of talking is adopted.

27 Tt may help in seeing the domain generality and functional specificity of
modus ponens to consider a hypothetical general reasoning mechanism which
subserves a very broad class of different kinds of propositional inferences. Such
a mechanism would implement deductive, inductive, and other types of
reasoning about propositional contents pertaining to any content domain. A
mechanism of this type would be a paradigm of a domain-general cognitive
mechanism, and an account that took the mind to contain only this one
cognitive mechanism for doing all its reasoning at the propositional level would
clearly be a domain-general theory. At the same time, this mechanism would be
capable of performing a number of different functions corresponding to the
different types of inferences it was able to draw. Accordingly, it would be both
domain general and functionally general. Now suppose that we gradually strip
away inference types that the mechanism was capable of mediating while
leaving unchanged the range of contents that the mechanism was able to
interact with as the full range of propositional contents. It seems that we could
do this until we reach the point where only one type of inference was left—just
modus ponens. At this point, the mechanism would be highly functionally
specific, subserving just a single function (performing modus ponens in-
ferences), but would remain just as domain general as the domain-general
reasoning system we began with.
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triviality is analogous to what we said earlier. As before, no room is
made for the needed contrast—in this case, an understanding of func-
tional specificity that allows for the possibility of a functionally-general
mechanism. This just goes to show that functional specificity isn't a
matter of being specific to whatever function(s) a mechanism has. It is a
matter of the number and variety of functions it has. A mechanism that
instantiates just modus ponens will be functionally specific as it can only
perform one type of cognitive operation.?® Likewise for a dedicated face
recognition mechanism, which is both functionally specific and domain
specific.?” By contrast, many types of cognitive mechanisms have been
proposed which are meant to be functionally general, performing a
highly diverse range of cognitive operations across a broad range of
domains. Examples include general-purpose Bayesian learning mecha-
nisms and neural networks that aim to provide the basis for many
cognitive functions, such as general-purpose deep learning networks.*’

We have seen that a cognitive mechanism can be functionality specific
and domain general (e.g., modus ponens, passive co-occurrence models of
semantic memory), functionally specific and domain specific (a dedicated
face recognition mechanism, a mechanism for learning just concepts of
animals), and functionally general and domain general (a general-purpose
artificial neural network). This just leaves the combination of functional
generality with domain specificity (see Fig. 2). Could there be a mech-
anism that is functionally general and domain specific? This would be a
mechanism that could perform a wide variety of different types of
functions but only for one type of content—for example, only regarding
things having to do with the domain of food. Such a mechanism might
learn new food concepts (but no other kinds of concepts), categorize
encountered stimuli as food or not (but not do any other kind of cate-
gorization), store facts about events involving food for recall (but not
facts involving any other kind of information), draw deductive in-
ferences concerning information about food (but not be capable of
reasoning about anything else), and so on. Mechanisms of this type

domain specific domain general

dedicated face recognition
mechanism

[possible but theoretically

unattractive combination]

modus ponens
inference mechanism
general-purpose
artificial neural network

functionally specific

functionally general

Fig. 2. The distinction between domain specificity and domain generality is
distinct from and interacts with the distinction between functional specificity
and functional generality, though one of the four possible combinations is
theoretically unattractive (see the text for discussion).

28 Other examples of functionally-specific domain-general mechanisms would
include the class of semantic memory models that have been described as
passive co-occurrence models. The mechanisms in these models employ func-
tionally specific processes which essentially track co-occurrences in the input
irrespective of the content involved (Yee, Jones, and McRae, 2018).
Functionally-specific domain-general mechanisms have also been proposed for
a variety of other facets of memory, as, for example, in Atkinson and Shiffrin's
classic account of working memory (Atkinson and Shiffrin, 1968).

2% Note that functional specificity is distinct from the second factor we
mentioned in our characterization of what makes a mechanism domain specific.
That factor involved the processes internal to the mechanism being distinctively
suited to a given content domain. In functional specificity, the specificity of the
mechanism is for a particular type of function, irrespective of whether this
function is specialized for a particular content domain.

30 Functionally-general domain-general mechanisms have played an impor-
tant role in accounts in cognitive science from its earliest days (Newell, Shaw,
and Simon, 1958; Newell and Simon, 1972) to the present (e.g., LeCun, Bengio,
and Hinton, 2015).
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would seem to be possible in principle, but it's hard to see why any or-
ganism would have such a mechanism. The problem with functionally-
general domain-specific mechanisms isn't that they are impossible, it's
just that they are theoretically unattractive. If a mechanism is capable of
performing a very broad range of different functions, then it is unlikely
that it would be restricted to performing those functions in a single
domain. And if a mechanism is specialized for a particular domain, then
it is also likely to be relatively specialized in terms of the set of functions
that it can perform in that domain.

5. Domain specificity, domain generality, and the rationalism-
empiricism debate

In the previous sections, we have sketched our account of domain
specificity, shown how this account can resolve a range of puzzles and
confusions surrounding the notion of domain specificity, and distin-
guished domain specificity (and generality) from functional specificity
(and generality). In this final section, we look at domain specificity in
the context of one of the key debates that it has figured prominently
in—the rationalism-empiricism debate concerning the origins of psy-
chological traits.>’ As we will see, some of the tempting theoretical
choices that generated problems which threatened to undermine the
notion of domain specificity reappear in the context of this debate. In
showing how domain specificity factors into the rationalism-empiricism
debate, we will argue that it is critical to not ask domain specificity to do
more work than it should. Domain specificity isn't the only resource that
can be drawn upon to elucidate what is at stake in this debate; it should
be seen as working together with several related notions to clarify what
makes a view more (or less) rationalist.>”

Many theorists and commentators write as if the rationalism-
empiricism debate were one and the same as the nature-nurture debate,
taking rationalists to place more weight on nature (understood as the
contribution of genes) and empiricists to place more weight on nurture
(understood as the contribution of experience). Having linked these two
debates in this way, it's not uncommon for such theorists to then go on to
reject the rationalism-empiricism debate on the grounds that thinking
about genes and the environment in these ways is ill-founded (see, e.g.,
Lewkowicz, 2011; Lerner, 2015). This is a mistake. Although there is
little sense to the idea that one or the other of genes and the environment
is more important regarding any trait, much less any psychological
trait—a point that is widely recognized—this doesn't mean we should
give up on the rationalism-empiricism debate. This is because the two
debates shouldn't be identified in the first place; the rationalism-
empiricism debate about isn't about genes versus the environment
(Laurence and Margolis, 2016).

It is also sometimes said that rationalists are committed to the exis-
tence of innate traits (and with this, to the viability of the notion of
innateness) whereas empiricists can avoid this problematic commitment
through their emphasis on psychological traits being learned. But this is
also a mistake. Rationalists and empiricists are equally committed to the
existence of at least some innate psychological traits (those that form the
ultimate basis of learning) and agree that many, if not most, psycho-
logical traits are learned (Gallistel, 2000; Keil, 1999).

What then is the disagreement about? Essentially, it comes down to a
disagreement about what types of psychological traits are held to be
innate and to form the innate basis on which other psychological traits

31 As noted earlier, we are following Chomsky in using the terms rationalism
and rationalism-empiricism debate for what are sometimes referred to as nativism
and nativism-empiricism debate.

32 For a more detailed discussion of the rationalism-empiricism debate, see
Laurence & Margolis (forthcoming).
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are learned (Margolis and Laurence, 2013).%* To a first approximation,
the distinctive feature of empiricist approaches is to hold that the stock
of innate psychological structures that are fundamental to human
learning is austere in that it largely consists in a body of sensorimotor
representations and a relatively small number of domain-general
learning mechanisms. Rationalist approaches generally agree that the
stock of innate psychological structures contains these kinds of things
but hold that it also contains quite a bit more, including innate concepts
or other types of abstract representations and, more importantly, innate
domain-specific cognitive structures that form the basis for a number of
domain-specific learning mechanisms. We will refer to these additional
types of innate structures, which are more characteristic of rationalist
approaches, as characteristically rationalist psychological structures.>*
Rationalism-empiricism debates can play out regarding views about the
mind in general (about the innate psychological structures that are
involved in all types of learning and development), about a class of
related psychological traits (such as different types of emotions, or
different types of concepts), or about one particular psychological trait,
as when Chomsky argued for a rationalist view specifically about natural
language syntax. In general, though, we can say that a view is more
rationalist (or less empiricist) when it postulates a greater number and
greater variety of characteristically rationalist psychological structures
to explain the origins of the cognitive traits it is concerned with. For
present purposes—given our focus on domain specificity—what matters
is that innate domain-specific psychological structures are a paradig-
matic type of characteristically rationalist psychological structure.
Other things being equal, a view will be more rationalist when it pos-
tulates a greater number and variety of innate domain-specific struc-
tures and mechanisms.*”

In most cases, learning will draw upon a variety of psychological
resources, building off of previously learned cognitive mechanisms,
representations, and bodies of knowledge. So when we are assessing a
proposal regarding the way that a trait is learned, we need to think about
not just the proximate mechanisms that account for its acquisition but
the psychological structures that account for the origin of these proxi-
mate mechanisms, and likewise the psychological structures that are
involved in the acquisition of these more fundamental psychological
structures, and so on, going all the way back to whatever innate psy-
chological structures are ultimately involved. To highlight the relevant
innate psychological structures that are fundamental to an account of a
learned trait, we will say that the learned trait traces back to these innate
structures. To use the language example once more, on the sort of classic
account associated with Chomsky where the language faculty embodies
innate principles of Universal Grammar, knowledge of one's natural
language may depend on many previously learned things but crucially
traces back to innate domain-specific components in the language
faculty.

Now given this account of the rationalism-empiricism debate, it may
seem that a puzzle arises for our account of domain specificity. Consider

33 For those who are apprehensive about the notion of innateness, this account

can be formulated in a way that doesn't depend on this notion. The debate can
instead be understood directly as being a debate about the collection of un-
learned psychological structures that forms the basis for learning all other
psychological traits (see Margolis and Laurence, 2013).

34 Note that this doesn't mean that empiricists can never accept any such
structures, only that these types of innate psychological structures are partic-
ularly characteristic of rationalist approaches to cognitive development.

35 Since empiricists favour a more austere collection of innate psychological
structures as the basis for subsequent learning, it will also be true that the
greater the number of functionally-specific domain-general innate mechanisms
an account is committed to, the less empiricist the account will be. However,
since our aim in this section is to focus on the important role of domain spec-
ificity in this debate, rather than to provide a comprehensive account of all of
the dimensions that play into characterizing the rationalism-empiricism debate,
we can ignore this further point here.
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a case like the one that we mentioned in Section 3, involving two ac-
counts of how representations of particular moral norms are acquired.
On one of these, the acquisition of such representations involves a
learning mechanism that traces back to an innate domain-specific psy-
chological structure that is specialized for representing moral norms as
such. On the other, the acquisition of these representations involves a
learning mechanism that traces back to an innate domain-specific psy-
chological structure that is specialized for representing norms in general
in an undifferentiated way (i.e., it represents various types of norms
without distinguishing between them—moral norms, norms of etiquette,
conventional norms, and so on). The difficulty for our account of domain
specificity is that, on our account, these two learning mechanisms are
equally domain specific even though the first seems more rationalist.>®

It is tempting to respond to this worry by claiming that the domain-
specific learning mechanisms that these theories appeal to aren't actually
equally domain-specific. Perhaps we should just say that the first
(which, after all, traces back to an innate psychological structure with a
narrow domain—that of moral norms) is more domain-specific than the
second (which traces back to an innate psychological structure with a
broader domain—that of norms in general). However, this way of
addressing the puzzle is highly problematic. As we argued in Section 3,
although it may at first look like we can focus on the comparative sizes of
the content domains associated with different mechanisms to determine
which is more domain specific, that approach just won't work. If there
actually were more animals, or more kinds of animals, or there were
more possible kinds of animals, none of this would make a mechanism
for acquiring concepts of animals any less domain-specific. Even though
these changes would mean that such a mechanism was directed at a
domain that was in some sense broader, the mechanism would remain
equally specialized in that it would still be confined to acquiring just
concepts of animals. And a mechanism with an infinite domain (e.g., the
natural numbers) not only isn't domain general in virtue of having an
infinite domain (much less maximally domain general), but can be just
as domain specific as one with a finite domain. The sheer size of a
domain is just not relevant to how domain specific a mechanism that is
directed at it is.

As we see it, the resolution of this puzzle doesn't turn on treating the
mechanisms as involving different degrees of domain specificity—so our
account of domain specificity can be retained as is. Rather, it turns on
the relation between the target content domain (which a learning mech-
anism as a whole is directed at) and the content domain associated with
the innate resource that the learning mechanism traces back to. In
particular, it turns on how closely related or, as we will describe it, how
closely aligned these two content domains are. We will argue that the
puzzle can be resolved by taking alignment to come in degrees and
holding that, in addition to the other factors that make an account more
rationalist, the greater the alignment, the more rationalist the account. To
see how this works, we will need to work through a few examples. For
these purposes, we will return to the examples we first mentioned when
asking whether domain specificity comes in degrees—mechanisms for
acquiring moral norms and mechanisms for acquiring natural number
concepts.

With the first of these, the domain that is targeted for learning is the
domain of moral norms. On one type of account of how these are

36 In section 3, we suggested that one reason why an account of the first sort
might seem more domain specific is that theorists who posit domain-specific
learning mechanisms with finer-grained domains will often posit further
domain-specific learning mechanisms in other related domains. This is true, but
it does not fully resolve the puzzle here, since it will not always be the case, and
so can't be the full explanation for why one account is more rationalist. One can
readily imagine, for example, that a theorist might postulate an innate domain-
specific mechanism for just moral norms and no further innate domain-specific
mechanisms for non-moral norms (taking all other norms to be acquired via this
mechanism together with domain-general learning mechanisms).
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acquired, the learning mechanism traces back to a psychological struc-
ture for representing moral norms as such and hence one that is directed
at the same content domain, that of moral norms. In that case, the target
domain that the learning mechanism is directed at and the content
domain that is associated with the innate domain-specific resources that
the learning mechanism traces back to are clearly closely aligned with
one another—they are the very same domain. On a different type of
account, however, the learning mechanism traces back to a psycholog-
ical structure for representing not moral norms but norms in general and
hence one that is directed at the domain of norms as such. On this ac-
count, the two domains—the target domain (which remains the same as
on the previous account) and the domain associated with the innate
resource that the learning mechanism traces back to—are still reason-
ably closely aligned, the first being a proper subset of the second. But the
alignment is clearly less close than in the first account, where the two
domains are identical. What makes the first account of the origins of
moral norms a more rationalist account, then, is not that the innate
resources it traces back to are more domain-specific, but rather that the
domain that they are directed at is more closely aligned with the target
domain of the learning mechanism than in the second sort of account.
This resolves the puzzle of how one account can be more rationalist than
another despite the fact that the two accounts trace back to equally
domain-specific innate resources. The resolution is that there is a further
dimension that makes one account more rationalist than another,
namely, how closely aligned the content domain of a learned trait is with
the content domain(s) of the innate domain-specific resources that the
learning mechanism traces back to.*’

Looking at another example will help to make this clearer. Let's
consider again how concepts corresponding to the natural numbers are
learned, where children come to be able to represent the numerical
quantities one, two, three, four, five, six (and so on). It will help for us to
consider a wider range of possible accounts here than we did in the
related discussion in Section 3.°® One approach to this question is
organized around a domain-specific learning mechanism based in part
on an innate domain-specific system for representing approximate nu-
merical quantity—the approximate number system. This mechanism is
widely thought to be shared with other animals and to represent nu-
merical quantity as such, not just nonnumerical properties that happen
to be correlated with number (Odic and Starr, 2018). A signature feature
of this system is that while it is capable of representing an open-ended
number of different numerical quantities, its numerical representa-
tions represent in an approximate way, and so lack the precision of
representations of particular natural numbers. As a consequence, the
approximate number system on its own doesn't have the wherewithal to
represent numerical quantities corresponding to the natural numbers.
Still, researchers have thought that it can play a major role in a larger
arrangement of cognitive mechanisms that underlie the acquisition of
concepts for natural numbers (see, e.g., Dehaene, 1997; Spelke and
Tsivkin, 2001). There are a number of ways to develop this general
approach. Dehaene's proposal is that the limits of the approximate
number system are transcended through a learning process which in-
volves the use of language and other symbolic capacities in environ-
ments in which children are exposed to numerical words and to counting
procedures. Putting aside the details, the thing that we want to highlight
is the degree of alignment between the content domain of the

37 Degree of alignment is not the only further factor that could be appealed to.
We focus on it here since our interest is in the role of domain specificity in the
rationalism-empiricism debate, and alignment is closely linked to and interacts
with domain-specificity.

38 Because our interest in the accounts that we will sketch is solely to illustrate
and clarify the notion of alignment, we will leave out many of the details
regarding how the models in these accounts are supposed to work and primarily
highlight the most important domain-specific components involved in the
models.
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approximate number system, which the learning mechanism draws on,
and the content domain of natural numbers, which the learning mech-
anism as a whole is directed at. The alignment, while not perfect, is quite
substantial, accounting for the fact that such an approach provides a
quite strong rationalist account of the origins of natural number con-
cepts. The approximate number system is an innate domain-specific
system that is directed at a domain involving numerical quantities
even if it is not the same domain of numerical quantities that constitutes
the target domain for the learning mechanism. For Dehaene, what makes
learning concepts like seven and TweLve a real possibility is the fact that
the approximate number system gives children an early intuitive sense
that the world contains numerical properties and not just groups or
collections that are larger or smaller in terms of their non-numerical
properties (such as their area, spatial density, luminance, and so on).
Now consider a second approach. On this account, the domain-
specific learning mechanism for acquiring natural number concepts is
one that builds on an innate domain-specific mechanism for represent-
ing a wide variety of different types of magnitudes in an undifferentiated
manner. According to this alternative, concepts corresponding to the
natural numbers trace back to an innate domain-specific system for
representing magnitudes in general, not just numerical magnitudes.
Leibovich, Katzin, Harel, and Henik (2017) offer an account along these
lines. In contrast with Dehaene's approach, which holds that children
initially have a sense of numerical magnitude, Leibovich et al.'s proposal
is that children initially have a sense of magnitude-in-general. On Lei-
bovich et al.'s account, this is later augmented as children become more
capable of individuating items and subsequently undergo a shift in what
they attend to as a consequence of trying to interpret number words.
Additionally, as children develop a greater capacity for cognitive control
and inhibition, they come to differentiate correlations in their experi-
ence by detecting when these correlations no longer hold (especially
when features like numerical quantity and area no longer correlate),
setting them up to tease numerical magnitudes apart from other types of
magnitudes. This learned capacity for representing numerical magni-
tudes can then scaffold the acquisition of concepts of natural numbers.
Again, it's not the details that matter so much as the overall approach. In
this case, the account includes a sense of number much like Dehaene's,
but here this sense of number is itself learned and is part of a lengthy
process that stands between the acquisition of natural number concepts
(concepts like seven) and the most critical innate domain-specific psy-
chological structures that they trace back to—in this case, one for rep-
resenting and processing elements in the content domain of magnitudes-
in-general. Note that the innate domain-specific resource that this ac-
count traces back to is less well-aligned with the target domain of nat-
ural numbers. This explains why this account is less rationalist than one
like Dehaene's, which is more closely aligned with this target domain. >’
A third type of account, briefly mentioned in Section 3, holds that the
mechanism for learning concepts of natural numbers traces back not to
an innate domain-specific system for representing magnitude-in-general
nor to one for representing approximate numerical quantities in
particular, but to a restricted class of magnitudes—spatial, temporal,

39 The contrast between these accounts also illustrates a different important
feature of alignment. Alignment is not just a graded notion, but also a relative
one. The same innate domain-specific resources can be more (or less) aligned
with different target domains depending on the content domain that the learning
mechanism which they are involved in is directed at. For example, if what is
being learned isn't concepts like seven but the concept of magnitude (in general),
then the innate domain-specific resource that Leibovich et al.'s account appeals
to would be more aligned with the target domain than the innate domain-
specific resource that Dehaene's account appeals to, and this greater align-
ment would result in a more rationalist account of the origins of this concept,
where the learning mechanism is more specialized for this domain than a
learning mechanism whose only innate domain-specific resource was the
approximate number system. The key point is that being more specialized for is a
relative notion which depends on the target domain of the learning mechanism.
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and approximate numerical magnitudes—representing the content
domain comprised of these three types of magnitudes in an undiffer-
entiated way. Such a system would be more aligned with the target
domain of natural numbers than an account like Leibovich et al.'s yet less
well-aligned with this target domain than an account like Dehaene's.
These three accounts nicely illustrate both how alignment is a graded
notion and how the degree of alignment between the target domain of
the learning mechanism and the domain of the innate resources it traces
back to is an important factor in determining how rationalist the account
is (see Fig. 3a - 3c).

Finally, there is one further type of approach that it is instructive to
consider. This is an account of the origins of natural number concepts
that is more rationalist than an account involving the approximate
number system, not less. The learning mechanism in this type of account
is one that incorporates a small number system, an innate domain-
specific system for representing the first few natural numbers: one,
two, and three (see, e.g., Margolis and Laurence, 2008; Margolis, 2020).
Like the other accounts we've mentioned, the learning mechanism
would also involve further resources, including an ability to learn count
words in language and an ability to put these words into one-to-one
correspondences with collections. The small number system involved
in this account gives learners a firm foothold for representing natural
number magnitudes that is expanded as they learn to represent the
numerical consequences of changes to small collections and learn to
relate small natural number magnitudes to external symbols within the
context of a learned counting procedure.’ The innate domain-specific
small number system is not more domain-specific than the approxi-
mate number system or the general magnitude system. What makes the
account involving the small number system more rationalist than either
of these other accounts is that the small number system is more closely
aligned with the target domain of natural numbers (much as the
approximate number system is more closely aligned with this target
domain than the general magnitude system) (Fig. 3d).

In sum, much of the difference between rationalist and empiricist
theories turns on the different weights they give to domain-specific
cognitive structures in their accounts of the origins of psychological
traits. But domain specificity should not be asked to do all the work in
differentiating between competing accounts in the rationalism-
empiricism debate. Instead, domain specificity should be seen as being
complemented by related notions, like that of the degree of alignment
between domains, which explains how one learning mechanism can be

40 The innate domain-specific mechanism in this account represents small
numerical quantities as such and shouldn't be confused with other accounts that
make use of domain-specific mechanisms that respond to small numbers of
objects but not by representing their numerical quantity (Laurence & Margolis,
2005). For example, Spelke and Tsivkin (2001) offer an account in which
concepts corresponding to the natural numbers are learned through a process
that combines content stemming from the approximate number system with
content stemming from a mechanism that tracks small numbers of objects,
representing each object as being distinct from the others but without repre-
senting them as a collection—and most importantly, without representing
anything numerical in relation to them. This mechanism is probably best
thought of as being directed at the content domain of physical objects (or
perhaps more broadly at a domain of individuals). Spelke and Tsivkin take this
to be a key feature of their account, explaining why, on their account, no
natural number concepts are innate—all are learned. This account is clearly a
less rationalist account of the origins of natural number concepts than the one
involving an innate small number system that is sketched in the text. And again,
this is reflected in the degree of alignment of the resources involved with the
target domain of natural numbers. As Spelke and Tsivkin's system for tracking a
small number of objects is directed at the domain of objects (or individuals) and
not anything numerical, it is much less closely aligned with the domain of
natural numbers (though of course their account also incorporates the
approximate number system). By contrast, an account involving the small
number system discussed in the text is very closely aligned with the domain of
natural numbers, since it is directed at a subset of this domain.
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Fig. 3. Differences in alignment are correlated with how rationalist a learning mechanism is. Four schematic models of the acquisition of concepts for the natural
numbers trace back to different critical innate domain-specific resources: (a) the approximate number system, (b) a system for representing spatial, temporal, and
approximate numerical magnitudes in an undifferentiated manner, (c) a system for representing magnitudes-in-general, (d) a small number system, which represents
the first few natural numbers as such. These postulated innate domain-specific resources are equally domain-specific, but they differ nonetheless regarding their
degree of alignment to the domain targeted for learning by the learning mechanisms in question (the target domain being the domain of natural number in all four
cases). The greater the degree of alignment, the more rationalist the account is.

more rationalist than another despite the fact that innate resources the perfectly coherent and invaluable theoretical construct which is fully

two mechanisms trace back to are equally domain specific. capable of playing the major role it has been taken to have in the
rationalism-empiricism debate as well as many other debates in cogni-
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