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Beam Pattern and Reflection Pattern Design for

Channel Estimation in RIS-assisted mmWave

MIMO Systems
You You, Member, IEEE, Wuqiong Zhao, Student Member, IEEE, Li Zhang, Senior Member, IEEE,

Xiaohu You, Fellow, IEEE, and Chuan Zhang, Senior Member, IEEE

Abstract—Reconfigurable intelligent surface (RIS) is a rev-
olutionary technology that can be applied in millimeter wave
(mmWave) communications to reduce the high power consump-
tion and propagation loss. However, channel estimation (CE) is
challenging due to the large number of passive RIS elements
without signal processing abilities. In this paper, the uplink
CE for RIS-assisted mmWave multi-input multi-output (MIMO)
systems is formulated as a sparse signal recovery problem in a
novel way. Then, the beam pattern and reflection pattern design
based on the compressed sensing (CS) theory are proposed to
guarantee the efficient CE. Simulation results demonstrate that,
for various CS-based CE algorithms, the proposed patterns can
reduce more than 50% pilot overhead at 0 dB signal-to-noise ratio
(SNR) while maintaining the same accuracy of CE compared with
the existing patterns.

Index Terms—Reconfigurable intelligent surface (RIS), channel
estimation (CE), pilot beam pattern design, reflection design.

I. INTRODUCTION

I
NTELLIGENT reflecting surface also referred to as recon-

figurable intelligent surface (RIS) is a kind of electromag-

netic metasurfaces consisting of passive reflecting units. It has

been regarded as an appealing solution to the high hardware

cost and power consumption problem in millimeter wave

(mmWave) multi-input multi-output (MIMO) systems [1].

However, channel estimation (CE) for RIS-assisted mmWave

MIMO systems poses a challenge due to the large number of

passive elements that lack signal processing abilities.

Recently, there have been some works investigating the CE

problem for the fully passive RIS system. A binary-reflection

controlled least square (LS) CE protocol was proposed in [2]

at cost of intractable computational complexity. To reduce
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the pilot overhead and the computational complexity, the

compressive sensing (CS) algorithms are utilized in [3]–[5]

for multi-input single-output (MISO) systems. However, the

beam pattern and reflection pattern design have great impact

on the performance of the CS-based CE methods and only few

works take them into consideration.

To achieve better CS-based CE accuracy, the beam pattern

and reflection pattern need to be designed. By assuming that

the position of RIS is known to the BS, the pilot signals and

reflection patterns are designed in [6], but only considering

the single antenna at the receiver. For MISO systems, an

optimized channel estimator in a closed form is proposed by

leveraging the typical mean-squared error (MSE) criterion in

[7]. However, the existing works do not take into account the

beam pattern and reflection pattern design simultaneously and

do not focus on the CS-based CE problem in MIMO systems.

In this paper, we consider both the beam pattern and

reflection pattern design for RIS-assisted mmWave MIMO

systems. The contributions are summarized as follows:

1) We propose a novel channel estimation formulation to

significantly reduce the computational complexity of CE

for RIS-assisted MIMO system.

2) The reflection pattern is designed by ensuring the spar-

sity of the cascaded channel and the beam pattern is

designed by minimizing the coherence of the sensing

matrix based on the CS theory.

3) Various CS-based algorithms are utilized to verify the

superiority of the proposed scheme. And the benefit of

the proposed scheme is especially evident for CS-based

greedy algorithms.

Notations: In this paper, lower-case and upper-case boldface

letter x and X denote a vector and a matrix respectively. [x]i
denotes the i-th element of vector x. XT, XH, X∗ denote the

transpose, the conjugate transpose, the conjugate. The ℓ2-norm

of vector x is indicated by ∥x∥2, while the Frobenius norm

of matrix X is denoted as ∥X∥F . The diagonal matrix having

vector x on its diagonal is denoted as diag(x). Vectorization

of matrix X is given by vec(X), and the inverse operation,

reshaping vector x into a p × q matrix, is represented by

vec−1
p,q(x). tr(X) denotes the trace of X. The Kronecker

product is denoted as A ⊗ B. Ip is the identity matrix of

size p× p and Op×q is a p× q matrix with all elements being

zero. mod(a, b) calculates the remainder of a being divided

by b.
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II. SYSTEM MODEL

A. Cascaded Channel Model

In a single-user MIMO system with the carrier wavelength

λ, the base station (BS) and the user are equipped with

the uniform linear array (ULA) with Nr and Nt antennas,

respectively, and the RIS has M = Mx × My elements in

a uniform planar array (UPA). Following [3], a geometric

channel model for narrowband systems is used to formulate the

RIS–BS channel and user–RIS channel. These two channels

are low-rank due to the sparse scattering nature of mmWave,

i.e. L1 and L2 are small, where they denote the numbers

of RIS–BS and user–BS paths, respectively. Specifically, the

RIS–BS channel G can be modeled as

G =

√
MNr

L1

L1∑

l1=1

αl1ar

(
θ
GNr

l1

)
af

(
ϑGM

l1
, φGM

l1

)H

, (1)

where αl1 is the complex gain consisting of path loss, θ
GNr

l1
is

the angle of arrival (AoA) at the BS, and ϑGM

l1
and φGM

l1
repre-

sent the azimuth and elevation angle of departure (AoD) at the

RIS, respectively. ar(ϑ, φ) ∈ C
Nr×1 and af (ϑ, φ) ∈ C

M×1

represent the normalized array steering vectors at the BS and

the RIS. Similarly, the user–RIS channel R is represented as

R =

√
MNt

L2

L2∑

l2=1

αl2af

(
ϑRM

l2
, φRM

l2

)
au

(
θ
RNt

l2

)H

, (2)

where αl2 is the complex gain consisting of path loss, θ
RNt

l2
is

the AoD at the user, and ϑRM

l2
and φRM

l2
represent the azimuth

and elevation AoA at the RIS. au(θ) ∈ C
Nt×1 represents the

normalized array steering vector at the user. Normalized array

steering vectors for X-element UPA (X = X1×X2) and ULA

can be formulated according to [3] as
{
a(ϑ, φ) = 1√

X

(
e−i·κ sin(ϑ) cos(φ)x1/λ

)
⊗
(
e−i·κ sin(φ)x2/λ

)
,

a(θ) = 1√
X
e−i·κ cos(θ)x/λ, (3)

where κ = 2πd, x1 = [0, 1, 2, . . . , X1 − 1]T, x2 =
[0, 1, 2, . . . , X2 − 1]T, x = [0, 1, 2, . . . , X − 1]T, and d is the

antenna spacing which is assumed to be λ/2 in this paper. We

can further virtually represent the two channels as

G = VNr
ΓVH

M , R = VMΣVH

Nt
, (4)

where the beamspace matrices, denoted as VNr
∈ C

Nr×NG

r ,

VM ∈ C
M×MG

and VNt
∈ C

Nt×NG

t , are composed of NG
r ,

MG = MG
x × MG

y and NG
t steering vectors of predeter-

mined grids at the BS, RIS and user. Γ ∈ C
NG

r
×MG

and

Σ ∈ C
MG×NG

t are the L1 and L2-sparse beamspace channels

corresponding to G and R, respectively. For simplicity, we

consider MG
x = Mx,M

G
y = My in this work, but it can

be extended to general cases easily. Considering a uniform

grid spanning from −1 to 1 for all spatial angles, we define

the uplink cascaded channel as H ≜ Gdiag(Ψ)R, where

Ψ ∈ C
M×1 is the phase shift vector at the RIS assuming each

RIS element does not change the signal amplitude. Thus, we

can obtain

H = VNr
ΓVH

Mdiag(Ψ)VMΣVH

Nt
= VNr

ΓΩΣVH

Nt
, (5)

where Ω ≜ VH

Mdiag(Ψ)VM .

W1,1 ... W1,t ... W1,T1
... Wk,1 ... Wk,t ... Wk,Tk

... WK,1 ... WK,t ... WK,TK

F1,1 ... F1,t ... F1,T1
... Fk,1 ... Fk,t ... Fk,Tk

... FK,1 ... FK,t ... FK,TK

CE: Channel Estimation

DT: Data Transmission

CE DT

Ψ1
... Ψk

... ΨK

k-th Reflection PatternNB
t Pilots

Coherence Time

Fig. 1. Sounding procedure. [8]

B. Sounding Procedure

The CE scheme is shown as Fig. 1 similar to [8]. K
different RIS reflection vector designs Ξ ≜ [Ψ1,Ψ2, . . . ,ΨK ]
(k = 1, 2, . . . ,K) are considered within the CE stage in one

channel coherence time. Tk pilot blocks are transmitted for one

reflection vector design Ψk, and the corresponding cascaded

channel is Hk ≜ Gdiag(Ψk)R. For the t-th (t = 1, 2, . . . , Tk)

pilot block, NB
r and NB

t beams are designed at the BS and the

user respectively (NB
r < Nr, NB

t < Nt), so in one pilot block

NB
t pilots are transmitted. The beam pattern design for the t-th

pilot block within the k-th reflection design is represented by

precoding Fk,t ∈ C
Nt×NB

t and combining Wk,t ∈ C
Nr×NB

r .

Given the user’s p-th (p = 1, 2, . . . , NB
t ) transmitted beam

fk,t,p for the t-th pilot block, the received signal yk,t,p can be

described as

yk,t,p = WH

k,tHkfk,t,psk,t,p +WH

knk,t,p, (6)

where sk,t,p is the transmitted pilot signal with |sk,t,p| = 1,

nk,t,p ∼ CN (0, σ2
nINB

r
) is the white Gaussian noise with

mean µ and variance σ2. Collect all NB
t transmitted pilots

within the pilot block as

Yk,t = WH

k,tHkFk,t +Nk,t, (7)

where matrix Yk,t ≜ [yk,t,1,yk,t,2, . . . ,yk,t,NB
t
], Fk,t ≜

[fk,t,1, fk,t,2, . . . , fk,t,NB
t
], and the noise matrix Nk,t ≜

[WH

k,tnk,t,1, . . . ,W
H

k,tnk,t,NB
t
]. The measurement number for

the k-th reflection vector design is Qk = TkN
B
t NB

r .

C. Problem Formulation

The cascaded channel with Ψk can be represented as

vec(Hk) = (V∗
Nt

⊗VNr
) vec(ΓΩkΣ)

(⋆)
= (V∗

Nt
⊗VNr

)(ΣT ⊗ Γ) vec(Ωk)

= (V∗
Nt

⊗VNr
)(ΣT ⊗ Γ)(VT

M ⊚VH

M )Ψk

= (V∗
Nt

⊗VNr
)JDΨk,

(8)

where in (⋆) the mix-product property of Kronecker product

is used. J ≜ ΣT ⊗Γ, and D ≜ VT

M ⊚VH

M is the Khatri-Rao

product of VT

M and VH

M . (8) can be simplified as

vec(Hk) = (V∗
Nt

⊗VNr
)J̃D̃Ψk, (9)

where D̃ corresponds to the initial MG rows of D, and J̃ is

a merged form of J [3]:

J̃(:, i) =
∑

n∈Si

J(:, n), (10)
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where Si designates the indices in D sharing the same row

as the i-th row. Utilizing (9), the received signal in (7) can be

further represented in the vectorized form as

yk,t
(a)
= (FT

k,t ⊗WH

k,t)vec(Hk) + nk,t

(b)
= (FT

k,t ⊗WH

k,t)(V
∗
Nt

⊗VNr
)J̃D̃Ψk + nk,t

(c)
=

(
(D̃Ψk)

T ⊗
(
(FT

k,t ⊗WH

k,t)(V
∗
Nt

⊗VNr
)
))

j̃+ nk,t,

(11)

where (a) and (c) make use of the mixed-product property

inherent to the Kronecker product with yk,t ≜ vec(Yk,t) ∈

C
NB

t
NB

r
×1, nk,t ≜ vec(Nk,t), j̃ = vec(J̃) ∈ C

NG

t
NG

r
MG×1

as in [3]. (b) uses the result from (9). Given the sparse nature

of j̃, it is feasible to utilize CS algorithms. However, the huge

size of j̃ still makes it impractical to compute.

III. PROPOSED METHOD

A. Improved Channel Estimation Formulation

To reduce the computation complexity due to the huge size

of j̃, we further propose to formulate (11) as

yk,t
(d)
= (FT

k,t ⊗WH

k,t)(V
∗
Nt

⊗VNr
)λk + nk,t

(e)
= Qk,tλk + nk,t,

(12)

where the deduction of (d) is illustrated in Fig. 2 and the

merged λk ∈ C
NG

t
NG

r
×1 can be formulated as

[λk]i =

MG∑

m=1

[(D̃Ψk)
T]m[ j̃]NG

t
NG

r
·(m−1)+i, (13)

for i = 1, 2, . . . , NG
t NG

r . Without loss of generality, we

assume Tk = T and Qk = Q for k = 1, 2, . . . ,K . In

(e), the equation is simplified by defining Qk,t ≜ (FT

k,t ⊗
WH

k,t)(V
∗
Nt

⊗VNr
). Collecting all received signals from the

T pilot blocks in (12), we can obtain

yk = Qkλk + nk, (14)

where yk ≜ [yT

k,1, . . . ,y
T

k,T ]
T, Qk ≜ [QT

k,1, . . . ,Q
T

k,T ]
T and

nk ≜ [nT

k,1, . . . ,n
T

k,T ]
T. The problem can be solved by any

CS algorithms where λk ∈ C
NG

t
NG

r
×1 is a sparse vector.

After the CE with K reflection vectors, the data transmis-

sion is considered within the channel coherence time. With a

phase shift vector Ψ that satisfies

D̃Ψ =

K∑

k=1

βkD̃Ψk, (15)

the channel H for the data transmission can be formulated as

H = vec−1
Nr,Nt

(
(V∗

Nt
⊗VNr

)Λβ
)
, (16)

( )⊗ = ( )+ + + =

(D̃Ψk)
T

(FT

k,t ⊗WH

k,t)(V
∗
Nt

⊗VNr
) j̃

λk

Fig. 2. Merging from j̃ in Eq. (11) (c) to λk in Eq. (12) (d) with MG = 4.

where Λ ≜ [λ1,λ2, . . . ,λK ] is to be estimated via CE and

coefficients β ≜ [β1, β2, . . . , βK ]T can be determined with the

phase shift vector Ψ from (15). It is worth noting that with

K (K ≤ M ) reflection vectors Ψk for k = 1, 2, . . . ,K , the

phase shift vector Ψ used in data transmission can be well

represented by considering (15) as a linear mapping.

B. Computational Complexity of CE Formulations

The computational complexity comparison with OMP algo-

rithm is listed in Table I, where we assume NG
t = Nt, N

G
r =

Nr. L and L′ = L1L2 denote the sparsity of λk and J̃

respectively. L ≪ L′ with our designed reflection patterns,

and more details about the sparsity will be discussed in

section III-C. With unmerged J in (8), The OMP algorithm

solving (11) has the complexity O(L′Q′′·M2NtNr) [9], where

Q′′ is the required number of measurement. With merged J̃ in

(11) (c) which is proposed in [3], the complexity is reduced

to O(L′Q′ · MNtNr), where Q′ is the required number of

measurement. The complexity of our proposed CE formulation

using OMP to solve (12) (d) is K ·O(LQ ·NtNr) = O(KL ·
QNtNr). Considering the reduced dimension of the channel

matrices to be estimated (λk, j̃, j), the required number of

measurements for OMP algorithm satisfies Q ≪ Q′ ≪ Q′′.
Thus, the complexity of the proposed CE formulation is much

lower than existing formulations [3].

TABLE I
COMPUTATIONAL COMPLEXITY OF FORMULATIONS WITH OMP.

Compressed CE Formulation Computational Complexity (OMP)

Eq. (11) (c) with unmerged J O(L′Q′′ ·M2NtNr)

Eq. (11) (c) with merged J̃ [3] O(L′Q′ ·MNtNr)

Eq. (12) (d) (proposed) K · O(LQ ·NtNr) = O(LQ ·KNtNr)
* L ≪ L′, Q ≪ Q′ ≪ Q′′, K ≤ M .

C. RIS Reflection Pattern Design

The design of reflection patterns has a great impact on

the performance of CE. In general, reflection patterns can

be designed to maximize the received power to increase the

received SNR or minimize the coherence among different

λk. However, different from other formulations such as (11)

[3] where the RIS reflection vector is not part of the sparse

channel to recover, the sparsity of Λ in (16) depends on the

reflection pattern design as shown in (13). Obviously, not all

Ξ that satisfies (15) will lead to a sparse Λ. Considering

that CS algorithms can only be applied when the sparsity is

guaranteed, the aim of the reflection pattern design in this

paper is to ensure the sparsity of Λ. The K reflection patterns

Ξ can be designed by choosing K unique columns from Ξ̂:

Ξ ⊆ Ξ̂ = D̃−1, (17)

where Ξ̂ contains M candidates for the reflection pattern

design. It can be readily verified that Λ becomes extremely

sparse because D̃Ψk has only one non-zero element ac-

cording to (13). For general cases where MG
x ̸= Mx

and/or MG
y ̸= My , to ensure the phase shift property,

Ξ̂ = 1
M max{MG

x ,Mx}max{MG
y ,My}D̃

†, where D̃† is the

pseudo-inverse of D̃. When MG
x < Mx, MG

x needs to be
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



Wk,t =

[
O

NB
r
·
⌊

(t−1)NB
t

Nt

⌋

×NB
r

INB
r

O(

Nr−NB
r
·
⌊

(t−1)NB
t

Nt

⌋)

×NB
r

]T
,

Fk,t =

[
O

NB
t
·mod

(

t−1,
Nt

NB
t

)

×NB
t

INB
r

O(

Nt−NB
t
·mod

(

t−1,
Nt

NB
t

))

×NB
t

]T
.

(24)

chosen satisfying mod(Mx,M
G
x ) = 0, and it is similar for

MG
y . With (17), when MG

x = Mx,M
G
y = My and K = M ,

the estimated channel in (16) can be simplified to

H = vec−1
Nr,Nt

(
(V∗

Nt
⊗VNr

)ΛD̃Ψ
)
, (18)

which can also be easily adapted for K < M . Other reflection

pattern designs such as discrete Fourier transform (DFT)

matrices and Hadamard matrices [10] also contribute more or

less to the sparsity of Λ. The performance comparison between

the reflection pattern designs will be shown in section IV.

D. Beam Pattern Design

Based on the CS theory, it is known that smaller coherence

of the sensing matrix Qk improves the performance of the

sparse signal recovery [11], [12]. However, due to the high

dimension of RIS-assisted MIMO systems, methods such as

[13] that considers the RIS-assisted MISO systems can not be

applied directly.

With the improved channel estimation formulation in (14),

the beam pattern design is based on the minimization of total

coherence which is defined as

µt(Qk) =
∑

1≤q1,q2≤Q,
q1 ̸=q2

⟨Qk(:, q1),Qk(:, q2)⟩, (19)

which is the summation of inner product of the q1-th column

and the q2-th column. It is easy to prove ∥Zk,t(:, n)∥2 = 1
by assuming equal power of each beam for n = 1, 2, . . . , Q,

where Zk,t ≜ Fk,t ⊗ W∗
k,t is the Kronecker product of the

transmit and receive beamforming. Therefore, (19) can be

written as

µt(Qk) = ∥QH

kQk − IG∥
2
F

= tr
((

QH

kQk − IG
)2)

= tr
(
QH

kQkQ
H

kQk − 2QH

kQk + IG
)

= tr
(
QkQ

H

kQkQ
H

k − 2QkQ
H

k + IQ
)
+ (G−Q)

= ∥QkQ
H

k − IQ∥
2
F + (G−Q)

= ∥ZT

k (VNVH

N )Z∗
k − IQ∥

2
F + (G−Q),

(20)

where Zk ≜ [Zk,1,Zk,2, . . . ,Zk,T ], Qk = ZT

kVN , G ≜

NG
t NG

r . It can be found that µt(Qk) ≥ (G − Q), and when

ZT

k (VNVH

N )Z∗
k−IQ = OQ×Q, the total coherence in ZT

kVN

is minimized. VN ≜ V∗
Nt

⊗VNr
, where VNt

and VNr
are

defined in (4) and

VNVH

N =
NG

t NG
r

NtNr
INtNr

. (21)

Substituting (21), (20) can be converted to

min
Zk

∥∥∥∥
NG

t NG
r

NtNr
ZT

kZ
∗
k − IQ

∥∥∥∥
2

F

,

s.t. ∥Zk(:, n)∥
2
2 = 1, n = 1, 2, . . . , Q.

(22)

So far, the singular value decomposition (SVD) can be em-

ployed to find the optimal Zk as the following proposition.

Proposition 1. When Q ≤ NtNr, (22) is optimized when

Zk = U1

[
IQ OQ×(NtNr−Q)

]T
UH

2 , (23)

where U1 ∈ C
NtNr×NtNr , U2 ∈ C

Q×Q are both unitary

matrices.

Proposition 1 can be easily proved. With the design of Zk,

beam pattern matrices Wk,t and Fk,t can be obtained based on

approximation from Zk,t = Fk,t⊗W∗
k,t [14]. As one possible

exact solution, suppose mod(Nt, N
B
t ) = mod(Nr, N

B
r ) = 0,

Wk,t and Fk,t can be designed as (24), where ⌊x⌋ denotes

the floor function returning the greatest integer less than or

equal to x. Notably, hybrid beamfoming technology also can

be employed to reduce radio frequency (RF) chains as well as

the power consumption. With the design in (24), it is easy to

verify that

Zk(p, q) =

{
1, p = aqNrN

B
t + bq(Nr +NB

r ) + cq,

0, otherwise,
(25)

where aq = ⌊(q − 1)/NtNr⌋, bq = ⌊(q − 1− aqNtNr)/N
B
r ⌋,

cq = 1 +mod(q − 1− aqNtNr, N
B
r ) satisfies Proposition 1.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of CE with the

proposed designs in (17) and (24) via computer simulations.

Simulation uses C++ with Armadillo linear algebra library.

The system parameters are listed in Table II.

TABLE II
SYSTEM PARAMETERS IN SIMULATIONS.

Parameters Values

(Nt, N
G
t , NB

t ), (Nr, N
G
r , NB

r ) (8, 8, 2), (16, 16, 2)

Mx ×My = M , MG
x ×MG

y = MG 8× 8 = 64, 8× 8 = 64

(L1, L2), K (5, 5), 64

In Fig. 3, the proposed beam pattern and reflection pattern

design are compared with the conventional methods (i.e. ran-

dom beam patterns and truncated DFT reflection pattern design

[10]). Greedy CS algorithms such as OMP and stagewise

OMP (StOMP) [15] are used to evaluate the performance.

(In StOMP, the maximum number of support selections in

each iteration is constrained to enhance stability.) The nor-

malized mean square error (NMSE) performance is defined

as E[∥Ĥ −H∥2F /∥H∥2F ], where H and Ĥ represent the real

channel and the estimated channel respectively. It is worth

noting that CS algorithms with random reflection patterns only

achieve 0 dB NMSE performance and are therefore omitted in

the comparisons.
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(a) NMSE v.s. SNR, with KTNB
t = 768.
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(b) NMSE v.s. pilot overhead, with SNR = 0dB.
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Fig. 3. Comparison of proposed pattern designs and the traditional method with OMP and StOMP.

Fig. 3(a) depicts the NMSE performance versus the SNR

with KTNB
t = 768 pilots (LS needs at least KNtNr/N

B
r =

4096). For OMP algorithm, the proposed RIS reflection pattern

design outperforms the widely adopted DFT reflection pattern

by around 2 dB. When the beam pattern design is applied with

the reflection pattern design, the performance can be further

enhanced by more than 3 dB. In other words, compared with

existing pattern designs, more than 5 dB improvement can be

achieved with our proposed patterns.

Fig. 3(b) shows the NMSE performance versus the varying

pilot overhead KTNB
t from 384 to 1536. It can be observed

that, for OMP, in order to achieve the same NMSE perfor-

mance such as −8 dB, compared with the DFT reflection

pattern, the proposed reflection pattern design without and with

proposed beam pattern design can save about 35% and 55%
of pilot overhead respectively.

StOMP algorithm also achieves desirable improvement in

both Fig. 3(a) and Fig. 3(b). The proposed beam pattern and

reflection design are based on the CS theory instead of a

specific CS algorithm. Thus, the works in this paper can be

employed in other CS algorithms, especially for the greedy

CS algorithms. Notably, our proposed patterns still work for

the non-greedy algorithms including ℓ1-minimization based

algorithms and sparse Bayesian learning (SBL) [16]. Since the

NMSE performance of these algorithms has a smaller gap to

the lower bound, the improvement is not as large as greedy CS

algorithms. Considering their unaffordable high computational

complexity, these algorithms are not practical in real systems

and are therefore not detailed in simulation.

V. CONCLUSION

In this paper, we propose a novel CE formulation with the

beam pattern and reflection pattern design for the CE in RIS-

assisted mmWave MIMO systems based on the CS theory.

Simulation demonstrates that the proposed pattern designs can

reduce more than 50% pilot overhead to achieve the same CE

accuracy and improve more than 5 dB CE performance with

the same pilot overhead. The benefit of the proposed scheme

is specifically evident for CS-based algorithms.
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