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Abstract
This investigation is an exploration into the performance of

several different ASR systems in dealing with non-native En-

glish using corpora with extensive language background vari-

ation. This study takes two corpora amounting to 191 differ-

ent native language (L1) backgrounds and looks at how these

systems are able to process non-native English (L2) speech. A

transformer based ASR system and a CRDNN architecture are

both tested, trained on Librispeech [1] and Commonvoice [2]

for a three way cross comparison. In addition Google’s Speech-

to-Text API and AWS Transcribe were investigated in order to

evaluate popular mainstream approaches given their current de-

gree of impact in deployed systems. Experiments reveal deficits

in the range of 10%-15% mean WER performance difference

between L1 and L2 speech. Results indicate ASR systems

trained on particular varieties of L2 speech may be effective

in improving WERs with outcomes in this paper demonstrating

several Google ASR models trained on varieties of African L2

English outperforming L1 trained ASR for under-represented

dialect groups in the United Kingdom. Further research is pro-

posed to explore the plausibility of this approach and to criti-

cally approach WER as a metric for ASR evaluation, striving

instead towards metrics with greater emphasis on evaluating

language for communication.

Index Terms: non-native speech recognition, equality diversity

and inclusion

1. Introduction

Automatic speech recognition (ASR) systems permeate many

areas of human computer interaction. Poor ASR performance

on certain language backgrounds has been attributed to serious

issues in equality, diversity, and inclusion (EDI). Poor automatic

transcription on YouTube for example has been shown to limit

the outreach of non-native speakers due to the site’s ranking

algorithms for video visibility favouring transcribed content for

accessibility [3].

L1 and L2 are terms referring to an individual’s native spo-

ken language and second language respectively. Whilst English

is the most popular language in the world by number of speak-

ers, approximately only 379 million of the 1.132 billion speak-

ers globally are L1 native speakers. In the United Kingdom

(UK) non-native speakers account for approximately 8% [4]

of the population and in the United State of America approxi-

mately 20% of the population [5]. These figures from two of the

largest L1 English speaking communities in the world demon-

strate that there is a need for L2 language robustness in ASR

not just in non English speaking countries, but also in countries

where English is the majority L1 language.

At present the argument can be made that the largest ex-

posure individuals will get in their day-to-day lives using an

ASR system will be communication with some form of digital

assistant. Currently it is estimated 22% of households in the

UK own a digital assistant device; although the number of indi-

viduals owning devices that have inbuilt digital assistant tech-

nologies will be much higher and the number of people actually

utilising these devices is going to lower this statistic somewhat.

Digital assistants at present offer fairly prosaic abilities: choos-

ing songs, setting timers, checking the weather, calling people,

but seldom provide much more utility beyond this. Therefore,

whilst these features can be seen to improve accessibility for

some individuals, generally these offer more of an entertain-

ment role or mild quality of life (QoL) improvement. How-

ever, it is vital to consider that state-of-the-art experimental ap-

proaches into medical diagnosis [6], air traffic control (ATC) [7]

and other systems are dependent on highly robust ASR and in-

accuracies can propagate with severe consequence that devices

largely used for entertainment and QoL improvement do not

create when they fail to function correctly.

State-of-the-art systems developed by Google and Mi-

crosoft have been able to achieve an English ASR word error

rate (WER) of 4.9% [8] and 5.1% [9] respectively; favourably

comparable to human transcription WERs which are about 4%.

However, whilst these are impressive results the leap to discus-

sion of having achieved human parity [9] without evaluating on

a non-native English corpus is unfavourable as particuarly in

the context of English, L1 speech represents a minority of all

English speakers. This paper offers an evaluation into Google

Speech to Text, AWS Transcribe, and transformer and CRDNN

CTC/Attention ASR models trained on Commonvoice [2] and

Librispeech [1]. The key aim is to explore over 190 different

language backgrounds; evaluating and emphasising the need for

more L2 robustness in ASR whilst actively contributing to the

literature by highlighting which clusters of languages are par-

ticularly underperformant; helping to optimise research focuses

to tackle these most substantial limitations.

2. Literature Overview

Non-native speech introduces a wealth of challenges for ASR

development. Whilst L1 and L2 speech are often discussed as

classes of data, it is imperative to recognise that neither is a

homogeneous dataset. Mispronounced segments [10], longer

pause duration [11], abnormal pause location within clauses

[12], and non-reduction of function words [13] are some key

features of L2 speech hindering ASR performance [14]. How-

ever the reality is a far more extensive list of issues, naturally

the result of the heterogeneity of L2 speech [14].

Whilst mainstream applications of ASR rest largely in the

entertainment or QoL domains, state-of-the-art experimental

technologies utilising ASR reach into far more critical appli-

cations such as ATC systems [7] and medical diagnostic tools
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[6]. Taking the scope of dementia diagnosis, a key focus of our

wider research, enormous strides have been made in developing

modular classification systems that utilise ASR as a component

of a diagnostic pipeline which can be used either in a clinical

setting [15] or a home environment [16] as a long-term monitor-

ing tool. Linguistic features have been found to be highly suc-

cessful for the detection of dementia [17, 18] and indeed most

classifiers use linguistic information as an feature set for cogni-

tive impairment detection, some systems exclusively. Whilst

early work exploring the potential for using machine learn-

ing to detect dementia through language analysis used human

transcriptions of speech, scalable automatic approaches which

are the inevitable successor to these early experiments demand

the automation of the transcription process, leaning firmly on

ASR technologies. It is important to note current diagnostic ap-

proaches for diagnosing dementia are not perfect, indeed there

is strong evidence that existing metrics are problematic from

the context of linguistic diversity [19]. Inaccurate ASR in this

context will only seek to increase these levels of disparity and

worsen EDI outcomes for diagnosis. In the cases of both ATC,

medical diagnosis, and many other critical domains it becomes

clear to see how under performing ASR as the first module in

a downstream system, that is wholly or mostly dependent on

accurate transcription, has a risk of either creating highly unde-

sirable outcomes or has to be targeted at a sub category of users

who will receive accurate results; challenges for EDI we need

to overcome.

ASR performance on L1 speakers has frequently been re-

ported to have surpassed the accuracies of human perception

[20, 21, 22]. Studies into the impacts of L2 speech thus far typi-

cally focus on a single language [22, 23] as the oculus for inves-

tigation. Studies demonstrate around a 20% difference in per-

formance between L1 and L2 English on ASR [22]. Although

it is important to note that L2 performance can be substantially

better, or substantially worse than this. Existing solutions to

non-native ASR have yielded positive results. Methods have

been attempted have ranged from transfer learning [24, 25] and

language background specific corpora [26] to automatic ma-

nipulations of the speech signal and level so-called ’accented’

speech to more similarly reflect the ASR training data [27].

However, we were unable to find any work evaluating ASR

on highly language background diverse corpora. Current stud-

ies developed to tackle poor L2 ASR performance tend to fo-

cus on at most a small handful of L2 language backgrounds,

typically highly related and generally geographically similar in

location. This provides excellent highly detailed insight and in-

novation for the languages covered, often providing substantial

improvements for these language backgrounds but at the cost of

broader scope. One reason for the lack of L2 background diver-

sity studies is data scarcity. Corpora for L2 English are often

language background specific which naturally encourages and

serves this type of research well. However several databases

do exist to allow for an investigation into a greater variety lan-

guage backgrounds. For instance the Speech Accent Archive

[28], CSLU Foreign Accented English Release 1.2 [29], as well

as other corpora such as the International Dialects of English

Archive (IDEA) [30], and even the Commonvoice [2] English

corpus which provides an impressive variety of L2 language

backgrounds. These databases are however imperfect. A ma-

jor issue is the absence of migration information which is vi-

tal for providing the necessary metadata to greater predict the

dialect and accent of an individual which could be used to op-

timise model selection. Similarly an individual who lived in

Kenya for 6 months, moved to London for 40 years, and then

returned would likely skew WER results due to a high probabil-

ity of dialect and accent assimilation to some degree. However

this can be countered by using metadata at some level by ex-

ploring years of English language exposure which can help to

provide a low resolution gauge for proficiency. It would benefit

the domain of L2 ASR evaluation substantially for a corpus to

be developed with the background diversity of the Speech Ac-

cent Archive [28] but migration information and spontaneous

speech included.

This paper will evaluate the performance of state-of-the-

art and mainstream approaches to ASR highlighting existing

strengths and weaknesses of current approaches and revealing

several routes forward for investigative research to improve L2

robustness. Section 3 provides a methodology overview of the

models developed and used. Section 4 explores the two corpora

used in this investigation, focusing on a breakdown of the scope

and demographics of each corpus. Moreover, Section 5 breaks

down our results, uncovering some key findings not just in L2

evaluation and robustness, but also potentially avenues for im-

proving ASR accuracy on under-represented dialects. Section 6

proceeds onto a discussion of the results, highlighting the enor-

mous potential in investigating ASR performance on L2 English

trained on different language backgrounds to potentially indi-

cate languages that can produce better performing solutions for

L2 speech than L1 trained systems. Finally Section 7 concludes

by laying out future research goals and indicating a strong need

to move beyond WER as a evaluation metrics for ASR.

3. Methodology

A total of four ASR models were developed. A transformer

and CRDNN based model was used for each of the Common-

voice [2] and Librispeech [1] corpora. The justification for this

that Librispeech [1] is a corpus of read speech, which may re-

sult in a potential bias in performance when evaluated against

the Speech Accent Archive [28] in particular where there are

key speech characteristics present in read speech that are not

present in extemporaneous and spontaneous discourse. Both

Librispeech [1] models were imported from the SpeechBrain

[31] Hugging Face library of pretrained models. The Com-

monvoice [2] systems were developed using modified prebuilt

recipes in the SpeechBrain [31] Python package using an Nvidia

Tesla V100. In addition, AWS and Google speech-to-text so-

lutions were investigated. As the aim of this paper is to de-

termine not just the effectiveness of experimental ASR solu-

tions but also solutions that are currently widely deployed and

utilised as these systems will act as modular components to a

large amount of software depending on speech-to-text technol-

ogy. Google Speech-to-text contains a very impressive 16 lan-

guage backgrounds for English; 10 of which are from coun-

tries where English is not the primary language spoken. Con-

versely, AWS provides only 3 English backgrounds to choose

from, all of which are from native English speaking countries.

All models were evaluated based on their WER performance on

the Speech Accent Archive [28] (Section 4.1) and CSLU For-

eign Accented English Release 1.2 [29] (Section 4.2).

4. Data

4.1. Speech Accent Archive

The Speech Accent Archive [28] is a corpus of L1 and L2 En-

glish speakers reading out the same utterance. It provides key

metadata such as L1 language, place of birth, place of residence,
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Figure 1: Average WER of Librispeech [1] Transformer and CRDNN CTC/Attention ASR systems plotted based on country of origin

and the amount of time (in years) an individual has been ex-

posed to and actively learning English. 25% of speakers in this

corpus are L1 English speakers providing a rather substantial

dataset of just over 1,500 L2 speakers with 192 different L1

backgrounds. The population sex balance is 48.3% female to

51.7% male, an extremely well balanced dataset given the size.

However, it should be noted that there are cross cultural diffi-

culties in comparing these two figures: men were present in 57

more languages and are over represented in African languages

whilst women are over represented in European languages. It

is worth noting the metadata does not include migration infor-

mation which would be extremely useful for trying to study the

effectiveness of ASR systems on second generation plus immi-

grants.

4.2. CSLU: Foreign Accented English Release 1.2

The Foreign Accented English Release 1.2 [29] is a corpus of

spontaneous phone-call L2 speech. It is worth noting enhanced

models used in the Google Speech-to-Text segment of this study

are documented [32] to have been trained and tested to work

well on phone call speech. An important aim of this study was

to both train and test ASR systems on spontaneous speech as

well as read speech. This allows for a three way comparison on

the two corpora looking at the performance differences between

Librispeech [1] and Commonvoice [2] which are read and spon-

taneous data respectively (see Section 3). The Foreign Accented

English Release 1.2 [29] has fewer language backgrounds than

the Speech Accent Archive [28] with only 22 L2 language back-

grounds as opposed to 191. Transcriptions are not included in

this corpus therefore an open-sourced series of transcriptions

was used [33] which were evaluated for quality and deemed to

be accurate.

5. Results

Whilst the development of CRDNN based ASR systems was not

motivated by L2 speech performance, it performs substantially

better than the previously dominant transformer based approach

in all of the experiments conducted, although interestingly not

unanimously for every language background. Figure 1 is a vi-

sualisation of WER performance averages for each country of

birth for each individual in the Speech Accent Archive [28] cor-

pus, this allows us to see not just ASR performance on a large

scale, but also to see clusters of under performing areas that may

benefit from additional L2 ASR research. This visualisation

demonstrates excellent improvements made globally comparing

Table 1: Performance of Librispeech and Commonvoice based

Transformer and CRDNN CTC/Attention based ASR systems

alongside AWS Transcribe and Google Speech-to-Text (Both us-

ing American English model). WER performance evaluated on

Speech Accent Archive [28] (Acc-L#) and Foreign Accented En-

glish Release 1.2 (FAE-L#)

Acc-L1 Acc-L2 FAE-L2

Lib-Trans 11.23% 29.55% 31.60%

Lib-CRDNN 5.48% 21.57% 24.44%

Com-Trans 11.86% 20.13% 29.46%

Com-CRDNN 6.01% 20.39% 22.68%

AWS Transcribe 10.19% 19.72% 23.90%

Google STT 11.34%. 24.62% 24.91%

Transformers to CRDNN CTC/Attention architecture, particu-

larly in Africa and South America. Whilst no country speak-

ing L1 English saw an improvement greater than 3%, countries

such as Portugal and Brazil saw improvements nearing 20% in

absolute terms scaling down from WERs between 35-45% to

between 15-25%. There are notable performance drops in coun-

tries such as Finnish which performed 7% worse. However, on

average the vast majority of language backgrounds of L2 speak-

ers saw substantial improvements. Figure 1 also demonstrates

rather starkly the reality of L1 performance in comparison to L2

globally. Despite English as L1 representing only 25% of the

Speech Accent Archive [28] corpus it is responsible for 85%

of all 0% WERs and is the 6th most accurately transcribed lan-

guage despite containing over 500 speakers, all of the other 5

languages have 1-3 speakers. No other language with over 20

speakers came in the top 20.

Performance on eastern European languages is poor com-

pared to the rest of Europe as well as languages within the

Indian subcontinent, China, and large swathes of sub-Saharan

Africa. A particularly interesting aspect of this find is that both

Chinese and many Indian languages would be considered fairly

high-resource with many corpora available in L2 English for

system development and training. Therefore it is interesting that

both language backgrounds perform poorly in a one-size-fits-all

ASR system given the amount of data available for evaluation

and training. This highlights an initial key issue. When an ASR

system is developed and evaluated often it will be tested using

a testing partition of the same corpus. For a corpus with a lack

of diverse data the system is going to perform better; rewarding

homogeneous datasets. If a system is evaluated and advertised
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based on its performance on global English, metrics need to

be demonstrated for global English, not simply optimal perfor-

mance for a handful of English dialects and accents. From an

EDI perspective an individual deploying a modular ASR sys-

tem without intricate knowledge of the technology should be

provided with information on how this system is going to per-

form across a wide range of individual backgrounds.

Sex was not found to meaningfully correlate with ASR per-

formance on native speech. Differences of <2% WER were

found in all L1 experiments with the female class often out per-

forming the male class. A 5% WER difference was discovered

between women and men for the L2 speech, with women out

performing men. Despite being over-represented in WER accu-

racy women were under-represented in language diversity, the

asymmetric distribution within European countries explains the

slight differences in WER with western European countries be-

ing the highest performing cluster of L2 English varieties.

5.1. Clustering L2 ASR Systems

Google Speech-to-Text, unlike AWS, provides non-native En-

glish ASR systems. Whilst the 3 systems provided by AWS

cover only native varieties of English, 10/16 of Google’s ASR

systems are built and trained for L2 variations of English. How-

ever it is entirely possible both AWS and Google possess in-

house ASR solutions that exceed the performance and diversity

of these publicly available APIs. However, as the scope of the

study is to investigate contemporary utilisation of these systems,

evaluation of these publicly available APIs remains important

for discussing ASR robustness on L2 speech for the large num-

ber of systems that will utilise these APIs. Given the substantial

linguistic differences between the languages chosen this pro-

vides an optimal opportunity to compare each model’s perfor-

mance globally. The reason for doing such is to tackle issues

both of data scarcity, and of efficiency.

Out of 191 languages in the Speech Accent Archive, the

American English ASR system (en-US) was either the best per-

forming or joint best performing model for 43 language back-

grounds. Moreover, 94 language backgrounds saw less than a

3% absolute reduction in WER through using a model that was

more accurate than en-US. Conversely, 61 languages saw an

absolute increase in performance of at least 10% WER with

25 languages seeing an absolute increase of greater than 20%

WER. The Ghanaian ASR system however dominates L2 per-

formance achieving lowest or joint lowest WER in 122 lan-

guage backgrounds. The top five performing ASR systems by

number of top performing languages are Ghanaian (122), South

African (120), Kenyan (119), Nigerian (116), and Tanzanian

(112). The sixth top performing is an L1 Canadian English ASR

system with top performance in 45 languages. Whilst L1 model

enormously under performs compared to the top five systems,

there are several ASR models which performed poorly across

the whole data with less than five top or joint top performances

including Hong Kong, Philippines, India, and Pakistan. There

were a few instances of models performing poorly for coun-

tries they were built for including the Indian system scoring a

44% WER in India, and the United Kingdom scoring 24% com-

pared to Nigerian, Tanzanian, and South African scoring 18%

WER. After manually inspecting the data it becomes clear in

the case of the United Kingdom that the Nigerian, Tanzanian,

and South African ASR systems are generally outperforming

the native L1 system on northern, Scottish, and Welsh accents.

This could suggest an inherent bias in the data used to train the

United Kingdom model.

6. Discussion

If an adaptive system were to be used that selected the ap-

propriate ASR model for each language background, perfor-

mance across all L2 backgrounds based off of the Speech Ac-

cent Archive we could see an average L2 ASR performance of

17.8% down from 24.62% or 21.17% down from 24.91% from

the Foreign Accented English Release. Simply using a Ghana-

ian ASR system still yields an average WER of 19.57% in L2

speech although naturally this will change depending on the dis-

tribution of the data. Evaluating each system on such a broad

range of language backgrounds has uncovered the potential to

use L2 ASR systems trained on other languages as an alterna-

tive to depending on generic L1 trained models. Similarly there

may be a benefit for under-represented dialects even in L1 En-

glish countries to take advantage of L2 systems that may allow

for better accuracy. Developing several L2 ASR systems utilis-

ing these L2 language backgrounds and then creating informed

methods for choosing the most appropriate system would help

both to reduce the environment impact of building an excessive

number of language background specific ASR systems, whilst

also providing a more viable alternative to the anglocentric L1

exclusive models that exist within a lot of modern industry scale

speech technology APIs. Whilst such a solution is unlikely to

beat out language specific innovations in the long term, it could

help alleviate the disparities for accessing speech technologies

in the short to mid term, especially for under-represent groups.

7. Conclusions

This investigation has demonstrated the disparities between L1

and L2 WER performance on global English looking at 191 dif-

ferent language backgrounds. Experiments have demonstrated

that ASR systems trained on certain L2 language backgrounds

may have the ability to act as wide scale universal alternatives to

L1 systems for automatically transcribing L2 speech. A middle

alternative between one-size-fits-all and language specific ASR

allows for the greater efficiency of not building many thousands

of ASR systems combined with lower WERs over single model

solutions.

Further research should aim to find key languages that

would be most effective in building generalisable L2 ASR sys-

tems for reducing disparities between L2 and L1 performance.

In addition the use of WER within this study is problematic as

it has been repeatedly demonstrated that it fails to accurately

correlate with levels of human intelligibility [34]. A large con-

tributor to this is that WER is devoid of any evaluation related

to semantics, pragmatics, grammar, and really every fundamen-

tal functional aspect of language aside from orthography. Fu-

ture studies should consider breaking the long established WER

tradition in ASR evaluation for evaluative measures that better

reward the objective of the ASR system. This could be a seman-

tic approach [35] for human robot interaction for the purposes

of information transmission, or in the context of a downstream

classifier a metric used to maximise the accuracy of the most

salient features analysed within the pipeline.
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