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PHYSICAL REVIEW D 108, 072003 (2023)

Integrated and differential fiducial cross-section measurements for the
vector boson fusion production of the Higgs boson in the H - WW* — evpv
decay channel at 13 TeV with the ATLAS detector

G. Aad er al.”
(ATLAS Collaboration)

® (Received 12 April 2023; accepted 13 July 2023; published 11 October 2023)

The vector-boson production cross section for the Higgs boson decay in the H - WW* — evuv channel
is measured as a function of kinematic observables sensitive to the Higgs boson production and decay
properties as well as integrated in a fiducial phase space. The analysis is performed using the proton-proton
collision data collected by the ATLAS detector in Run 2 of the LHC at /s = 13 TeV center-of-mass
energy, corresponding to an integrated luminosity of 139 fb~!. The different flavor final state is studied by
selecting an electron and a muon originating from a pair of W bosons and compatible with the Higgs boson
decay. The data are corrected for the effects of detector inefficiency and resolution, and the measurements
are compared with different state-of-the-art theoretical predictions. The differential cross sections are used
to constrain anomalous interactions described by dimension-six operators in an effective field theory.

DOI: 10.1103/PhysRevD.108.072003

I. INTRODUCTION

A particle consistent with the Standard Model (SM)
Higgs boson predictions and a mass of approximately
125 GeV was discovered by the ATLAS and CMS
Collaborations [1,2] in 2012 using proton-proton (pp)
collision data produced by the Large Hadron Collider
(LHC) at CERN. Its properties were studied in 2011 and
2012 data sets at 7 and 8 TeV center-of-mass energies (1/s),
referred to as Run 1, and with \/E = 13 TeV data collected
between 2015 and 2018, referred to as Run 2.

In the vector-boson-fusion (VBF) processes, quarks from
the colliding protons radiate weak vector bosons that fuse
to form the Higgs boson. The VBF process is the second
most frequent Higgs boson production mechanism at the
LHC, following the gluon—gluon fusion (ggF) process [3]
where the interacting gluons produce a Higgs boson
predominantly through a top-quark loop. The VBF sig-
nature is characterized by the presence of jets from each of
the interacting quarks with a large rapidity gap between
them and a large invariant mass of the dijet system.
Radiative hadronic activity between the two jets is sup-
pressed because of the absence of color connection
between the two quarks. The measured cross section of
the VBF production process directly probes the Higgs
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boson couplings to W and Z bosons. The VBF production
of the Higgs boson was measured by the ATLAS and CMS
experiments in several decay channels and the combined
results at 13 TeV center-of-mass energy are presented in
Refs. [4,5] with the LHC Run 2 data set.

The H - WW* decay channel has the second-largest
branching fraction and allowed for the most precise Higgs
boson cross-section measurements in Run 1 [6]. The VBF
production of the H - WW* — evuv channel was pre-
viously studied by the CMS [7,8] and the ATLAS [9-11]
Collaborations using a partial Run 2 data set corresponding
to an integrated luminosity of approximately 36 fb~! and at
lower center-of-mass energies of 7 TeVand 8 TeV in Run 1.
The observation of the VBF H - WW* — evuv process
was reported by the ATLAS Collaboration using the full
Run 2 data set at 13 TeV center-of-mass energy, corre-
sponding to 139 fb~! [12]. The CMS Collaboration has
also reported the measurement of the VBF H - WW* —
evuv process and its differential cross section in the
simplified template cross section framework, using the full
Run 2 data set of 138 fb~! [13]. Figure 1 shows an example
of a tree-level Feynman diagram for the Higgs boson
production via VBF in the H — WW* decay channel.

This paper presents the measurement of fiducial cross
sections for the VBF H - WW* — evuv channel. The full
ATLAS Run 2 data set, consisting of proton-proton collision
data at /s = 13 TeV center-of-mass energy taken between
2015 and 2018, is used. The total integrated luminosity, after
imposing data quality requirements, is 139 fb~!.

Several SM processes result in final states with two
electrically charged leptons, neutrinos, and jets. Therefore,
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FIG. 1. Diagram for the Higgs boson production in the VBF
mode with V representing a W or Z vector boson. The Higgs
boson coupling vertices are marked with circles.

stringent selection requirements are applied to enhance the
data sample with signal events and suppress the contami-
nation from background processes. Selection criteria were
studied and optimized relative to previous ATLAS VBF
H - WW* — evuv studies [12] for an accurate measure-
ment of the production cross section in a fiducial phase
space as well as differentially. Such selections aim to
maximize the statistical significance of the VBF H —
WW* — evuv signal process and minimize the impact of
the uncertainties associated with the background estima-
tions and signal modeling. The H - WW* — evuv event
candidates are identified by selecting one electron and one
muon with opposite charges and close in azimuthal angle.
The backgrounds from low-energy resonances and Z/y* +
jets events are further suppressed by imposing kinematic
requirements on the two charged leptons, while the back-
ground from top-quark production processes is reduced by
imposing a veto on events with b-quark jets. The VBF
production mode is selected by requiring at least two
energetic jets and is distinguished from other Higgs boson
production modes (most notably ggF) by applying further
kinematic requirements. Those requirements include event
vetoes based on the lepton and the jet kinematics as well as
additional requirements on the invariant mass and rapidity
separation of the two leading jets, i.e., the jets with the
greatest transverse momentum (pr).

The signal contribution is extracted from a simultaneous
binned likelihood fit of multivariate analysis discriminants
to data in several kinematic regions. The contamination of
the major background processes in the data sample is
estimated from data in signal-enhanced regions (signal
regions) and in background-enhanced regions (control
regions). The measured signal cross section is corrected
(unfolded) for detector inefficiency and resolution and is
measured in a fiducial region close to the experimental
event selection thus minimizing the model dependence in
the extrapolation from the detector-level signal region to
the particle-level fiducial region. The unfolding to particle
level is implemented using detector response corrections
directly in the likelihood fit.

The differential fiducial cross section is measured as a
function of variables sensitive to the properties of the Higgs
boson, such as spin, parity, interactions, production and
decay, as well as those of the associated jets. Statistical
correlations among pairs of these differential cross sections
are calculated to allow future reinterpretations of the
experimental results. The cross-section measurements are
compared with fixed-order calculations at leading-order
(LO) and next-to-leading-order (NLO) in quantum-
chromodynamics (QCD) and electroweak (EW) corrections
as well as with parton-shower simulations.

The differential fiducial cross-section measurements are
also interpreted in an effective field theory (EFT) formalism
to set limits on anomalous couplings that may affect the
interaction vertices in the VBF production of the Higgs
boson and in its decay to the evuv final state.

The paper is organized as follows. An overview of the
ATLAS detector is given in Sec. II, while the data and
simulated signal and background samples are described in
Sec. III. The selection of the Higgs boson candidate events
is detailed in Sec. IV, while Sec. V outlines the fiducial
phase-space definitions for the integrated and the differ-
ential cross-section measurements as well as the observ-
ables that are unfolded to particle-level in the differential
cross-section measurements. Section VI describes the
background estimate techniques. The statistical analysis
used to extract the cross sections and the unfolding
strategy together with the estimate of systematic uncer-
tainties are described in Sec. VII. Experimental results and
their comparisons to SM predictions are presented in
Sec. VIII, while their interpretation to constrain anoma-
lous interactions are discussed in Sec. IX. Concluding
remarks are given in Sec. X.

II. ATLAS DETECTOR

The ATLAS detector [14] at the LHC covers nearly the
entire solid angle around the collision point. It consists of
an inner tracking detector surrounded by a thin super-
conducting solenoid, electromagnetic and hadron calorim-
eters, and a muon spectrometer incorporating three large
superconducting air-core toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial
magnetic field and provides charged-particle tracking in the
range of || <2.5." The high-granularity silicon pixel
detector covers the vertex region and typically provides

'ATLAS uses a right-handed coordinate system with its
origin at the nominal interaction point (IP) in the center of
the detector and the z-axis along the beam pipe. The x-axis
points from the IP to the center of the LHC ring, and the y-axis
points upwards. Cylindrical coordinates (r, ¢) are used in the
transverse plane, ¢ being the azimuthal angle around the z-axis.
The pseudorapidity is defined in terms of the polar angle  as
n = —Intan(6/2). Angular distance is measured in units of

AR = /(An)* + (Ap)*.
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four measurements per track, the first hit normally being in
the insertable B-layer (IBL) installed before Run 2 [15,16].
It is followed by the silicon microstrip tracker (SCT), which
usually provides eight measurements per track. These
silicon detectors are complemented by the transition
radiation tracker (TRT), which enables radially extended
track reconstruction up to || = 2.0. The TRT also provides
electron identification information based on the fraction of
hits (typically 30 in total) above a higher energy-deposit
threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range
|| <4.9. Within the region |g| < 3.2, electromagnetic
calorimetry is provided by barrel and endcap high-
granularity lead/liquid-argon (LAr) calorimeters, with an
additional thin LAr presampler covering || < 1.8 to
correct for energy loss in material upstream of the calo-
rimeters. Hadron calorimetry is provided by the steel/
scintillator-tile calorimeter, segmented into three barrel
structures within || < 1.7, and two copper/LAr hadron
end cap calorimeters. The solid angle coverage is com-
pleted with forward copper/LAr and tungsten/LAr calo-
rimeter modules optimized for electromagnetic and
hadronic energy measurements respectively.

The muon spectrometer (MS) comprises separate trigger
and high-precision tracking chambers measuring the
deflection of muons in a magnetic field generated by the
superconducting air-core toroidal magnets. The field inte-
gral of the toroids ranges between 2.0 and 6.0 T m across
most of the detector. Three layers of precision chambers,
each consisting of layers of monitored drift tubes, cover the
region |n| < 2.7, complemented by cathode-strip chambers
in the forward region, where the background is highest. The
muon trigger system covers the range || < 2.4 with
resistive-plate chambers in the barrel, and thin-gap cham-
bers in the end cap regions.

Events are selected by the first-level trigger system
implemented in custom hardware, followed by selections
made by algorithms implemented in software in the high-
level trigger [17]. The first-level trigger accepts events from
the 40 MHz bunch crossings at a rate below 100 kHz,
which the high-level trigger further reduces to record events
to disk at about 1 kHz.

An extensive software suite [18] is used in data simu-
lation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger
and data acquisition systems of the experiment.

III. DATA SAMPLES AND MONTE CARLO EVENT
SIMULATION

The analysis was performed on pp collision data
collected by the ATLAS experiment at a center-of-
mass energy of /s = 13 TeV. The data were recorded
between 2015 and 2018, corresponding to an integrated
luminosity of 139 fb~!. The data were subjected to quality
requirements [19], including the removal of events

recorded when relevant detector components were not
operating correctly.

Monte Carlo (MC) event generators were used to
simulate the signal and background events produced in
the pp collisions. These samples were used to optimize the
selection and identification of the signal process, evaluate
systematic uncertainties, and correct the data for detector
inefficiency and resolution. The MC simulations were
optimized to match the varying experimental conditions
in the data collected in the 2015-2018 period. Predictions
at parton level using fixed-order calculations are also made
at different orders in QCD and EW higher-order corrections
for the VBF H — WW* — eyuv signal process, and,
together with the MC simulations at particle level for the
signal process, are compared with the unfolded experi-
mental cross-section measurement, as reported in Sec. VIIL.

Higgs boson production and decay into a pair of W
bosons were simulated for each of the four main production
modes: ggF, VBF, and associated WH/ZH productions.
The Higgs boson production in association with a heavy
quark pair (/7H, bbH) was found to give a negligible
contribution. All Higgs boson samples were generated with
a Higgs boson mass of 125 GeV. In the following, the
details of the production of VBF H - WW* — evuv signal
and background samples from other Higgs boson produc-
tion modes and SM background processes are given.

The signal and background events were processed with
the Geant4 [20] simulation of the ATLAS detector [21] and
reconstructed using the same algorithms as used for the data.
The simulated energy deposits in the calorimeters and the
simulated momenta are corrected using dedicated proce-
dures detailed in Refs. [22,23]. Differences in lepton trigger,
reconstruction and isolation efficiencies between detector-
level simulation and data are corrected on an event-by-event
basis using pp- and 5- dependent scale factors for each
lepton [23,24]. The effect of multiple p p interactions (pile-
up) in the same or nearby bunch crossings is accounted for
using inelastic pp interactions generated by PYTHIA 8.186
[25] using the A3 tune [26] and the NNPDF2 . 3LO parton
distribution function (PDF) set [27]. These inelastic pp
interactions were added to the signal and background
samples that were processed with the ATLAS detector
simulation and were weighted such that the distribution
of the average number of reconstructed pp interactions in
simulation matches the one observed in the data.

A. Signal predictions

The predictions for the signal VBF H - WW* — evuv
processes, including contributions from W — rv decays,
were simulated using calculations that implement different
approximations in QCD and EW higher-order corrections
as well as different modeling of parton showering (PS),
hadronization, and underlying event (UE). A summary of
the simulations for the signal process is presented in Table I
and further details of each generator are given below.

072003-3
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TABLE 1. Summary of generators used for simulating the signal VBF H — WW* — evuv processes. The details and the
corresponding references are provided in the body of the text.
Shower & UE & PS
Simulation name Generator ME accuracy PDF hadronization parameter set
POWHEG+PYTHIA 8 POWHEG-BOX v2 NLO QCD & EW + NNPDF3 . ONLO PYTHIA 8.230+ AZNLO
approx NNLO QCD EvtGen v1.6.0
POWHEG+Herwig 7 POWHEG-BOX v2 NLO QCD & EW + NNPDF3 . ONLO Herwig 7.1.3+ H7UE
approx NNLO QCD EvtGen v1.6.0
MG5+Herwig 7 MadGraph5_aMC@NLO NLO QCD, LO EW NNPDF3 . O0NLO Herwig 7.1.6 H7UE
EvtGen v1.7.0
VBENLO@LO VBENLO 2.7.1 LO QCD & EW NNPDF3.O0NLO
CT14, MMHT14
VBENLO@NLO VBENLO 2.7.1 NLO QCD & EW NNPDF3 . ONLO
CT14, MMHT14
VBFNLO@LO+PYTHIA 8 VBFNLO 2.7.1 LO QCD & EW NNPDF3 . ONLO PYTHIA 8.244+ Al4

CT14, MMHT14 EvtGen v1.7.0

The default MC sample for signal events was generated
with POWHEG-BOX v2 [28-31], interfaced with PYTHIA 8.230
[32] to model the PS, hadronization, and UE. The dipole-
recoil option was enabled in PYTHIA 8 to simulate the recoil
of radiation in the VBF process and reduce hard and central
radiation [33]. The PDF set NNPDF3 . ONLO was used in
the matrix-element (ME) calculations and the AZNLO tune
[34] of PYTHIA 8 parameters was used in the MC generation.
The EvtGenv1.6.0 program [35] was used for the properties of
the bottom and charm hadron decays. The POWHEG
prediction is accurate to NLO in QCD corrections and
tuned to match calculations with effects due to finite heavy-
quark masses and soft-gluon resummations up to next-to-
next-to-leading-logarithm (NNLL). The MC prediction
was normalized to a cross section calculated up to the full
NLO in QCD and EW couplings [36,37] with an additional
approximate next-to-next-to-leading order (NNLO) QCD
correction [38]. The sample normalization accounts for the
decay branching ratios calculated with HDECAY [39-41]
and PROPHECY4F [42-44]. Systematic variations were
generated as event weights to account for uncertainties
associated with PDFs (using the 30 variations of the
PDF4LHC15 PDF set [45]), a, (using 0.117 and 0.119
as variations), and higher-order effects (varying renormal-
ization up and factorization uy scales independently by
factors of 0.5 and 2 with 0.5 < yup/ugr <2 as a constraint
on their ratio). This sample is referred to as POWHEG+
PYTHIA 8 production.

A second MC signal sample was generated using the
same events generated with POWHEG, but interfaced to
Herwig 7.1.3 [46,47] as an alternative model of PS, hadro-
nization, and UE. The UE is modeled with MMy [48],
using the H7UE set of tuned parameters [47] based on the
MMHT2014LO PDF set [49]. This sample is referred to as
POWHEG+Herwig 7 production.

A third MC signal sample was produced with the
MadGraph5_aMC@NLO [50] generator interfaced to Herwig 7.1.6

to assess effects related to the matching between the ME and
the PS. The MadGraph5_aMC@NLO generator implements the
CKKW scheme [51] to remove overlaps between the ME
and the PS and calculates the matrix element of the full
process, including the Higgs boson decay by MadSpin [52].
This calculation is accurate to NLO in QCD corrections and
utilizes the NNPDF30NLO [53] PDF set. The EvtGen v1.7.0
program was used to simulate the bottom and charm hadron
decays. The H7UE set of tuned Herwig 7 parameters and the
MMHT2 014 L0 PDF set were used for the UE. This sample is
referred to as MG5+Herwig 7 production.

Another set of three distinct predictions for the signal
process were produced at LO and NLO accuracies in the
strong and electroweak couplings using the VBFNLO gen-
erator version 2.7.1 [54]. In contrast to the other MC
samples, the events generated by VBFNLO were produced
only at particle or parton levels. The momentum transfer of
the exchanged gauge boson was used as the dynamic
scale of the process, the Fermi constant Gy was used as the
EW scheme, and different NLO PDF sets were used in the
event generation, such as CT14 [55], MMHT14 [49], and
NNPDF3 . ONLO [53]. The individual QCD and EW NLO
correction factors relative to the LO cross section (k-
factors) are 0.81 and 0.99, respectively, in the considered
phase space while their simultaneous application amounts
to an overall 0.79 correction as it includes the combined
QCD and EW contributions. The ME calculation by
VBFNLO at LO was also interfaced with PYTHIA 8.244 to
simulate PS, hadronization, and UE, using the A14 set of
tuned parameters [56]. In this event generation, the proper-
ties of the bottom and charm hadron decays were simulated
using the EvtGenv1.7.0 program. The parton-level fixed-order
predictions calculated with VBFENLO at LO and NLO in
QCD and EW couplings are referred to as VBENLO@LO and
VBFNLO@NLO, respectively, while the VBENLO prediction at
LO showered with PYTHIA 8 is referred to as VBENLO@LO+
PYTHIA 8 production. Finally, a correction was calculated
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for the VBFNLO@NLO and VBFNLO@LO predictions to
account for the missing z-lepton decays in this generator.
Such a correction was applied multiplicatively in each
bin of VBENLO@NLO kinematic distributions as the ratio
of VBENLO@LO+PYTHIA 8 productions with and without
7-lepton decays. This correction is on average 13% and
ranges between 5% and 25% in the selected phase
space. Three sources of uncertainties were accounted
for in all VBENLO predictions, i.e., PDF, a,, and QCD
scales, using the same procedures as in the POWHEG+
PYTHIA § production.

B. Background Monte Carlo samples

The Higgs boson production and decay into a pair of W
bosons were simulated for the ggF and associated WH/ZH
production modes (collectively referred to as VH).

The simulation of the ggF Higgs boson production used
the POWHEG method [28-30] for merging the NLO Higgs
boson + jet cross section with the PS and the MINLO
method [57-59] to simultaneously achieve NLO accuracy
for the inclusive Higgs boson production. The PS and
nonperturbative effects were simulated using PYTHIA 8.212.
In a second step, a reweighting procedure (NNLOPS
[60,61]), exploiting the Higgs boson rapidity distribution,
was applied using HNNLO program [62,63] to achieve
NNLO accuracy in the strong coupling constant. The cross
section was normalized to next-to-next-to-next-to-leading
order (N?LO) in the strong coupling, and included NLO
EW corrections [64—74]. To assess the impact of the PS
model and its matching to the ME, an independent sample
of ggF events was simulated with POWHEG interfaced to
Herwig 7.

Higgs boson production in association with a vector
boson, VH, was simulated using POWHEG-BOX v2 MINLO
interfaced with PYTHIA 8 for PS and nonperturbative effects.
The prediction is accurate to NLO for the production of VH
plus one jet. The MC prediction was normalized to cross
sections calculated at NNLO in the strong coupling with
NLO electroweak corrections [75-79].

The ggF Higgs boson samples were generated with
NNPDF3 . ONNLO PDFs in the ME while the VH samples
with NNPDF3 . ONLO PDFs. Both sets of processes used
the AZNLO tune of PYTHIA 8 parameters and the EvtGen
vl.2.1 program [35] to simulate the properties of the bottom
and charm hadron decays. The normalizations account for
the decay branching ratios calculated with HDECAY and
PROPHECY4F.

The main sources of other SM backgrounds include
events from the production of dibosons, top-quark,
Z/y* + jets, W + jets, and multijets.

The QCD-induced WW processes were simulated with
the Sherpa 2.2.2 [80] generator and NNPDF3 . ONNLO set of
PDFs. These events originating from the scattering of two
quarks or a quark and a gluon were simulated in the fully
leptonic final states using matrix elements at NLO accuracy

in QCD for up to one additional parton and at LO accuracy
for up to three additional parton emissions. To assess the
impact of the PS model and its matching to the ME,
independent samples of WW events were simulated with
POWHEG interfaced to the Herwig++ and PYTHIA 8 parton
showers. Samples for the loop-induced gg — V'V processes
(with V indicating W and Z bosons) were generated with
Sherpa 2.2.2 using a LO-accurate ME for up to one additional
parton emission and NNPDF3 . ONNLO set of PDFs. The
WW sample was normalized to the NLO gg — VV cross
section [81] corresponding to a k-factor of 2.3. The
electroweak WW production in the final state with two
opposite charge leptons and two neutrinos in association
with two jets was simulated using the MadGraph5_aMC@NLO
generator with LO-accurate matrix elements and with the
NNPDF3 . ONLO PDF set interfaced to PYTHIA 8.

Other QCD-induced diboson processes, i.e., ZZ and
WZ/y*, were simulated at NLO accuracy in QCD with
POWHEG generator and the CT10NLO PDF set, interfaced
to the PYTHIA 8 parton shower, except the events with final
states with four charged leptons, and three charged leptons
and a neutrino, which were simulated with Sherpa2.2.2 using
matrix elements at NLO accuracy in QCD for up to one
additional parton and at LO accuracy for up to three
additional parton emissions and the NNPDF3 . ONNLO set
of PDFs.

The production of Vy final states was simulated with the
Sherpa 2.2.8 generator. Matrix elements were calculated at
NLO QCD accuracy for up to one additional parton and at
LO accuracy for up to three additional parton emissions.
For all diboson samples, the ME calculations were
matched and merged with the Sherpa parton shower based
on the dipole factorization [82,83] using the MEPS@NLO
prescription [51,84-86] and the virtual QCD correction
were provided by the OpenLoops library [87]. The default
set of tuned parameters in Sherpa was used for hadroniza-
tion and UE activity, based on the NNPDF3 . ONNLO set
of PDFs.

The QCD-induced production of Z/y* + jets was simu-
lated with the Sherpa 2.2.1 generator using NLO matrix
elements for up to two partons and LO matrix elements
for up to four partons calculated with the comix and
OpenLoops libraries [88,89]. They were matched with the
Sherpa parton shower using the MEPS@NLO prescription
and used the default set of tuned parameters in Sherpa for
hadronization and UE activity. The NNPDF3 . ONNLO set of
PDFs was used and the samples were normalized to an
NNLO prediction [90]. To assess the impact of the
implementation of matrix element calculations and the
matching to the PS, an alternative Z/y* + jets sample was
simulated with MadGraph5_aMC@NLO interfaced to PYTHIA 8.
Electroweak production of £7jj final states was also
generated with Sherpa 2.2.1, but using LO matrix elements
with up to four additional parton emissions.

The production of 77 events is modeled using the POWHEG-
BOX v2 generator at NLO with the NNPDF3 . ONLO PDF set
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and the g, parameter2 setto 1.5 my,, [91]. To correct for a
known mismodeling of the leading lepton pt due to missing
higher-order corrections, an NNLO reweighting was applied
to the sample [92]. The events were interfaced to PYTHIA
8.230 to model the PS, hadronization, and UE, with param-
eters set according to the A14 tune. The decays of bottom
and charm hadrons were performed by EvtGenv1.6.0. Samples
were normalized using cross sections calculated at NNLO +
NNLL [93]. To assess the impact of the PS model, an
independent sample of /7 events was simulated with POWHEG
interfaced to Herwig7, while to assess the impact of the matrix
element calculations and their matching to the PS, a sample
simulated with MadGraph5_aMC@NLO interfaced to PYTHIA 8
was used.

The associated production of top quarks with W bosons
(mainly tW) is modeled using the POWHEGBOX v2 generator
at NLO in the strong coupling using the five-flavor scheme
and the NNPDF3 . ONLO set of PDFs. A diagram removal
scheme [94] was used to remove interference and overlap
with #7 production. The events were interfaced to PYTHIA
8.230+ using the A14 parameter tune. The decays of bottom
and charm hadrons were performed by EvtGen v1.6.0.

The W + jets and multijet backgrounds are estimated
from data as detailed in Sec. VI, while MC samples were
used to validate the methodology and evaluate uncertain-
ties. For such studies, dedicated samples for W + jets and
Z/y* + jets processes were simulated with POWHEG MINLO
with the CT10NLO PDF set, interfaced to PYTHIA 8 with the
AZNLO tune of parameters. As an alternative generator
MadGraph5_aMC@NLO was used with NNPDF3.O0NLO as
PDF sets and interfaced to PYTHIA 8 tuned with the Al4
parameter set.

IV. EVENT RECONSTRUCTION AND SELECTION

The VBF H - WW* — evuv event candidates were
selected by requiring each event to have exactly one
electron and one muon of opposite charge, in addition to
at least two jets with specific kinematic configurations that
enhance the VBF production mode. Events with a same-
flavor lepton pair are not considered because they have a
significant background from Z/y* + jets processes. The
details of the selection requirements are described below.

A. Event and object reconstruction

Candidate events were required to have at least one vertex
with at least two associated tracks with pt > 500 MeV. The
vertex with the highest £p2 of the associated tracks was
considered to be the primary vertex.

The hgamp parameter is a resummation damping factor and
one of the parameters that controls the matching of POWHEG
matrix elements to the parton shower and thus effectively
regulates the high-pr radiation against which the 77 system
recoils.

Candidate events were recorded using a combination of
single-lepton triggers and a dilepton e—u trigger to maxi-
mize the total trigger efficiency [95,96]. The requirement
on the transverse momentum threshold for single-electron
(single-muon) triggers was 24 (20) GeV in 2015 together
with loose isolation requirements. In the remainder of the
Run 2 data-taking period, because of the higher instanta-
neous luminosities, the trigger thresholds of the single-
lepton triggers were increased to 26 GeV and more
restrictive isolation (and identification for -electrons)
requirements were applied to both the lepton flavors.
Additionally, single-lepton triggers with higher py thresh-
olds but with no isolation or with loosened identification
criteria were used to increase the efficiency. The dilepton
electron-muon trigger required a py threshold of 17 GeV
for the electron and 14 GeV for the muon.

Electron candidates are reconstructed through associa-
tion of energy clusters in the electromagnetic calorimeter
with well-reconstructed tracks that are extrapolated to the
calorimeter [23]. Electrons are required to satisfy |n| < 2.47,
excluding the transition region 1.37 < || < 1.52 between
the barrel and end-caps in the LAr calorimeter. Muon
candidates are reconstructed from a global fit of matched
tracks from the inner detector and the muon spectrometer
[24,97], and are required to satisfy || < 2.5.

To reject particles misidentified as prompt leptons,
several identification requirements as well as isolation
and impact parameter criteria [24,97,98] are applied. For
electrons, a likelihood-based identification method [98] is
employed, which uses several discriminating variables such
as shower shapes, track properties, and track-cluster-
matching. Electrons must satisfy the quality requirements
described in Ref. [98] that vary according to their transverse
momenta: the tight working point in the electron pt range
of 15-25 GeV, which has an efficiency of approximately
70% for electrons in this energy range, and the medium
working point for electrons with pr > 25 GeV, which has
an efficiency of approximately 85% for an electron with
pr~40 GeV. For muons, a cut-based identification
method [97] is employed and the tight quality criterion,
as defined in Ref. [97], is applied to combined tracks with
pt > 15 GeV with an efficiency of ~93%. The impact
parameter requirements are |zgsin@| < 0.5 mm and
|do|/c4, < 5(3) for electrons (muons).” Leptons are also
required to be isolated using information from inner
detector tracks and energy clusters in the calorimeters in
a cone around the lepton. The expected muon (electron)
isolation efficiency is at least 89% (75%) with pt (Et) of
20-25 GeV and it reaches 90% or greater efficiency for pr
(Et) greater than 40 GeV, using the working points defined

The parameters z, and d, are the longitudinal and transverse
impact parameters, respectively, defined in terms of the point of
closest approach between the associated track and the primary
vertex.
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TABLE II.

Kinematic event selection criteria that define the signal region and the fiducial region. The central

horizontal line discriminates between preselection (top) and selection (bottom) requirements for the signal region. In
the table £ stands for e or u, and the definitions of lepton identification and isolation in the signal region are detailed
in Sec. IVA. For the fiducial region the leptons are dressed as detailed in Sec. V. The overlap removal procedure
between leptons and jets in the signal region is detailed in Sec. IVA.

Selection requirements

Signal region Fiducial region

Lepton pair flavors e-u
Lepton pair charge 0
Leading (subleading) lepton p > 22 GeV (> 15 GeV)
Lepton 5 | <2.5
0 < |y < 1.37 or 1.52 < |n¢| < 2.47 [7¢] < 2.5
Number of additional leptons 0
AR(Z,?) Overlap removal > 0.1
Mgy > 10 GeV
AR(Z, jet) Overlap removal > 0.4
Number of jets (pr > 30 GeV, || < 4.5) >2
Number of b-jets (pr > 20 GeV, |n| < 2.5) 0
My < my —25 GeV
Central jet veto (pr > 20 GeV) v
Outside lepton veto v
mj; > 450 GeV
|Ay ;) > 2.1
|Ad,,| < 1.4 rad

in Refs. [24,97,98]. At least one of the offline reconstructed
leptons must be matched to an online lepton candidate that
triggered the recording of the event. In the case where the
dilepton trigger is solely responsible for the recording of
the event, each lepton must correspond to one of the trigger
objects. This trigger matching scheme also requires the pr
of the offline lepton to be at least 1 GeV above the trigger-
level threshold.

Jets are reconstructed within the calorimeter acceptance
using the anti-k; jet clustering algorithm using the FastJet
code [99,100] with a radius parameter of R = 0.4 and
particle flow objects as input [101], which use tightly
reconstructed tracks associated with the primary vertex.
The energy of the jets is corrected for the noncompensating
calorimeter response, noise threshold effects, energy loss
from inactive material, and pile-up contamination. As part
of the jet energy calibration a pile-up correction based on
the concept of jet area is applied to the jet candidates [102].
A kinematic preselection of pp > 20 GeV and || < 4.5 is
applied on the jets.

The jet-vertex-tagger (JVT) multivariate discriminant
selection [103] is used to separate hard-scatter jets from
pile-up jets within the acceptance of the inner detector of
|| < 2.5 for jets with 20 < pp < 60 GeV, by utilizing
calorimeter and tracking information.

Within the inner detector acceptance, jets with pt >
20 GeV originating from the fragmentation of b-hadrons
(b-jets) are identified using a deep-learning neural network,

known as DLIr [104,105], based on several lower-level
taggers, which use relevant quantities such as the associated
track impact parameters and information from secondary
vertices. The chosen b-tagging operating point has an
efficiency of 85% for selecting jets containing b-hadrons,
as estimated from a sample of simulated /7 events and
validated with data.

An overlap removal procedure is applied to ensure that
jets, electrons, and muons are not double counted. If two
electrons share calorimetric energy clusters or a track, the
lower- pr electron is removed. If a muon shares an ID track
with an electron, the electron is removed. For electrons and
jets, the jet is removed if AR(jet, ¢) < 0.2 and the jet is not
tagged as a b-jet. For any surviving jets, the electron is
removed if AR(jet, ¢) < min(0.4,0.04 4+ 10 GeV/p%). For
muons and jets, the jet is removed if AR (jet, u) < 0.2, the jet
is not tagged as a b-jet and the jet has less than
three associated tracks with pr > 500 MeV or both the
following conditions are met: the pr ratio of the muon and
the jet is larger than 0.5 (p*/pr > 0.5) and the ratio
of the muon pt to the sum of py of tracks with pr >
500 MeV associated to the jet is larger than 0.7. For any
surviving jets, the muon is removed if AR(jet,u) <
min(0.4,0.04 + 10 GeV/ p%).

The missing transverse momentum EF (with magni-
tude ER%) is defined as the negative vector sum of the pr
of all the selected leptons and jets together with recon-
structed tracks (referred to as soft term) that are not matched
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to these objects but are consistent with originating from the
primary vertex of the pp collision [106].

B. Event selection

The event selection was optimized to select VBF
H - WW* - evuv event candidates and comprises a
preselection, applied commonly in the signal region (SR)
and in the control regions (CRs) used to evaluate the
backgrounds, defined in Sec. VI, followed by a dedicated
SR selection. The event preselection and SR selection
requirements based on event kinematics are summarized in
Table II. At the preselection level, events are first required
to have exactly two' different-flavor and opposite-sign
charged leptons (e, u) to reduce the background from
diboson processes. The highest-pr (leading) lepton is
required to have pr > 22 GeV and the subleading lepton
prt > 15 GeV. The invariant mass m,, of the lepton pair is
required to be greater than 10 GeV to suppress background
contributions from the Z/y* + jet and hadronic resonances.
In addition, at least two jets must be reconstructed in the
event with pr > 30 GeV and |n| < 4.5. Among them, the
two pr-leading jets are tagged as originating from the VBF
process. To reject background from top-quark production,
events containing b-jets with pp > 20 GeV are vetoed.

In addition to those selection criteria, further require-
ments are applied to define the SR. A veto on the back-
ground from Z/y* — 7z production is implemented by
requiring m,, < mz —25 GeV, where m, is the Z boson
invariant mass (set to 91.1876 GeV) and m,, is the invariant
mass of the hypothetical z-lepton pair. This is calculated in
the collinear approximation using the direction and
magnitude of the measured missing transverse momentum
and projecting it along the direction defined by the
reconstructed charged lepton system [107]. To enhance
the contribution of events with VBF topology, events are
rejected if they contain either additional jets with pr >
20 GeV that lie in the rapidity interval spanned by the
dijet system (central jet veto, or CJV) or either lepton is
outside the rapidity interval spanned by the dijet system
(outside lepton veto, or OLV). To further suppress the
background contamination and enhance the selection of
the Higgs boson events in the SR, the invariant mass of the
system of the two VBF-tagged jets (m;;) is required to be
greater than 450 GeV, the absolute difference of the
rapidity of the two tagged jets (IAy;;l) must be greater
than 2.1, and the absolute difference of the azimuthal
angles of the two selected leptons (IA¢,.l) must be less
than 1.4 rad.

*While the transverse momentum and pseudorapidity require-
ments remain the same, the isolation criteria for additional leptons
that are vetoed is looser than the nominal working point used for
the two leading leptons and in the case of additional electrons or
muons, a medium identification quality [97] is used.

V. FIDUCIAL PHASE SPACE, ACCEPTANCE, AND
MEASURED OBSERVABLES

The integrated and differential cross sections for the VBF
H — WW* — evuv process are evaluated in a fiducial
phase space defined by particle-level kinematic criteria
for leptons and jets that closely follow those applied in the
experimental SR event selection. The fiducial phase space
is defined in Table II. Only stable particles (with a mean
lifetime ¢z > 10 mm) are considered in the fiducial region.
Electrons and muons are required to satisfy this criterion
and not to originate from hadrons or hadron decay
products. Their respective momenta after quantum-electro-
dynamics (QED) final-state radiation are vectorially
added to the momenta of photons emitted in a cone of
size AR = 0.1 around the lepton direction to form dressed
charged leptons. Photons that originate from hadron
decays are excluded. A minimal separation of AR =
0.1 is required between the two charged leptons. Final-
state particles with lifetimes greater than 30 ps are
clustered into jets (referred to as particle-level jets) using
the same algorithm as in detector-level jets, i.e., with the
anti-k, algorithm with radius parameter R = 0.4. The
selected charged leptons and neutrinos from W-boson
decays are not included in the jet clustering. Events
containing b-tagged jets with pp > 20 GeV, and || <
4.5 are vetoed. A jet is identified as b-tagged if it is ghost-
associated [108] with one or more weakly decaying b-
hadrons with pt > 5 GeV. Events are vetoed if a selected
jet is closer than AR = 0.4 to a selected lepton.

The integrated fiducial cross section is defined as

fid N(Sizl}ta B Nl§1§g 1
7T exL )

where the numerator is the number of signal events in the
SR, defined as the number of events observed in data
(NSR) after the total number of estimated background
events (N,ffg) is subtracted away, £ is the integrated
luminosity, and C is a factor that accounts for detector
inefficiencies. The factor C is estimated in simulation as the
ratio of the number of signal events with one electron and
one muon (including those from z-lepton decays) passing
the selection requirements at detector level as listed in
Sec. IV to those passing the fiducial selection (including
W — zv decays) at particle level. The factor C has a value
of 0.40 with an uncertainty of 2.4%, including experimental
and theoretical sources, as detailed in Sec. VIID. The
numerical value of the factor C is driven by the selections
on lepton and jet kinematics.

The integrated fiducial cross section can be extrapolated
to the fully inclusive VBF Higgs boson production cross
section ¢ as defined in Ref. [64], with no Higgs or W
boson decays and no kinematic requirements. It is obtained
by dividing the integrated fiducial cross section by an
acceptance factor A such that ¢ = ¢"/A. Conversely,
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this formula can be used as a definition of the factor A.
Thus, the numerator of the factor A is calculated using the
integrated fiducial cross section predicted by POWHEG+
PYTHIA 8 scaled such that ¢ matches the value calculated
in Ref. [64]. The uncertainty of the integrated fiducial
prediction includes the QCD scale, PDF, «,, and generator
and parton shower model uncertainties, as detailed in
Sec. VIID. The denominator of the factor A is the fully
inclusive cross section, which is calculated together with its
uncertainty in Ref. [64] in the QCD NNLO and EW NLO
approximation. In these approximations, the factor A
is (5.5+0.3) x 107*.

The differential cross sections are measured in the
fiducial phase space as functions of variables sensitive to
the Higgs boson production and decay, using an unfolding
method detailed in Sec. VII C. They include the transverse
momentum of the leading (highest-pr) and subleading
(second-highest-pr) jets, and charged leptons (p’f], p?,
p?‘, and p?, respectively), the dijet and dilepton invariant
masses for the two leading jets and charged leptons,
respectively, the absolute rapidity intervals spanned
by the two leading jets (IAy;;l) and by the two leading
charged leptons (IAy,,l), the azimuthal intervals spanned
by the two leading charged leptons (IA¢,.l) and by the
more forward (¢y,g) and more central (¢peepia) jets
(Agj; = drwa — Peentrar)> the cosine of the polar angle
(6;) defined by the two leading charged lepton directions
relative to the beam direction in a frame where the two
charged leptons are back-to-back in the r-0 plane [109],
the pr of the dilepton system (p%’), and the Higgs boson
transverse momentum (p2) calculated as the magnitude of
the vectorial pr sum of charged leptons and neutrinos
from the W boson decay. The distributions of p# and p5*
provide tests of perturbative and nonperturbative QCD
calculations and are sensitive to the structure of the Higgs

boson interactions. The leptonic distributions of p?‘, p?,
and my,, are sensitive to properties of the Higgs boson
decays and can be sensitive to beyond-SM physics. Three
angular variables of the charged leptons are also mea-
sured: |Ayz|, |Ags.|, and ;. The leptonic variables are
also of interest for their sensitivity to the spin and parity of
the Higgs boson, as well as to higher-order EW correc-
tions to the Higgs boson decay. Variables related to jets
probe the VBF production mechanisms of the Higgs
boson, QCD radiation effects and are sensitive to con-
tributions from beyond-SM physics. The jet variables
include pt', p7, |Ay;;|, and m;;. The signed angle in the
transverse plane of the two jets, Ag;;, is also a test of the
spin, charge (C), and parity (P) of the Higgs boson.

VI. BACKGROUND ESTIMATE

Several processes contribute to the background contami-
nation in the SR. These include top-quark pair (¢7) and

single-top-quark (Wt) production collectively referred to as
top-quark background, nonresonant WW production, other
diboson (WZ, ZZ, Wy, Wy*) production, and Z/y* + jets
(mainly Z/y* — 77) events. Background processes with
misidentified charged leptons are denoted in the following
as mis-Id and comprise W + jets, in which one jet is
misidentified as a lepton, and the smaller contribution
from multijet events with more than one misidentified
lepton. Higgs boson production through mechanisms other
than VBF is also considered as background. The contami-
nation from major background processes, such as top-
quark, nonresonant VV, Z/y* + jets, and mis-Id as well as
ggF Higgs boson production, is estimated from the fit to
data in the SR or simultaneously in the SR and dedicated
CRs, while the remaining (minor) background processes
are modeled with MC simulation.

The backgrounds from top-quark and nonresonant VV
events have very similar properties, therefore their com-
bined yield is obtained from the data while their relative
contributions are estimated from MC simulation. The
common Yyield of top-quark plus nonresonant VV back-
ground is determined in a background-enriched subset of
the SR that provides enough events (45%, 20%, and 5%
contributions for top-quark, nonresonant WW, and other
diboson processes, respectively). A dedicated multivariate
analysis technique provides discrimination relative to other
processes, as discussed in Sec. VII. Alternative methods to
estimate the top-quark and nonresonant VV processes
contaminations were studied, such as defining independent
CRs and accounting for independent normalization factors
for these two classes of processes. They yielded consistent
results but with larger model dependence owing to the
extrapolation from kinematic regions slightly different from
the SR.

The background contamination in the SR from Z/y* +
jets events is determined from a dedicated CR (Z/y* + jets
CR) that is chosen to be kinematically close to the SR,
except for the requirements on A¢,, and Ay;;, which are
replaced by requirements on the invariant masses of the
reconstructed 7-7 and z-7 systems, i.e., m,, < 80 GeV and
66.2 GeV < m,, < 116.2 GeV to enhance the contribution
from Z/y* — 7t events. The Z/y* + jets CR has a purity of
about 74%.

The ggF Higgs boson production yield is extracted using
a control region (ggF CR) with the same selection as the SR
except that the CJV or the OLV but not both failed. The
purity of the ggF Higgs boson process in the ggF CR is
approximately 2% and is enhanced with a dedicated
multivariate analysis technique discussed in Sec. VIL
Although the ggF CR has a low purity in ggF Higgs
boson production, together with the SR it allows the
minimization of the modeling uncertainty associated with
this background source, thanks to the complementary
information it provides on this and other processes. The
choice of such a ggF CR aims at reducing the impact of the
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TABLE III. Expected and observed (prefit) event yields in the
SR as well as in the Z/y* + jets and ggF CRs, for an integrated
luminosity of 139 fb~! collected at /s = 13 TeV. The quoted
uncertainties correspond to the statistical uncertainty, together
with the experimental and theory modeling systematic uncer-
tainties. The sum of all the contributions may differ from the total
value because of rounding.

Z/y* + jets ggF

Sample SR CR CR
Signal (POWHEG+ 110 13 86

PYTHIA 8)
ggF Higgs 39 4 450
Other Higgs 3 10 78
Top 420 41 11 000
Z/y* + jets 79 320 1400
Vv 280 32 4300
Vy 13 14 210
Mis-Id 47 12 810
Total Signal+ 1000 £ 120 450+ 160 18800 £ 2600

Background
Data 916 406 18 228

modeling uncertainty originating from higher-order cor-
rections in the estimate of the ggF Higgs boson background
in the SR, at a small expense of a slightly larger statistical
uncertainty in the ggF Higgs boson yield in the ggF CR. It
was verified that this selection of the ggF CR has only a
small extrapolation uncertainty in the ggF production yield
into the SR.

The yields of top-quark plus nonresonant VYV,
Z/y* + jet, and ggF Higgs boson productions are extracted
in a simultaneous fit in the SR, the Z/y* + jets CR, and the
ggF CR, as described in Sec. VII. Modeling uncertainties
for the backgrounds together with other sources of uncer-
tainties, as presented in Sec. VIID, are included as
nuisance parameters in the fit.

The mis-Id background is estimated by using a data-
driven technique. A CR enriched in W + jets events
(W + jets CR) is defined by applying the same kinematic
requirements as those used in the SR, except for the
IA¢,,l < 1.4 rad requirement. Moreover, the identifica-
tion criteria for one of the two lepton candidates are
modified such that one lepton is required to fail the
nominal identification criteria and satisfy a looser set of
requirements, and is referred to as an anti-identified
lepton. In the W + jets CR, the expected contribution
of mis-Id background is about 76% of the selected events.
After subtracting the expected contribution from proc-
esses with two prompt charged leptons, the expected
yield from the mis-Id background in the SR is extrapo-
lated from the observed number of events in the W + jets

CR by applying the full event selection on the mis-Id
estimate [12]. The extrapolation factor is determined in a
sample enriched with Z/y* + jets events, where the Z/y*
boson decays to a same-flavor pair of electrons or muons,
and an additional lepton candidate recoils against the
Z/y* boson. The extrapolation factor is defined as the
ratio of the numbers of events in which the additional
lepton candidate is identified and anti-identified, and is
measured in bins of lepton pr and |7|. A correction factor,
calculated in MC simulations, accounts for the different
compositions of sources of misidentified charged leptons
(such as hadrons, nonprompt leptons from heavy-flavor
decays and photons) between the Z/y* + jets and the W +
jets samples. The contribution from processes with two
misidentified charged leptons are accounted for in the
extrapolation by applying a correction term evaluated
in a sample where both the lepton candidates are anti-
identified. The contribution originating from two mis-
identified charged leptons accounts for about 20% of the
total misidentified lepton yield in the SR. The same
extrapolation factors and corrections are implemented to
estimate the mis-Id background contribution in the SR,
Z/y* + jets CR, and ggF CR samples.

The observed numbers of events in the signal and control
regions are shown in Table III.

VII. CROSS-SECTION DETERMINATION

This section details the method employed to measure
the integrated and differential fiducial cross sections.
The yields for the Higgs boson signal and the background
processes are extracted from fits to dedicated discrimi-
nant distributions in data in the SR and two orthogonal
CRs, i.e., the Z/y* + jets and the ggF CRs, defined in
Secs. IV and VI. This procedure allows a simultaneous
measurement of the signal-process cross section and
the contributions from the dominant background
processes.

The integrated and differential cross sections for the VBF
H — WW* — evuv process are extracted in the fiducial
phase space defined in Sec. V by minimizing the negative
logarithm of a binned profile-likelihood [110] that includes
corrections for detector inefficiency and resolution effects.
The shapes of signal and irreducible background processes,
i.e., 11 and nonresonant VV, Z/y* 4 jets, and ggF Higgs
boson, in the discriminant distributions are obtained from
the simulated samples described in Sec. III. Their yields are
determined in the SR from the fit, while the yield of the
reducible mis-Id background is estimated in data from a
dedicated control region as described in Sec. V1. Its overall
normalization and shape are constrained within systematic
uncertainties in the fit.

The extended likelihood L consists of a product of
likelihood functions (Ps) of the SR yield and those of the
two CRs:
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Ny,

N6, (2)
i1

where N5R and NSR-" are the numbers of events observed

in data in the signal region and control region CR-n (the

ggF CR or the Z/y* + jets CR), respectively, and N3R

signal

and NSR" are the expected signal yields in the SR and CR-

signal
n, respectively. The parameter pu,y,. is the normalization of
background process k and Ngl'fg_k (Ngllfg_j) and NE&'}’,’{
(Ngé‘_’}) are the expected yields of the background con-

tribution k (j) in the SR and CR-n, respectively. The
parameter ny, is the number of background processes
whose normalizations are left floating in the likelihood
functions and are determined from the fit to data, while
My 1s the number of background processes whose yields
are obtained from MC simulation or from control samples
in data not included in the simultaneous fit. The A/ term is a
normal function that parametrizes the systematic effect of
type i as a function of a constrained nuisance parameter 6,

and the associated estimate of the corresponding effect 5,-,
see Sec. VII D. The parameter ny, represents the number of
parameters modeling the systematic uncertainties consid-
ered in the analysis. The likelihood functions in the SR and
CRs are defined as Poisson probability density functions
[111] built from binned histograms of discriminant dis-
tributions (also referred to as templates) using MC events
for signal and backgrounds, except the mis-Id background,
for which a data-based estimate is used. The signal and
background templates are also functions of the nuisance
parameters [111] such that systematic uncertainties can
affect the discriminator distribution shapes for the signal
process and irreducible backgrounds whose yields are
extracted from the fit, and the normalization for the
backgrounds whose yields are fixed to SM predictions.
This methodology accounts for correlations of systematic
uncertainties between signal and background estimates and
between bins of the measured observables.

Table III shows that a method based on event counting
would lead to a poor sensitivity to the signal process.
Therefore discriminant distributions are used to exploit
differences in kinematics between processes. Multivariate
discriminants, based on a boosted decision tree (BDT)
algorithm [112], are used to further enhance the sensitivity
to signal events and ggF Higgs boson events in the SR and
the ggF CR, respectively. In the SR, the template corre-
sponds to a BDT score distribution optimized to discrimi-
nate between the VBF signal and the top+ VV

background. The transverse mass (my) distribution is used
as the template in the Z/y* + jets CR, while a dedicated
BDT score distribution is used in the ggF CR. The BDTs
are trained and optimized on simulated events in the SR or
the ggF CR as detailed in Sec. VII A.

Templates are smoothed to minimize statistical fluctua-
tions in the MC samples, using the Gaussian distribution
kernel density approximation implemented in the
RooKeysPdf algorithm in the RooFit package [113].

The normalization of the sum of top-quark and non-
resonant V'V processes (pop1vy) is determined in the signal
region by leveraging the discrimination power of the
multivariate discriminants. The inclusion of the two control
regions in the fit allows the normalizations of the Z/y* +
jets (4z4jers) and ggF Higgs boson (u,.r) backgrounds to be
constrained by data in the SR as well as in their respective
CRs. The normalization parameters of all other processes
are fixed to their respective theoretical predictions, or to the
data-driven estimate for the case of the mis-Id background.
In the ggF CR, the normalization parameters for the top-
quark plus VV template (4o vy gor) and the Z/y* + jets
template (7 s 00r) are left floating and fit to data as
parameters independent from those used in the other
regions for the same processes. This is done to minimize
the modeling dependence in the control and signal regions.
The normalizations of all other processes are kept fixed as
in the case of the Z/y* + jets CR.

A. Multivariate discriminants

Several BDTs are utilized in the analysis and are trained
independently to discriminate between one process type
against others. The BDT algorithms implemented in the
TMVA package [112] are used. Their scores are in the [—1,
1] range and reflect the compatibility between an event and
the process for which the BDT is trained, with the purity
increasing as the score value increases. The BDTs were
trained on MC samples and tested on statistically indepen-
dent MC events. The BDT hyperparameters were tuned to
maximize the area under the receiver operating character-
istic (ROC) curve while avoiding overtraining by ensuring
that the Kolmogorov-Smirnov test score between training
and test samples was high. For each BDT, several variables
were studied to be used as inputs to the BDT training, but
only variables significantly improving the discrimination
power (i.e., area under the ROC curve) were retained. For
each BDT a minimum set of variables that balances high
discrimination and good modeling was chosen (high scores
in the Kolmogorov-Smirnov test). The BDT score bin
boundaries and the number of bins were also optimized to
balance between high signal significance and small model
dependence. The modeling by MC simulations for a
representative set of distributions is illustrated in Figs. 2
and 3.

A bidimensional discriminant is formed in the SR by
utilizing two distinct BDTSs, i.e., Dygg and Dy, vy For the
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FIG. 2. The observed and expected (prefit) distributions of (a) mr, (b) [A¢s.|, (c) |Ay;;|, and (d) m;; in the signal region. The
uncertainty bars on the data points indicate the statistical uncertainties, while the uncertainties in the prediction are shown by the hatched
band, which includes experimental and theoretical uncertainties of the signal and the backgrounds, as discussed in Sec. VII D. The He,
contribution is dominated by ggF production. The bottom panel shows the ratio of the data to the expected distributions.

measurement of the integrated cross section, the Dypr and
Diop4vyv BDTs are trained in a phase space slightly larger
than the SR to increase the event sample, i.e., with the
mj; > 450 GeV cut relaxed to m;; > 200 GeV and the
requirement on |A¢,,l < 1.4 rad removed. The bidimen-
sional plane is constructed by utilizing the Dygg score on
one axis and the Dy, vy score on the other axis.

The following twelve variables are chosen as input to the
Dvygr, which is trained to discriminate the signal process
against the sum of the top-quark and V'V processes: m,,,
|[Apsrl, |Ayee|, the lepton n-centrality (£,C,, where
C, = |2n, = >_;n;l/Anj;), which quantifies the positions
of the leptons relative to the leading jets in pseudorapidity
[114], my, mj;, |Ay;l, |Ady;l, i, PR, #'', and #/2. No

variable dominates the discrimination between signal and
background. However, the highest-ranked ones are mr,
|Agss|, |Ayjjl, and m;;, and their distributions are shown
in Fig. 2.

The D,qp4vy BDT is trained to discriminate the sum of
top-quark and V'V processes against all other processes and
uses eight input variables: |Ay;;|, |Ag,|, mr, leading and
subleading jet rapidities, [A¢;;|, the invariant mass of
leading lepton and jet, and X,Cy.

The data contained in the [+0.5, +1.0] range of Dypr
define a subset of the signal region that is named “‘signal
region 1” (SR1) in the following. For the data falling in the
SR1, the Dygg score is used as a discriminant and along
this axis four bins are defined in the [+0.5, +1.0] range.

Ji
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, and (d) m,, in the ggF CR. The uncertainty

bars on the data points indicate the statistical uncertainties, while the uncertainties in the prediction are shown by the hatched band,
which includes experimental and theoretical uncertainties of the signal and the backgrounds, as discussed in Sec. VIID. The H.,
contribution is dominated by ggF production. The bottom panel shows the ratio of the data to the expected distributions.

Similarly, an orthogonal subset of the signal region, i.e.,
“signal region 2” (SR2), is defined by the events falling into
the [—1.0, +0.5] range of Dypg score. For events in the
SR2, the Dy, vy score is used as a discriminant, and four
bins are chosen in the [-1.0, +1.0] range of Dy, vy.

In SR1 (SR2) the expected VBF signal-to-background
ratio is 0.36 (0.015), while the expected percentage of
top + VV events relative to all other processes is 45%
(88%). In the bin with the highest Dy score, the expected
VBF signal-to-background ratio is greater than 1.3, while
in the bin with the highest Dy, vy score the expected
purity of top-quark and V'V events is approximately 97%.

The BDT used in the ggF CR, named DggF_CR, is trained
to discriminate the ggF Higgs boson production against all

other processes in a phase space slightly larger than the ggF
CR, i.e., with the requirement on |A¢,.l < 1.4 rad
removed. It uses mr, mgp, |Adysl, |Ayesl, |Adjil, PT,
pi,and EMiss as input variables to the training. The highest-
ranked ones are mry, |Adyy|, |Aysy|, and my,, and their
distributions are shown in Fig. 3. The D,r.cg BDT score
distribution is split into four bins and in the bin with the
highest Dg,r.cr BDT scores the expected purity of ggF
Higgs boson events is approximately 7%. Despite such a
small purity, the ggF CR allows the minimization of the
modeling uncertainty associated with the ggF Higgs boson
production with two accompanying jets thanks to the
accuracy achieved in the ppiyy ger and Uz e gor NOT-
malization factors in this region.
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FIG. 4. The observed and expected (prefit) distributions of the (a) Dygg and (b) D,y vy discriminants in SR1 and SR2, respectively.
The uncertainty bars on the data points indicate the statistical uncertainties, while the uncertainties in the prediction are shown by the
hatched band, which includes experimental and theoretical uncertainties of the signal and the backgrounds, as discussed in Sec. VII D.
The Hgy,er contribution is dominated by ggF production. The bottom panels show the ratios of the data to the expected distributions.

The definitions and training of the Dy, vy and Dggp.cr
BDTs are also used in measurements of differential cross
sections. The Dygpr is re-trained in the SR for each of the
differential cross-section measurements with a reduced set
of input variables with no significant loss of discrimination
thanks to the information provided by the remaining
variables. More specifically, the measured variable is
excluded to avoid biasing the differential measurement
toward the SM prediction used for the training. For
example, for the measurement of the cross section as a
function of m;, the m ; variable is excluded from the BDT
training. In addition, variables that are highly correlated to
the measured distribution are also excluded from a BDT
input variable list. Specifically, m,, is removed from the
BDTs used for measurements of the |A¢,,| and |Ay,.|
distributions, conversely |A¢,,| and |Ay,,| are removed as
inputs to the BDTs used for the measurement of the m,
distribution, while m;;, |Ay;;|, p1', and pJ? are removed as
inputs to the BDTs used for the measurements of |Ay;,|,
m;, pt, and pf, respectively.

Similarly to the case of the integrated cross section, four
bins are used for the Dygr BDT scores, while two bins are
used for the Dy, , vy BDT scores in each bin of a kinematic
distribution that is measured, except the A¢;; distribution
in which four bins are used for the Dy, vy BDT scores.
The same classification scheme used for the integrated
cross section is used for a kinematic distribution i: all
events with Dygg; > 0.5 are projected onto the Dygg;
score axis in the SR1;, while those with Dygg; < 0.5 are
projected onto the Dy, yyy score axis in the SR2;. The
signal-to-background ratio in the Dygg bins varies as a
function of the bin of the measured variable and in the BDT

bins with the highest score it is in the approximate range of
0.4-3.0.

B. Integrated fiducial cross-section measurement

Figure 4 shows the data and pre-fit templates for the
Dygr and Dy, vy discriminant distributions in the SR1
and SR2, while Fig. 5 shows the my distribution in the
Z/y* + jets CR and the D,yup.cr discriminant distribution in
the ggF CR, for the extraction of the integrated fiducial
cross section.

The signal yield N5R

signal in Eq. (2) is expressed as:

NSR i = 0" - T (Dygp. Dpyv) - £+ C, (3)

signa

where ¢4 is the measured cross section, as defined in

Eq. (1), and is determined from the fit to data. The 7 term is
the signal probability density function (template) formu-
lated in each bin of the two-dimensional Dygg — Digpivy
discriminant distribution. The integrated luminosity and
detector efficiency are indicated with £ and C, respectively.
The technique was validated with ensemble tests based on
MC simulations and by integrating the differential cross-
section measurements.

C. Differential fiducial cross-section measurements

For the measurement of differential fiducial cross sec-
tions, the signal and the background yields are determined
from the fit in each bin of the measured variable, following
a procedure similar to the one described in Sec. VIIB.
Differently from the integrated fiducial cross section, the
two-dimensional Dygg — D;op vy discriminant is evaluated
in each bin of the measured variable and dedicated free
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The prefit distributions of the discriminants in data and in the MC templates at the detector-level for the measurement of the

|A¢,| differential cross section. The distributions of Dygr and Dy, vy discriminants in SR1 (top left) and SR2 (bottom left),
respectively, are shown for each bin of the observable in the ranges [0.5, 1.0] for Dygg and [-1.0, 1.0] for Dy, vy, while my and

D

eoF-CR are shown in the Z /7" + jets CR (bottom right) and in the ggF CR (top right), respectively. For visibility, the event yield in each

bin of a kinematic distribution is multiplied by the factor specified in the legend.

floating normalization parameters are introduced as a
function of the measured variable. Such a technique was
developed to reduce the model dependence in the estimate
of the dominant top-quark and V'V background sources in
the differential cross-section measurements. The distribu-
tions of the discriminants in data, compared with the MC
templates at the detector-level are shown in Figs. 6 and 7 for
the case of m;; and |A¢,.| differential cross-section
measurements, respectively.

An unfolding procedure is applied in the likelihood
formalism to correct for migrations between bins of the
variable distribution at the detector level and applies
fiducial as well as reconstruction efficiency corrections.
A built-in regularization technique based on the method
developed in Ref. [115] was studied. This technique
implements a constraint on the second derivative of the
differential spectrum and is fully incorporated in the
likelihood minimization step, taking into account the full
correlation information of the degrees of freedom involved
in the fit and induced by the regularization parameter. The

expected number of signal events Nf};nali is a function of

the bin i of a detector-level observable in the SR:

Nssil;nal,i = Zrij (1 +f1imnﬁd) 'Gj'id -T{(Dyge> DtoerVV) L,

J

(4)

where the index j runs over all bins of the particle-level
observable as defined in the fiducial phase space and o?d is
the measured particle-level cross section in bin j. The 7,
term is the signal probability density function of bin i of the
detector-level observable and is formulated in each bin of
the two-dimensional Dygg — Diop4vy discriminant distri-
bution. The term r;; represents the detector response matrix
that accounts for bin-to-bin migrations in the unfolding of
the signal. It is calculated with POWHEG+PYTHIA 8§ simulated
signal samples, for events that are generated in the fiducial
region and reconstructed in the SR. Its elements correspond
to the probability that a signal event generated in the
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fiducial volume in bin j of the observable is reconstructed
in bin 7 in the detector-level distribution. The correction
fronfid represents the fraction of events that are outside of
the fiducial region but are reconstructed at detector-level in
the SR. The f7°fid correction ranges from 7% to 33%
depending on the observable and on the bin of the
observable distribution.

To account for variations in the contribution of top-quark
and VV processes as a function of the value of the
observable, multiple normalization parameters of this back-
ground (i;0p 4 vy sr-;) are determined from the fit to data in
each measured kinematic distribution in a coarser binning
than the one used in the differential cross-section mea-
surements, i.e., it combines in a single bin the data of two
adjacent bins.

The model dependence introduced via the unfolding
method is reduced when using the response matrix, as
opposed to the alternative bin-by-bin correction-factor
method. Good closure is observed between unfolded
pseudodata samples and the corresponding particle-level
distributions. Such tests show that, with a binning choice
that reduces the bin-to-bin migrations while maintaining
the signal sensitivity, the in-likelihood unfolding procedure
without any additional regularization out-performs the in-
likelihood unfolding with additional regularization. More
specifically, while such regularization reduces the statistical
uncertainty it also induces a systematic bias that overall
increases the total uncertainty. Therefore, no regularization
was applied in the unfolding.

D. Systematic uncertainties

Systematic uncertainties in the signal and control regions
affect shape and normalization of the MC templates used in
the fit for the signal and background processes, as well as
the acceptance of the signal and bin-to-bin event migration.
Each source of uncertainty is included as a Gaussian-
constrained nuisance parameter in the likelihood. The
systematic uncertainties can be classified as originating
from experimental or theoretical sources. Experimental
uncertainties include those in lepton, jet, and missing
transverse momentum reconstruction and calibration, while
theoretical uncertainties are related to the modeling of the
signal and background processes. The theoretical uncer-
tainties and those with small impact on the cross sections
are symmetrized by taking the average of the upward and
downward variations in each bin of a distribution.

Uncertainties in the leptons originate from the electron
and muon reconstruction and identification efficiency,
energy (for electrons) and momentum (for muons) scale
and resolution, isolation efficiency [98,116] as well as from
trigger efficiency [117,118], and are estimated by using tag-
and-probe methods in Z — £ events.

The uncertainties in the jet energy resolution and scale
are obtained from simulations and in sifu measurements
[119]. The uncertainty in the suppression of jets originating

from pile-up interactions [103], in the jet-vertex association
as well as in the b-tagging efficiency and the mistag rate
[104] are also considered. A variation in the pile-up
modeling in simulated events is included to account for
the uncertainty in the ratio of the predicted and measured
inelastic cross sections. The uncertainty in the ET
measurement is estimated by propagating the uncertainties
in the transverse momenta of leptons and jets and by
applying momentum scale and resolution uncertainties to
the track-based soft term [106].

The uncertainty in the combined 2015-2018 integrated
luminosity is 1.7% [120], obtained using the LUCID-2
detector [121] for the primary luminosity measurements.
The luminosity uncertainty is applied to background
processes that are normalized to theoretical predictions
and to the signal cross-section parameters in the fit.

Three sources of uncertainty related to the extrapolation
factor used in the data-driven mis-Id background estimate
are considered: the statistical uncertainty in the extrapola-
tion factor itself, an uncertainty related to the subtraction of
processes with two prompt leptons from the Z/y* + jets-
enriched sample used to derive the extrapolation factor, and
an uncertainty in the correction factor for the sample
composition. Dedicated checks were carried out to assess
the dependence of the extrapolation factors on the number
of jets reconstructed in the event, the distance between the
lepton candidate and a nearby jet, and pile-up. No signifi-
cant dependence was found. An MC-based test was also
carried out, in which the same mis-Id background estimate
technique as used in data for the measurements of the
integrated and differential cross sections is applied on MC
W + jets samples using two different MC generators (see
Sec. II). No bias was observed beyond statistical effects in
the MC samples. Therefore, no systematic uncertainty was
assigned to such an effect.

Finally, uncertainties may arise from the unfolding
procedure used. Tests with MC simulations and ensemble
tests with varying underlying cross sections show that the
method is successful in retrieving the particle-level dis-
tribution in the fiducial region from the reconstructed
distribution in the signal region. This bias is studied using
pseudoexperiments in which the underlying cross section is
varied and pseudodata sets are produced and fitted using
the nominal likelihood and matrix as used in the default fit
to data. The underlying cross sections are sampled from a
multidimensional Gaussian distribution centered around
the nominal expectation of each bin and uniformly uncor-
related variations of the cross section in each bin. The
difference of the fitted cross section in each bin relative to
the true cross section is taken as a measure of the bias
induced by the unfolding procedure and is determined as a
function of the measured cross section. This technique is
illustrated in Ref. [115] and adapted for a multi-dimen-
sional discriminant. This bias was found to be negligible in
the unregularized likelihood-based unfolding procedure
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TABLE IV. Summary of the relative uncertainties in the measured integrated fiducial cross section and ranges of relative uncertainties
in groups of differential cross sections. The different categories of systematic uncertainties include modeling uncertainties in signal and
background processes, experimental uncertainties, luminosity as well as statistical uncertainties in MC samples. The total systematic
uncertainties, obtained by combining the individual contributions and the statistical uncertainty in data, are also shown.

Uncertainty [%]

Uncertainty range [%]

P P PTs 1Ay, P, P,

Source o pH |Ag,|, cos(6;) Mgy [Ayjil. Ay mj;
Signal modeling 5 < 1-7 < 1-7 < 1-19 <1-8 2-7
Signal parton shower <1 <12 < 1-1.8 < 1-10 < 1-1.8 < 1-7

tf modeling 6 1.7-30 3-13 3-80 3-10 1.2-70
WW modeling 4 < 1-12 3-11 2-90 3-10 3-40
Z/y* + jets modeling 4 < 1-19 2-18 4-30 3-13 2-50
ggF modeling 5 4.0-28 3.4-10 2.6-12 2.3-9.0 1.4-86
Mis-Id background <1 <1-12 1.1-5 < 1-19 1-3 < 1-40
Jets & Pile-up & ERss 5 8-60 6-30 6-120 9-30 9-130
b-tagging <1 <1-9 <13 < 1-19 1.1-3 < 1-40
Leptons 1.5 3-17 2-9 1.2-13 1.7-7 < 1-16
Luminosity 1.5 1.7-2 1.3-1.9 <14 1.5-2 <1-1.9
MC statistics 5 10-40 6-30 6-180 8-30 7-90
Total systematics 13 19-90 13-60 12-180 15-50 15-200
Data statistics 20 50-160 30-110 30-400 40-100 50-300
Total uncertainty 23 50-190 40-120 30-500 40-100 50-400

compared to the leading systematic and modeling uncer-
tainties. Further uncertainties were considered in the
unfolding method to include those arising from the theo-
retical assumptions used in deriving the detector response
matrix. They are derived as described in the following
paragraph. They are applied to all the elements of the
detector response matrix and treated as fully correlated with
the uncertainties of the same origin impacting the shape of
the discriminants in the simulated MC templates.
Theoretical uncertainties for the signal and the major
irreducible background processes include those originating
from renormalization and factorization scale choices to
account for missing higher-order QCD corrections, ;, and
PDF,5 as detailed in Sec. III. The uncertainties associated
with UE, PS, and hadronization modeling were estimated
for signal and major background processes except the
Z/y* + jets by comparing the MC templates and response
matrices calculated using PYTHIA 8 and Herwig models. The
uncertainties in the signal, top-quark, and Z/y* + jets
production processes also account for differences in matrix
element calculations and PS matching schemes. This is
achieved by comparing the calculation by POWHEG+Herwig 7
with the one by MG5+Herwig 7 for the signal, POWHEG+
PYTHIA 8 calculation with the one by MadGraph5_aMC@NLO
interfaced to PYTHIA 8 for 7, and Sherpa calculation with the

An exception are the #7 background samples, for which «a;
variations are not included to avoid double-counting with other
systematic variations.

one by MadGraph5_aMC@NLO interfaced to PYTHIA 8§
for Z/y* + jets.

For the predictions of the continuum gg — WW, varia-
tions of the parameters that control the MC matching scale
between matrix element and parton shower calculations,
resummation scale as well as parton shower scheme and
model (PYTHIA 8 and Herwig++) are considered, as described
in Ref. [12], whereas the matrix element uncertainty is
assumed to be subdominant.

For backgrounds that are extracted from data, the
uncertainties are normalized to the integrated yield of
events over the regions in which they are normalized.

Several tests were carried out on simulations to assess
whether the analysis methodology introduces biases on the
cross-section measurements. Pseudodata sets were simu-
lated using signal models with different predictions of
yields and shapes for the observables that are used as inputs
to the BDT trainings. For such tests, the SM MG5+Herwig 7
prediction was used. In addition, models that implement a
broad range of variations in anomalous interactions and
model-independent parametrizations of new physics effects
were included in such tests. No bias was observed in those
tests as the analysis and fitting algorithms were able to
reproduce the pseudodata sets within the statistical uncer-
tainty in the MC samples.

The impacts of the experimental and theoretical uncer-
tainties in the measurements after the maximum-likelihood fit
are summarized in Table IV. The dominant systematic
uncertainties are theoretical. Among them, the largest uncer-
tainties are those associated with the signal modeling,
specifically the matrix element calculation, followed by
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FIG. 8.

The distributions of the discriminants in data and in the MC templates as results of the fit to data performed for the

measurement of the integrated fiducial cross section. The distributions include Dygg and D, vy in SR1 (top left) and SR2 (bottom
left), respectively, my in the Z/y* + jets CR (bottom right), and D,,p.cg in the ggF CR (top right).

uncertainties in the modeling of top quark, WW, ggF, and
Z/y* + jets backgrounds. The largest source of experimental
uncertainties affecting the integrated and differential cross-
section measurements is the jet energy resolution.

VIII. RESULTS

The results include the measurements of the integrated
fiducial cross section and the differential fiducial cross
section as a function of the variables presented in Sec. V.
The experimental cross sections are also compared with the
SM predictions described in Sec. IIL

A. Integrated fiducial cross section

The distributions of the discriminants in data, compared
with the templates as results of the fit to data, are shown in
Fig. 8 for the case of the integrated fiducial cross-section
measurement. The post-fit MC templates are in good
agreement with the data in all kinematic ranges of the
discriminant distributions in the SR1, SR2, and in the ggF
CR and the Z/y* + jets CR.

The measured cross section for VBF H - WW* — evuv
production in the fiducial phase-space region, as defined in
Table 1II, is

014 =1.68 £0.40 fb = 1.68 + 0.33 (stat) + 0.23 (syst) fb.
(5)

The overall relative precision of the cross-section meas-
urement is about 23%, dominated by the statistical uncer-
tainty in the data sample. The impact of individual sources
of uncertainties is provided in Table I'V. The normalization
parameters of the backgrounds constrained by data in the
control and signal regions are measured to be 0.91 £ 0.07
for the top 4+ V'V process in the SR, 0.85 £ 0.07 for the
Z/y* + jets process in Z/y* + jets CR, 0.96 + 0.06 and
0.83 & 0.15 for the top + VV and Z/y* + jets processes in
ggF CR, respectively, and 1.13 £ 0.41 for the ggF process.
They are summarized in Appendix A. The correlations
between the measured cross section and the background
normalization factors are calculated including statistical
and systematic uncertainties (see Appendix B). The
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FIG. 9. The measured fiducial cross section in comparison with
the theoretical predictions in the fiducial phase space obtained
from the parton shower generators POWHEG+PYTHIA 8, POWHEG+
Herwig 7, MG5+Herwig 7, and VBENLO@LO+PYTHIA 8 at particle
level and from the parton-level generator VBENLO at LO and
NLO. The vertical bands around the measurement indicate the
statistical uncertainty (inner band) and the sum in quadrature of
statistical, systematic, and luminosity uncertainties (outer band).
Uncertainties are calculated for all predictions excluding MG5+
HERWIG 7, although for POWHEG+PYTHIA 8 they are not visible as
they are compatible with the size of the marker.

absolute values of the correlations between the parameters
are smaller than 20%, with the exception of a positive
correlation of 22% between the signal cross section and the
top + VV process in the SR, an anticorrelation of 33%
between the signal cross section and the ggF Higgs boson
normalization factor, and a correlation of 61% between the
normalization factors of the top + V'V processes in the SR
and in the ggF CR.

The comparison between the measured cross section and
theoretical predictions is given in Fig. 9. The predictions
are obtained from the parton shower generators POWHEG+
PYTHIA 8, POWHEG+Herwig 7, MG5+Herwig 7, and VBFNLO@LO+
PYTHIA 8 at particle level, as well as from the parton-level
calculations VBFNLO@LO and VBFNLO@NLO, as described
in Sec. III and summarized in Table I.

The theoretical uncertainties are estimated for the two
predictions based on POWHEG generator and for the
VBFNLO@NLO and VBFNLO@LO+PYTHIA 8 predictions, and
are found to be smaller than the uncertainty in the
experimental cross section. The measured cross section
is overestimated by 15%-28% by the theoretical predic-
tions calculated at NLO or at LO with the parton shower,
but they are compatible at the level of approximately one
standard deviation. The integrated fiducial cross section
predicted by POWHEG+PYTHIA 8 is 2.07 £ 0.04 fb. The
uncertainty includes renormalization and factorization

scale variations as well as PDF and «; uncertainties. The
POWHEG+HERWIG 7 prediction is 7% lower than the one by
POWHEG+PYTHIA 8, while the predictions by VBENLO@NLO
and MG5+HERWIG 7 are similar and 4%-5% greater than
the one by POWHEG+PYTHIA 8. The uncertainty in the
VBFNLO@NLO is estimated to be 137, which makes this
prediction compatible with the one by POWHEG+PYTHIA 8.
The prediction by VBENLO@LO+PYTHIA § is also in agree-
ment with the one by POWHEG+PYTHIA 8 and is only 3%
lower. This result is to be compared with the fixed-
order calculation by VBENLO@LO, which overestimates
VBFNLO@LO+PYTHIA 8 and POWHEG+PYTHIA 8 predictions
by approximately 24%. The predicted integrated fiducial
cross section has a small dependence on the PDF set, i.e.,
less than 3%, when comparing the VBFNLO@NLO predic-
tions using the NLO CT14, MMHT14, and NNPDF3 . ONLO
PDF sets.

B. Differential fiducial cross sections

The distributions of the discriminants in data, compared
with the MC templates as results of the fits to data, are
shown in Fig. 10 for the case of the m;; differential cross-
section measurement. The post-fit MC templates are in
good agreement with the data in all kinematic ranges of the
discriminant distributions in the signal and control regions
for all differential cross-section measurements.

The bin boundaries for the measured distributions in the
signal region were determined, before the unblinding of the
data, based on the POWHEG+PYTHIA § prediction scaled to
the expected data yield. In some distributions, bins with
low statistics in data are merged with a neighbor if the
relative uncertainty per unit of bin width is three times
larger than the average uncertainty per units of bin width as
calculated from all the bins of that distribution. The
definitions of the measured kinematic distributions are
given in Sec. V. The differential fiducial cross sections
as a function of the transverse momentum of the Higgs
boson and the pr of the dilepton system are shown in
Fig. 11, while those as a function of variables that probe the
kinematics of the Higgs boson decay products, such as pi‘ ,
P Mg, \AY o1, 1AQ 4l and cos(6;), are shown in Fig. 12.
Differential cross sections as a function of variables that
probe the jet activity in VBF events follow in Fig. 13, which
includes the pi!, pf2, m;;, |1Ay;;l, and Ag;;.

The per-bin relative precision of the differential cross-
section measurements is typically in the range of 35%—
80%, but in a few bins with poor statistics it can reach or
exceed 200%-300%. Statistical uncertainties dominate
the experimental precision in all bins of the distributions
and the impact of individual sources of uncertainties is
shown in Table IV. The normalization parameters of the
backgrounds constrained by data in the signal and control
regions are measured independently for each differential
cross section and are in the range of 0.70-1.09 for the
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FIG. 10. The distributions of the discriminants in data and in the MC templates as results of the fit to data performed for the
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experimental results are compared with theoretical predictions from the parton shower generators POWHEG+PYTHIA 8, POWHEG+Herwig 7,
MGS5+Herwig 7, and VBFNLO@LO+PYTHIA 8 at particle level and from the parton-level generator VBENLO@NLO. The inner boxes on the
data points show the statistical uncertainties, while the total uncertainties are indicated by the outer boxes. The error bars on the expected
cross sections indicate the PDF and scale systematic uncertainties, calculated as described in Sec. III. The bottom panels show the ratios
of different predictions to the data and the bands represent the total uncertainties of the measurement.
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FIG. 13.

The measured differential fiducial cross sections for (a) p’f‘ ,(b) p’f ,(c)m

Uk

(d) |Ay};], and (e) |A¢h;|. The experimental results

are compared with theoretical predictions from the parton shower generators POWHEG+PYTHIA 8, POWHEG+Herwig 7, MG5+Herwig 7, and
VBFNLO@LO+PYTHIA 8 at particle level and from the parton-level generator VBFNLO@NLO. The inner boxes on the data points show the
statistical uncertainties, while the total uncertainties are indicated by the outer boxes. The error bars on the expected cross sections indicate
the PDF and scale systematic uncertainties, calculated as described in Sec. I1I. The bottom panels show the ratios of different predictions to
the data and the bands represent the total uncertainties of the measurement.
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top + VV normalization factors in the SR, 0.83-0.87 for
the Z/y* + jets normalization factor in the Z/y* + jets
CR, 0.93-1.20 for the ggF process normalization, and
0.79-0.86 and 0.95-0.98 for the Z/y* + jets and top +
V'V normalization parameters, respectively, in the ggF CR.
These normalization factors are compatible across the
differential cross-section measurements and with those
measured for the integrated cross section, as summarized
in Appendix A.

The correlations between the measured cross-section
values in each bin of the distributions and the background
normalization factors are calculated in the likelihood fits
performed independently for each differential cross sec-
tion (see Appendix B). The (anti)correlations among
parameters are generally less than 20%, with a few
exceptions: anticorrelations (10%-50%) are observed
between the yields of adjacent bins of the cross sections,
between the top + VV normalization factors and the
cross section bins in which the top + VV background
is fit (up to about 35%), between the ggF Higgs boson
and the cross section bins with the highest ggF contami-
nation (up to about 35%); correlations (up to about 60%)
are observed between the normalization factor of top +
VV in the ggF CR and those in SR2 bins with high top +
VV contamination, as well as between the top + VV
normalizatiton factors in different SR2 bins (up to
about 40%).

The data are compared with SM expectations calcu-
lated by the parton-shower generators POWHEG+PYTHIA 8,
POWHEG+Herwig 7, MG5+Herwig 7, and VBFNLO@LO+
PYTHIA 8 at particle level and the parton-level generator
VBFNLO@NLO. The comparison with the VBFNLO@LO
prediction is not presented because of the significant
discrepancy observed in the integrated cross-section
measurement, which illustrates the inadequacy of
fixed-order LO calculations with no parton shower to
describe the data with this kinematic selection. Similarly
to the integrated cross section, the uncertainties on the
theoretical predictions are smaller than those on the
experimental distributions. The presented calculations
predict differential cross sections that are numerically
close and with the available statistics in data it is difficult
to discriminate between them in a conclusive way.
Overall, there is good agreement between measured cross
sections and POWHEG+PYTHIA 8 prediction. Some dis-
crepancies are visible in the jet pr distribution and in the
first bin of the m;; distribution. The differential cross
sections predicted by POWHEG+Herwig 7 are 5%—10%
lower than those predicted by POWHEG+PYTHIA 8 in all
regions of the phase space, showing a small impact of the
parton shower model. The cross sections predicted by
MG5+Herwig 7 are close to those predicted by POWHEG
+PYTHIA 8 and typically about by 15%-20% larger than
those by POWHEG+Herwig 7. The cross sections predicted
by VBFENLO@NLO are 5%—10% greater than those by

POWHEG+PYTHIA 8 in all regions of phase space and
beyond their estimated uncertainties, which range from
5% to 20%. In several kinematic regions, VBFNLO@NLO
overestimates the measured cross sections beyond the
experimental uncertainties, with discrepancies that range
between one and two standard deviations. The prediction
by VBFNLO@LO+PYTHIA 8 is close to those by the other
MC generators that implement parton showering, despite
the LO approximation in the matrix elements, showing
the importance of the parton shower for a good descrip-
tion of the data.

Finally, correlations between cross sections and back-
ground normalization parameters in pairs of differential
cross-section measurements are calculated using a boot-
strap procedure [122]. Such correlations will allow pairs
of differential cross-section measurements to be used
simultaneously in future reinterpretations of the exper-
imental results, for example in combined fits to place
limits on new-physics models. The bootstrap method
uses a set of pseudoexperiments (also known as replicas)
of the nominal data sample, derived by introducing
statistical fluctuations by Poisson perturbations and a
randomization of the nuisance parameters associated
with the systematic uncertainties. The random numbers
for the pseudoexperiments are simulated using unique
seeds and each replica is then analyzed in the same way as
the nominal data sample to arrive at a set of replica
measurements. The correlations are then extracted from
these replica measurements after a full fit is performed on
each replica. Figure 14 summarizes the correlations
between cross-section bins in pairs of measured distri-
butions. The correlation values together with the results
of the fits used to extract the integrated and differential
cross sections are made available in the HepData reposi-
tory [123]. Such a technique is also used to assess if the fit
results are compatible across the measured differential
cross sections. Pulls between pairs of measured quan-
tities, performed by using the ensembles from the boot-
strapped tests, showed a good pairwise agreement for all
differential measurements with a mean global y?/ndf of
about 1.3.

IX. CONSTRAINTS ON ANOMALOUS
INTERACTIONS

The measurements of the differential fiducial cross
sections are used to constrain extensions to the SM that
introduce anomalous interactions of the Higgs boson to SM
particles using an EFT approach. In this approach, which
exploits the exclusive kinematical region of the VBF Higgs
boson production and the H - WW* — evuv decay phase
space, the anomalous interactions are introduced in an EFT
Lagrangian, Lgpr, via additional higher-dimensional oper-

ators Ogd) of mass dimension d that supplement the SM
Lagrangian Lg\; as follows:
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FIG. 14. Summary of correlations between the measured differential cross sections using a bootstrap technique. The binning of the
distributions corresponds to the binning used in the differential cross-section measurements presented in Figs. 11-13.

G
EEFT*‘CSM'FZZ ;40‘1, ford > 4. (6)

The parameters cg ) specify the strength of the anoma-

lous interactions induced by the corresponding operators
and are known as the Wilson coefficients, while A is the
scale of new physics. Only dimension-six operators are
considered, since the dimension-five and dimension-seven
operators violate lepton and baryon number conservation
and the impact of higher-dimensional operators is expected
to be suppressed by higher powers of the new-physics scale
A [124]. For energies less than the scale of new physics,

only the ratio c / A? can be constrained by the data.
Constraints are set on the Wilson coefficients defined in
the Standard Model effective field theory (SMEFT) for-
malism [125] in the Warsaw basis [126]. The measurements
in the VBF H - WW* — evuv channel do not provide
sensitivity for simultaneous constraints on the full set of
these coefficients. To reduce the number of relevant
parameters, a minimal flavor-violating scenario is assumed
and only operators affecting the tree-level Higgs boson
couplings are considered. The sensitivity of the differential
cross sections to several operators were studied. The
Wilson coefficients were then constrained one at a time
using the differential distribution that is most sensitive to
the corresponding operator. The constraints were obtained
for different charge-parity states, i.e., seven CP-even and

three CP-odd operators. The CP-even operators describing
interactions between the Higgs boson and vector bosons are
associated with the Wilson coefficients cgyw, cyp, and
cywp, while the corresponding CP-odd operators are
associated with the cyyy, cyp, and cpyp Wilson coeffi-
cients. The CP-even Higgs boson interactions with quarks
that are associated with the ¢4, ¢py35 €y, and ¢y Wilson
coefficients are also considered.

The constraints on the Wilson coefficients can be derived
by comparing the measured differential fiducial cross
section with the one predicted by SMEFT. For that purpose,
the corresponding expected signal production cross sec-
tions, the branching ratio and the signal acceptances are
parametrized in terms of the Wilson coefficients. The
amplitude for the signal process is split into a SM part,
Mgy, and a dimension-six term that contains the anoma-
lous interactions in the EFT amplitudes M;. Therefore, the
dependence of differential cross sections on the EFT
parameters can be written as follows:

Ci
0 X |MEFT|2 = p
|MSM|2 + 22 Re MSMM )
+Z /;4" Re(MIM,). (7)
i
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The second term on the right-hand side represents the
interference between the SM and dimension-six EFT
amplitudes, also known as the linear term, while the third
term, referred to as the quadratic term, comprises the
contribution from pure anomalous interactions from
dimension-six EFT operators alone.

The constraints from the VBF H — WW* — evuv
channel on the relevant Wilson coefficients allow a rather
large range of parameter values in which the quadratic term
cannot be neglected even though its contribution is sup-
pressed by A* Such dimension-six quadratic terms are
therefore included in the EFT parametrization and the
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constraints on the dimension-six operators presented in this
section are derived with and without the pure dimension-six
terms included in the theoretical prediction. Since the linear
terms from dimension-eight operators are suppressed by the
same factor, they could also give non-negligible contribu-
tions. The comparison of the constraints obtained from
linear-only and linear-plus-quadratic EFT prediction pro-
vides a qualitative measure of the uncertainties associated
to missing terms in the EFT operator expansion.

The differential cross sections can be described by
combining the parametrization of the VBF Higgs boson
production cross section, the branching ratio of the Higgs
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FIG. 15. The experimental VBF H — WW* — evuv differential cross section as a function of (a),(b) A¢;; and (c),(d) p%‘ is shown
together with the expected SM cross section (POWHEG+PYTHIA 8) and linear plus quadratic (lin+quad) EFT model. The parameter values
correspond to the negative limits set at 95% confidence level obtained from the statistical interpretation of data with the lin + quad
parametrizations. The contributions from the sum of the interference and the pure dimension-six terms are represented as dashed lines.
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boson to two W bosons and the signal acceptance. The
procedure for deriving the parametrization of the differ-
ential fiducial cross sections follows Ref. [127]. The
parametrizations for ¢y and cy, are found to be poorly
described by a linear and a linear plus quadratic function of
the Wilson coefficients for values beyond the sensitivity of
the measurement, i.e., outside the limit ranges. This effect is
due to a dependence of the fiducial selection efficiency on
the EFT parameters for extreme values of these couplings
and not to a data unfolding bias. The associated bias was
studied and its effect was assigned as an uncertainty to the
EFT parametrization for those couplings. It was found to
have negligible impact on the limits, i.e., about an order of
magnitude smaller than the impact of systematic uncer-
tainties assigned to the signal modeling.

The contributions of the pure-SM, the interference
and the pure dimension-six terms to the differential
cross sections in Eq. (7) are generated at leading-order
in perturbative QCD and EW processes using the
MadGraph5_aMC@NLO 2.7.2 generator. The anomalous inter-
actions from the dimension-six operators are provided by
the SMEFTsim package [125,128] in the U(3)> flavor
symmetric limit with the cut-off scale set to A =1 TeV.
The events are simulated using the NNPDF3 ONLO PDF set
[53] and the G EW scheme. The MadGraph5_aMC@NLO
samples are interfaced to the PYTHIA 8.230 program with the
dipole recoil approximation and the Al4 set of tuned
parameters for parton showering, hadronization, and multi-
ple parton scattering. The pure-SM prediction was vali-
dated against VBFNLO@LO+PYTHIA 8. An assumption is

TABLE V. Summary of EFT operators in the SMEFT formalism that are probed with differential cross section measurements in the
VBF H - WW* — evuv channel. The corresponding structure in terms of the SM fields in the Warsaw basis (second column) is shown
together with the associated Wilson coefficient (first column). The Higgs boson doublet field H and its complex conjugate are denoted
by H and H', respectively. The left-handed quark doublets (the right-handed up-type or down-type quarks) are denoted by ¢ (u or d),
while V,, (V,w = "V ) is the (dual) field strength tensor for a given gauge field of the electroweak interactions with V = B, W"
(n = {1,2,3}), and 7" are the Pauli matrices. The bosonic operators with (without) a dual field strength tensor are CP-odd (CP-even).
For details of the formalism used see Ref. [128]. The expected and observed 95% confidence interval for the Wilson coefficients, using
fits to the differential cross section measured as a function of the observable that is indicated in the 3rd column (labeled as “Fit distr™), are
shown in the 5th and 6th columns, respectively. Results are presented when excluding (lin) or including (lin 4 quad) the pure dimension-
six contributions to the EFT prediction, as indicated in the 4th column.

95% Confidence interval [TeV~2]

Wilson coefficients Operator structure Fit distr Paramater order Expected Observed
caw HTHW?, W Agj; lin [-1.7, 1.6] [-2.6, 0.60]
lin 4+ quad [-1.4, 1.4] [-1.8, 0.61]
cup H*HBWB”” A, lin [=5.9, 6.4] [-6.7, 4.6]
lin 4 quad [-0.59, 0.66] [—0.60, 0.66]
CHWB H*r”HW/’}DBW Agjj lin [-10, 9] [—14, 5.9]
lin 4+ quad [—-1.2, 1.1] [-1.2, 1.1]
<~ il 1 - —
“Hal (H'iD,H)(qr"q) Pt lin [-12, 15] [-6.9, 22]
lin 4+ quad [-1.9, 1.7] [-2.2, 2.0]
<n il 1 — —
CH@ (H"'iD/,H)(QT"y/‘q) ik lin [-0.56, 0.47] [-0.74, 0.30]
lin 4+ quad [—0.43, 1.2] [—0.56, 0.43]
< il 1 - -
CHu (H"'iD,,H)(ﬁy"u) ik lin [-8.3, 6.9] [-11, 4.2]
lin 4+ quad [-2.0, 2.6] [-2.5, 3.1]
< - il 1 — —
Cra (H"iD,,H)(dy"d) ik lin [-21, 25] [—13, 33]
lin 4+ quad [-3.0, 2.7] [-3.7, 3.4]
Ch H"‘]—]Wﬁywﬂﬂv Agj; lin [-1.7, 1.7] [-1.8, 1.3]
lin 4+ quad [—1.4, 1.4] [—1.1, 1.4]
Cup H*HB”DBW Agjj lin [—28, 28] [-32, 22]
lin 4- quad [-0.62, 0.62] [-0.63, 0.63]
Chivg HY e HW", B Ad; lin [-15, 15] [-17, 12]
lin + quad [-1.2, 1.1] [-1.2, 1.1]
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made that higher-order QCD corrections, applied in a
multiplicative way, are similar for the SM prediction and
the one for anomalous interactions. Therefore, the para-
metrizations of the cross sections as a function of each
Wilson coefficient are expected to have small effects
associated to missing higher-order corrections [129]. The
higher-order calculation is taken to be the prediction from
POWHEG+PYTHIA 8, see Sec. III A.

The impact of the sum of the pure SM, the interference,
and the pure dimension-six contributions to the differ-
ential fiducial cross section is shown in Fig. 15 in
comparison to the pure SM contribution and the measured
distributions. The parameter values correspond to the
negative limits set at 95% confidence level obtained
from the statistical interpretation of data with the lin-
ear-plus-quadratic parametrizations. The A¢;; observable
is found to be sensitive to anomalous couplings between
the Higgs boson and vector bosons, described by the
parameters cpw, cyp, and cywp and their CP-odd
counterparts. For the CP-even operators that account
for anomalous interactions between the Higgs boson
and quarks, the leading jet pr observable shows the
largest kinematic dependencies, most noticeably at high
energy scales.

The measured differential cross section at particle-level
as a function of A¢g;; and p1', as well as the corresponding
EFT-dependent theoretical predictions are used to define a
likelihood function, following the same inference
approach as described in Sec. VIIC. Statistical correla-
tions among the bins of a measured distribution, the
experimental and the theoretical systematic uncertainties
are included in the likelihood function using the same
formalism as presented in Sec. VII. The constraints are set
on one of the Wilson coefficients at a time, while the
values of the remaining coefficients are assumed to be
equal to zero.

The confidence level at each value of a Wilson
coefficient is calculated using the same profile-likelihood
test statistic [130] as used in Sec. VII, which is assumed
to be distributed according to a y? distribution with one
degree of freedom following from Wilks’ theorem [131].
This technique allows the 95% confidence intervals
to be constructed for each Wilson coefficient. The
expected and observed 95% confidence intervals on
the dimension-six operators are shown in Table V and
Fig. 16. The measurements are dominated by the stat-
istical uncertainty and the parametrization uncertainty is
included as a systematic contribution. For each Wilson
coefficient, confidence intervals are shown when includ-
ing or not including the pure dimension-six contribution
in the theoretical prediction. For several Wilson coef-
ficients, the 95% confidence intervals are affected by the
addition of the pure dimension-six contribution to the
linear term. Among them, the cyp, cywp, Cug> Cywas
CHgl» CHu» and ¢y, parameters are the most impacted by

T T LA DL BARLELEL B
ATLAS DExp. lin. DExp. lin.+quad.
Is = 13 TeV, 139 fo”! ——Obs. lin. -+ Obs. lin.+quad.
cHW _.—é
Cye [ x107] —",—
Coa [ ¥107] ———
Gt [ ¥107] =
Chaa :
Cpyy [ X107] —'—:
Cpq [ ¥107] S
Coi _._.—
¢z [x107] ‘
Coip [ ¥107] —H—‘_
‘IH"lH‘WHH;HHMAHXHHIH

-3 -2 -1 0 1 2 3
Parameter value

FIG. 16. The observed and expected values of SMEFT Wilson
coefficients from CP-even and CP-odd operators obtained with
only one Wilson coefficient left floating at a time in the fit to data
while all others are set to zero. The horizontal bands (bars)
represent the expected (observed) error with a confidence level of
95% using the parametrizations excluding (lin) and including
(lin + quad) the pure dimension-six contributions, respectively.
For the observed parameters, the data points represent the best-fit
values. The values of ¢y, Cywg: Crgl> Chus Cra» Crp» and Cyyp
are scaled by a factor of 0.1.

the quadratic term, which considerably improves their
constraints.

The results are in good agreement with the SM pre-
dictions. Using the approximation that includes only the
linear term, the most stringent limits are derived for the
CHg3s CHw> and ¢y, However, more stringent constraints
are provided for all Wilson coefficients when the quadratic
term is added to the parametrization. In this case, the most
stringent constraints, with absolute values of the upper
and lower limits smaller than 1.0, are obtained for cy3,
cywa» and cyp, but good constraints are also provided for
Cuws Cuwp> Cgw, and cywp. Such results shows the
significant impact of the quadratic term and in turn the
sensitivity to missing higher dimensional operators in
the EFT expansion.

The sensitivities to the cyy and ¢y parameters is driven
by the anomalous couplings at the VBF production and the
H — WW* decay vertices, whereas the CP even cyyp and
cyp parameters affect other decay modes more signifi-
cantly, e.g., H — yy [127], which reflects in the EFT effect
on the branching ratio of the Higgs boson. For the CP-odd
operators, since the interference contribution is zero in
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FIG. 17. Correlations between the measured SMEFT Wilson coefficients.

parity-even observables, the constraints set on these
parameters are induced by the asymmetric shape effects
in the Ag;; observable, which has CP-odd discrimination
power. In the quadratic order, the branching ratio is
affected by CP-odd operators, resulting in significant
quadratic effect for the constraints of the cyyp and cyp
parameters.

Correlations between pairs of SMEFT Wilson coeffi-
cients are measured using the bootstrapping technique
presented in Sec. VIIIB, and are shown in Fig. 17. A
large positive correlation of 80% is observed between c gy
and cywp. Large positive correlations (85%—98%) are also
seen among CP-odd coefficients, which in turn have
moderate correlations (approx £30% to £40%) with the
CP-even coefficients associated with the Higgs boson
interacting with vector bosons (cyw, cyp, and cywg)
and very small correlations with coefficients associated
with the Higgs boson interacting with quarks (cgq1, Crg3s
cau» and cyy). The latter coefficients show large (positive
or negative) correlations among each other and moderate
(positive or negative) correlations (approx +30% to £60%)
with the CP-even cpw, cyp, and cpyyp coefficients.
Moderate correlations are observed between cpp and
cywe, and between cyp and cyy.

Since correlations between pairs of differential cross
sections are provided, as detailed in Sec. VIII B, pairs of
measurements can be used to set constraints on new and

different models of physics beyond the SM, for example in
future global fits.

X. CONCLUSION

Integrated and differential fiducial cross-section mea-
surements for the vector-boson fusion production of the
Higgs boson in the H - WW* — evuv final state are
presented using proton-proton collision data collected by
the ATLAS experiment at a center-of-mass energy of /s =
13 TeV and with an integrated luminosity of 139 fb~!.
The data are selected by requiring one electron and
one muon from the decay of W bosons along with two
energetic jets in the final state and are corrected to particle
level. The measured integrated fiducial cross section is
o4 = 1.68 4+ 0.33 (stat) +0.23 (sys) fb. It is found to be
consistent with SM predictions that include NLO QCD and
NLO electroweak corrections and with LO QCD calcu-
lations that implement parton showering. The fiducial cross
section is also measured differentially as a function of
kinematic and angular variables of the final-state charged
leptons and jets that are sensitive to the Higgs boson
production and decay. The uncertainties in the differential
cross-section measurements are driven by the data statis-
tical uncertainty. Correlations between the differential
fiducial cross-section measurements are provided to allow
their simultaneous use in future studies of new physics
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signatures and tuning of SM predictions. Simulations at LO
and NLO QCD interfaced to parton shower routines
provide a good description of the data in most regions
of phase space, while a fixed-order NLO calculation
overestimates the experimental results in several kinematic
regions at the level of one to two standard deviations. An
EFT framework that includes the interference between the
SM and dimension-six amplitudes as well as pure dimen-
sion-six terms is used to set limits on CP-even and CP-odd
dimension-six operators. Stringent constraints are set on
several CP-even and CP-odd EFT parameters that are
sensitive to the interactions between the Higgs boson and
vector bosons as well as CP-even operators that are
sensitive to the interactions between the Higgs bosons
and quarks. The most stringent constraints are obtained
when the quadratic term is added to the EFT parametriza-
tion, indicating that those limits are sensitive to neglected
contributions of higher-dimensional operators in the EFT
expansion.
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APPENDIX A: BACKGROUND NORMALIZATION FACTORS

The values of the background normalization parameters for all measured differential cross sections, as results of the fit to
data, are shown in Fig. 18 for the integrated and differential fiducial cross-section measurements.
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072003-31

S p? R p?, and cos(9,’;) are shown in (a), while those for the differential fiducial cross sections as a function of |A¢,,|, A¢ ijs p#,



G. AAD et al.

PHYS. REV. D 108, 072003 (2023)

APPENDIX B: CORRELATION MATRICES

The correlation matrix between the measured integrated cross section and the background normalization factors is shown
in Fig. 19 while the correlation matrices for the differential cross sections are shown in Figs. 20-22.
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