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A B S T R A C T

A novel numerical method is presented for fast and accurate simulation of the dynamic thermal behavior of
buried pipelines such as those in district heating systems. The model is based on a combination of a conduction
response factor method, known as the dynamic thermal network (DTN) method and a one-dimensional
discretized heat transfer fluid flow model, the so-called plug flow N-continuously stirred tanks (PFST) model.
This combination enables the model to effectively take into account the short timescale dynamic effects of
pipelines including longitudinal dispersion of turbulent fluid and its thermal capacity and also transient ground
heat transfer. The combined DTN-PFST model is validated by reference to experimental data from both the
lab-scale representation of a district heating system and monitoring data from a full-scale operational system.
The comparisons between simulation results and experimental data demonstrate a good level of accuracy of
the proposed model in predicting the dynamic thermal behavior of pipelines. The model has also been found
to be several orders of magnitude more computationally efficient than corresponding 3D numerical models.
Both the accuracy and computational efficiency of the proposed model make it well-suited to the design and
analysis of district heating distribution networks. The model is also expected to be well-suited to the modeling
of horizontal ground heat exchange pipe systems.
1. Introduction

In recent decades district heating networks (DHN) have seen in-
creased growth in both research effort and market deployment due to
their proven benefits in terms of energy efficiency [1,2], greenhouse
gas (GHG) emission reduction [3] and financial sustainability [4]. The
ability to integrate various renewable energy sources, such as solar [5]
and geothermal energy [6] along with low exergy heat sources [7]
and industrial excess heat [8] make such technology key to the decar-
bonization of heating in the building sector. Recently, new concepts
of ultra-low temperature district heating systems [9] and fifth genera-
tion district heating and cooling (5GDHC) systems [10–12] have been
proposed aiming to improve district heating performance and promote
further uptake of such technology.

One of the common characteristics of the concepts of modern heat
networks is reduced operating temperature levels to not only decrease
the network heat losses, but be able to integrate more low-temperature
heat sources. This raises new technical challenges for the district heat-
ing networks to effectively deal with the large share of the intermittent
and fluctuating low-temperature energy inputs while fulfilling the dy-
namic thermal energy requirements of energy users connected to the
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network. Consequently, proper dynamic network modeling is crucial
in both the early design stage and optimization to ensure sufficient
thermal energy can be delivered to the energy consumers through the
pipeline systems at the same time minimizing carbon emissions [13,
14].

There is significant existing research dealing with modeling dis-
tribution networks with a focus on heat transport through pipelines
[15–18]. In general, the simulation of heat propagation through the
district heating pipelines is carried out using two main approaches:
black box methods and physics-based deterministic methods. In the
former, the inputs and outputs of the pipe system which are deemed as
a package are considered in the calculation. Stochastic models such as
Artificial Neural Networks (ANN), are applied in black box approaches
to deal with the non-linear characteristics of fluid flow and heat transfer
of the pipe systems [19,20]. On the other hand, in physics-based
deterministic methods, combinations of hydraulic and thermal models
are employed to directly describe the flow and heat transfer of the pipe
systems given detailed design parameters. Deterministic physics-based
models of buried pipe systems are comprehensively reviewed by Talebi
et al. [21] and Sarbu et al. [22].
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Nomenclature

𝐴 Surface area, m2

𝐶 Specific heat capacity, kJ kg−1 K−1

𝐷 Diameter, m
𝑓 Friction factor
ℎ Heat transfer coefficient, W m−2 K
𝐾 Conductance, W K−1

�̄� Modified conductance, W K−1

𝐿 Length, m
�̇� Mass flow rate, kg s−1

𝑛 Surface normal
𝑁 Number of surfaces or tanks
Pe Peclet Number
Pr Prandtl Number
𝑄 Heat transfer rate, W
�̄� Average heat transfer rate, W
𝑟 Pipe radius, m
𝑅 Thermal resistance, K W−1

Re Reynolds Number
𝑡 Time, s
𝛥𝑡 Time step size, s
𝑇 Temperature, ◦C
�̄� Weighted average temperature, ◦C
𝑣 Velocity, m s−1

𝑥 Position (coordinate), m

Greek symbols

𝜖 Effectiveness
𝜅 Weighting function or factor
𝜆 Thermal conductivity, W m−1 K−1

𝜌 Density, kg m−3

𝜏 Time (integration variable), s

Subscripts

𝑎 Admittive
𝑒 Environment
𝑓 Fluid
𝑖, 𝑗 Surface number
in Inlet
𝑚, 𝑛, 𝑞 Index
out Outlet
𝑝 Pipe
𝑡 Transmittive

Acronyms

4GDH 4th Generation District Heating
5GDH 5th Generation District Heating
ADPF Axial Dispersion Plug Flow
DH District Heating
DTN Dynamic Thermal Network
DTN-PFST Dynamic Thermal Network - Plug Flow

Stirred Tank
FVM Finite Volume Method
NTU Number of transfer units
PF Plug Flow
PFST Plug Flow Stirred Tank

In black box approaches, the calculations are carried out based
n stochastic mathematical functions between inputs and outputs, and
arameters are developed using testing against a database consisting of
2

experimental data or obtained from other types of numerical solutions.
The main advantage of this approach is the low computational cost of
modeling the systems. However, in conditions where a database does
not provide sufficient data, the model fails to accurately predict the
behavior of the pipe systems. Consequently, the applicability of the
model is limited to cases with a large amount of available training
data [23].

Deterministic models have the advantage of being readily adapted
based on engineering design and environmental parameters. Such mod-
els are available with different levels of spatial and temporal reso-
lution. The common physical approaches used for detailed two or
three-dimensional pipeline modeling are the Finite Element Method
(FEM) [24] or the Finite Volume Method (FVM) [25,26]. However, The
main restraint of employing coupled 2D or 3D thermo-fluid dynamic
models is the relatively high computational time required to solve the
governing equations in both solid and fluid domains. To overcome this
issue, several approaches have been proposed to effectively represent
physical processes with reasonable computational cost with acceptable
accuracy [16,23,27].

One type of approach is to discretize the pipe in one dimension
and consider the inlet and outlet temperature of the pipe (nodes)
and propagation delay depending on the fluid velocity, and solve the
heat balance equation for the nodes taking into account the variation
of pipe wall temperature and its thermal resistance [28]. This is the
so-called node method and is used mainly for long pipes where the
number of nodes used is determined depending on the spatial scale
and Courant number [29]. It should be noted that this method is
different from the so-called element method [30] in which the pipe is
spatially discretized, but often introduces numerical artificial diffusion.
Palsson [31] implemented these two methods to model the dynamic
temperature response of DH pipes and analyzed the numerical results.
He concluded that the node method is superior to the element method
from both accuracy and computational cost points of view.

The node approach can also be adopted in a number of computa-
tional tools. Giraud et al. [32] presented a Modelica library [33] for
modeling DH pipes using the node method called ‘NodeMethodPipe’
and validated the model experimentally using long time series data.
In another study, Sartor and Dewalef [15] proposed a node model
that took into account the thermal inertia of the pipes and the heat
losses and implemented this in the TRNSYS software library [34]. There
are a number of similar approaches focused on modeling the dynamic
response of district heating pipe fluid [16,17,35] but which neglect
transient conduction heat transfer with the surrounding ground and the
effects of atmospheric conditions.

Furthermore, simulation of dynamic thermal responses of pipelines
(ignoring ground heat transfer) can be carried out using methods devel-
oped for chemical engineering applications using one-dimensional fluid
flow advection–dispersion modeling: the so-called Axial Dispersion
Plug Flow (ADPF) [36]. It has been shown that by applying the ADPF
model, the dispersion of turbulent fluid flow of the chemical concentra-
tion species [37] as well as heat [38] in pipelines can be successfully
modeled. In such models, the physical diffusion processes relating to
the multidimensional variations in the fluid velocity and temperature
distribution are approximated by one-dimensional discretization. To
that end, the pipeline is divided into a series of finite well-mixed
elements, i.e. stirred tanks, and the time-varying temperatures of each
stirred tank are derived by applying the energy balance to each tank in
turn in the direction of fluid flow. This method has been applied and
validated to model the dynamic thermal response of conduits [39] and
borehole heat exchangers [40,41].

Recently, Meibodi and Rees [42] developed and validated a new
ADPF model to predict short-time-scale dynamic thermal responses of
pipelines with and without insulation. This model is a combination of a
plug flow model (PF) to accurately represent the time delay and a num-
ber of continuously stirred tanks (ST) in series to represent the axial

diffusion process in pipelines. It was demonstrated that this so-called
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Plug Flow Stirred Tanks (PFST) model is well-suited to simulation of
heat propagation through pipelines in that it short timescale dynamic
effect results are well matched with experimental data. This approach
overcomes the problems of excessive longitudinal diffusion known to
be inherent in ADPF models [43].

Although the one-dimensional advection–dispersion modeling ap-
proach was successfully verified and validated by experimental data for
such cases, it is only applicable for the simulation of short-timescale
thermal responses of pipes where radial heat losses are calculated
using steady-state thermal resistances between fluid, the pipes, and
the environment. Some extension is required to deal with ground heat
transfer. Abugabbara et al. [44] implemented a district heating pipeline
model using a multipole analytical model to represent steady-state heat
transfer as a delta configuration of three thermal resistances between
the supply and return pipes and the ground along with a node in a
discretized pipe element. This amounts to a steady-state heat transfer
model and ADPF discretization of the pipe, and so has some of the
limitations of both types of submodels. Hirsch and Nicolai [45] also
arrived at a discretization equivalent to the ADPF approach, but sought
to address shortcomings in modeling 5GDH systems with regard to
static flows and fluid conditions at low temperatures.

For district heating pipelines that are typically buried at a depth of
approximately 2 m, neglecting surrounding ground temperature vari-
ations driven by a combination of environmental conditions and prior
seasonal heat loss, is not realistic. Consequently, one of the objectives of
this study has been to develop a model with the ability to include time-
varying atmospheric conditions on the exposed ground surface and
deal with the long-term dynamics of seasonal ground heat exchange
in an accurate and computationally efficient way. Although adapting
pipeline fluid flow and heat transfer models to include steady-state
representation of the ground, albeit with time-varying boundary con-
ditions, gives some representation of ground heat losses, this does not
account for the transient nature of ground heat transfer. For example,
such adaptations ignore the time lag between atmospheric conditions
and ground temperatures at the depths at which pipes are typically
installed, which are of the order of several weeks due to the thermal
capacity of the ground: a fully transient modeling approach is required
to capture such effects.

With these aims, the PFST model of fluid flow has been combined
with the Dynamic Thermal Network (DTN) method to represent the
complex transient conduction processes between the time-varying tem-
peratures of buried district heating pipelines and ground surfaces. The
DTN approach is a response factor method in which dynamic conduc-
tion processes can be represented in terms of boundary temperatures
and heat fluxes as a network of nodes denoting the surfaces linked
via thermal resistances. The approach was first developed by Claesson
et al. [46] as an extension of network representations of steady-state
conduction processes for the transient simulation of heat transfer in
building structures and components.

In the DTN approach, any complex three-dimensional geometry
with heterogeneous properties can be dealt with: something difficult
in analytical conduction heat transfer models. The method has been
shown [46] to be mathematically exact with piece-wise varying bound-
ary conditions in its discrete form. These particular advantages have
motivated the implementation of the method in modeling the long-
term thermal performance of numerous thermal engineering applica-
tions such as energy piles [47], foundation heat exchangers [48] and
diaphragm wall ground heat exchangers [49].

The Dynamic Thermal Network (DTN) method falls into the cate-
gory of response factor approaches in that it seeks to represent dynamic
conduction heat transfer in terms of current and past temperatures
according to pre-determined weighting factors. Many such response
factor approaches are inherently one-dimensional. The main advan-
tages of the DTN approach are the ability to represent any arbitrary
three-dimensional geometries with heterogeneous thermal properties
3

and the computational efficiency and robustness in dealing with the
time-varying boundary conditions at multiple surfaces in bodies of
significant thermal capacity. The method is well suited to modeling
building components and ground heat exchange systems where there is
an interest in simulating over long time scales. Full details of the DTN
method and formulation are given elsewhere [50] and a brief overview
is provided below.

A particular feature of the DTN approach is that, given
pre-calculated weighting factors, the final equations are simple and
so can be efficiently solved. The weighting response factors can be
derived from the analysis of the heat fluxes in response to a step
change in boundary temperatures. Although the derivation of required
response factors may take some effort, particularly for a complex three-
dimensional problem, once the values are calculated they can be stored
for later use in simulations. It should be noted the DTN method does not
rely on the way that the required weighting response factors are derived
and hence the most convenient way of the derivation of response
factors can be selected depending on the complexity of the geometry
and variation in thermal properties. Such methods include a wide
range of numerical models [48] and analytical models [51] as well as
experimental data [18]. In this research, a finite volume method (FVM)
has been used to generate the step response heat flux history required
for the derivation of weighting factors and will be discussed in detail
in Section 2.4

In this study, a model denoted as the combined dynamic thermal
network and plug flow with stirred tanks (DTN-PFST) model is de-
veloped and we introduce the formulation below. The intention in
combining these modeling approaches is that the advantages in model-
ing ground heat transfer of the DTN model are added to the advantages
in modeling longitudinal transport effects of the PFST model. This is
to represent the physical phenomena occurring in buried pipe systems
more fully and accurately than existing approaches.

2. Model development

An overview of the representation of the dynamic thermal network
(DTN) model of district heating pipeline systems is given in the follow-
ing Section 2.1. An explanation is given of application of time-varying
boundary conditions of pipelines to the DTN model is presented in Sec-
tion 2.2. Subsequently, the details of the one-dimensional discretized
model, the so-called plug flow with stirred tanks (PFST) model, is pre-
sented along with the new combined DTN-PFST model. Its application
to district heating pipeline systems is presented in Section 2.5. The
combined DTN-PFST model has been verified and validated against
experimental data from both lab-scale (refer to Section 3) and full-scale
district heating facilities as we elaborate in Section 4.

2.1. Dynamic Thermal Network representation

The concept of representing heat transfer as a network of nodal
temperatures and resistances is extended in the DTN approach to deal
with transient conditions where the heat fluxes are driven by time
varying boundary temperatures [46,51–53]. In the context of district
heating pipes we treat heat transfer in the ground as taking place only
by conduction according to Fourier’s Law. This can be formulated with
constant properties and a set of 𝑁 boundary conditions of the mixed
type with constant surface heat transfer coefficients, ℎ,

∇ ⋅ (𝜆∇𝑇 ) = 𝜌𝐶 ⋅
𝜕𝑇
𝜕𝑡

(1)

ℎ𝑖 ⋅
[

𝑇𝑖(𝑡) − 𝑇 |𝐴𝑖

]

= 𝜆 ⋅
𝜕𝑇
𝜕𝑛

, [𝑖 = 1…𝑁]

In problems of this type, the primary interest is in the relationship
etween boundary fluxes and temperatures rather than ground tem-
eratures per se. Given a solution for the boundary temperatures, the
oundary heat fluxes of interest associated with surface 𝑖 of area 𝑆𝑖,
an be calculated using,

(𝑡) = 𝐴 ⋅ ℎ ⋅
[

𝑇 (𝑡) − 𝑇 |
]

(2)
𝑖 𝑖 𝑖 𝑖 𝐴𝑖
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Fig. 1. Dynamic thermal network representing the buried flow and return pipes and
the ground boundary for a unit installed length.

District heating pipeline systems can be represented as a three-surface
application in the DTN method where time-varying boundary condi-
tions are applied at three surfaces: supply and return pipelines and
ground surfaces. The network consequently has a delta form with three
nodes and three heat transfer pathways. Fig. 1 displays the DTN repre-
sentation of district heating pipelines where the supply pipe and return
pipe boundaries are nodes with time-dependent temperatures 𝑇2(𝑡) and
𝑇3(𝑡) respectively and heat flows at the pipe/ground boundary (coupling
at the interface with the pipe model will be discussed in a later section)
and at the ground upper boundary which is represented by a third
node with time-dependent temperature 𝑇1(𝑡). The temperatures, 𝑇𝑖(𝑡),
and heat fluxes, 𝑄𝑖(𝑡), of the dynamic network are specified at boundary
temperature nodes with convective (mixed) boundary conditions rather
than at the surfaces themselves. (The terms ‘‘boundary’’ and ‘‘surface’’
are distinguished in subsequent discussion). The reversed summation
symbols (𝛴) adjacent to the conductances in Fig. 1 are shown to
indicate the average (weighted) current and previous temperatures at
the boundaries are used in the DTN calculation. The conductances
are constant values directly related to those in the corresponding
steady-state network representation.

A fundamental feature of the DTN approach is that heat fluxes
at each boundary are defined by a combination of time-varying ad-
mittive and transmittive components. Admittive fluxes are associated
with the temperature variations at that boundary, while transmittive
fluxes are associated with the temperature differences between two
adjacent boundaries. Two types of conductance are defined in the
DTN approach: the surface thermal conductances associated with the
admittive path indicated with a single subscript (𝐾𝑖) and other thermal
conductances associated with the transmittive path between a pair of
surfaces indicated with double subscripts, 𝐾𝑖𝑗 .

The surface conductances are constant values that can be calculated
by multiplying the surface area (𝐴𝑖) and the heat transfer coefficient
(ℎ𝑖) i.e., 𝐾𝑖 = 𝐴𝑖ℎ𝑖. The transmittive conductances are equivalent to
the inverse of the steady-state thermal resistance between the two
surfaces, i.e., 𝐾𝑖𝑗 = 1∕𝑅𝑖𝑗 . These may be calculated analytically is some
simple cases but for more complex geometries, such as this application,
numerical methods are more appropriate.

For the case of district heating pipelines, there are three surface
thermal conductances (𝐾1 and 𝐾2, 𝐾3) for the ground, supply and
return pipes surfaces, respectively, and three thermal conductances
between the pipe and ground surfaces (𝐾12 and 𝐾13, 𝐾23), as illus-
trated in Fig. 1. These constants are directly related to the surface
and total conductances in the related steady-state network. It is the
definitions of the average temperatures in the network that account for
representation of transient behavior and properties.
4

For the three-node heat transfer network used to represent the dis-
trict heating pipeline application, the heat flux at each surface consists
of one admittive heat flux (𝑄1𝑎 etc.) and two transmittive heat fluxes
(𝑄12, 𝑄13 etc.), so that the heat balance equations can be expressed as
follows:

𝑄1(𝑡) = 𝑄1𝑎(𝑡) +𝑄12(𝑡) +𝑄13(𝑡)

𝑄2(𝑡) = 𝑄2𝑎(𝑡) +𝑄21(𝑡) +𝑄23(𝑡) (3)
𝑄3(𝑡) = 𝑄3𝑎(𝑡) +𝑄31(𝑡) +𝑄32(𝑡)

Although the general DTN formulation does not rely on any particular
form of excitation it is helpful to appreciate the relationship between
the admittive and transmittive fluxes by considering application of a
step change in temperature at one of the boundaries. Consider the
response for pair of buried district heating pipes with three boundaries
defined as in Fig. 1 when all material and surfaces start with zero
temperature and a step change in boundary temperature is applied at
the return pipe surface (3) and the temperature at the ground and
flow pipe boundaries (1 and 2) are held at zero. At the beginning of
the step change, the flux at the pipe boundary being excited (𝑄3) is
entirely admittive in nature (𝑄3 = 𝑄3𝑎 at 𝑡 = 0) and is limited by the
surface conductance 𝐾3 (= ℎ3𝐴3). As steady-state is approached, the
admittive component approaches zero and the transmittive flux to the
other two boundaries approaches their steady-state value. At any time,
the admittive component is given by the difference between the total
flux and the sum of the transmittive fluxes with the other boundaries.
The nature of time-varying fluxes in this situation are indicated in
Fig. 2. The steady-state pipe flux can be seen to be balanced by the
combination of flow pipe and ground fluxes at any time.

Claesson [52] showed that the temperature differences driving the
absorptive and transmittive fluxes can be always defined in an exact
manner by the current and weighted averages of the boundary tem-
peratures. The absorptive and transmittive fluxes at a given boundary
can be written in terms of the conductances and these temperatures as
follows,

𝑄𝑖𝑎(𝑡) = 𝐾𝑖 ⋅
(

𝑇𝑖(𝑡) − ∫

∞

0
𝜅𝑖𝑎(𝜏) ⋅ 𝑇𝑖(𝑡 − 𝜏) 𝑑𝜏

)

(4)

𝑄𝑖𝑗 (𝑡) = 𝐾𝑖𝑗 ⋅ ∫

∞

0
𝜅𝑖𝑗 (𝜏) ⋅

[

𝑇𝑖(𝑡 − 𝜏) − 𝑇𝑗 (𝑡 − 𝜏)
]

𝑑𝜏 (5)

where 𝜏 is a integration variable for time. The temperatures are av-
eraged according to weighting functions, 𝜅𝑖𝑎 and 𝜅𝑖𝑗 for the admittive
flux at the surface and the transmittive flux between surfaces respec-
tively. A shorthand notation is used to denote these weighted average
temperatures as follows,

�̄�𝑖𝑎(𝑡) = ∫

∞

0
𝜅𝑖𝑎(𝜏) ⋅ 𝑇𝑖(𝑡 − 𝜏) 𝑑𝜏 (6)

�̄�𝑖𝑗 (𝑡) = ∫

∞

0
𝜅𝑖𝑗 (𝜏) ⋅ 𝑇𝑖(𝑡 − 𝜏)𝑑𝜏 (7)

The absorptive and transmittive fluxes in Eq. (3) can then be expressed
in terms of these current and weighted averages of the boundary
temperatures as well as the thermal conductances, as follows [46]:

𝑄1(𝑡) = 𝐾1[𝑇1(𝑡) − �̄�1𝑎(𝑡)] +𝐾12[�̄�12(𝑡) − �̄�21(𝑡)]
+𝐾13[�̄�13(𝑡) − �̄�31(𝑡)]

𝑄2(𝑡) = 𝐾2[𝑇2(𝑡) − �̄�2𝑎(𝑡)] +𝐾12[�̄�21(𝑡) − �̄�12(𝑡)]

+𝐾23[�̄�23(𝑡) − �̄�32(𝑡)] (8)
𝑄3(𝑡) = 𝐾3[𝑇3(𝑡) − �̄�3𝑎(𝑡)] +𝐾12[�̄�21(𝑡) − �̄�12(𝑡)]

+𝐾23[�̄�32(𝑡) − �̄�23(𝑡)]

where �̄�𝑖𝑎(𝑡) are the admittive weighted average temperatures, and �̄�𝑖𝑗 (𝑡)
are the transmittive weighted average temperatures. It can be shown
that in the steady-state condition, each average temperature is equal
to the related boundary temperature (�̄�𝑖𝑎 = �̄�𝑖𝑗 = 𝑇𝑖). Hence, Eq. (8)
reverts to the general relationships between the overall conductances
and boundary temperatures in the steady-state conditions, e.g. 𝑄1 =
𝐾 [𝑇 − 𝑇 ] +𝐾 [𝑇 − 𝑇 ].
12 1 2 13 1 3
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Fig. 2. Character of the step response boundary fluxes for a typical heat network return pipe.
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.1.1. DTN model discretization and step response data
In general [46], there are exact weighting functions related to the

ifferentials of the time-varying fluxes (differentiating Eqs. (4) and (5)).
n simulation applications, it is more convenient to use a discretized
orm of the DTN equations and use weighting factors rather than
eighting functions and node temperatures at fixed time steps. The
quations remain exact when the boundary conditions change in a
iece-wise linear manner. A convenient way to derive weighting factors
s to apply step changes to boundary temperatures in a conduction heat
ransfer model of the geometry in question and analyze the correspond-
ng boundary heat fluxes. To that end, a unit step change at one of the
urfaces needs to be applied while the other boundary temperatures are
eld at zero. This needs to be repeated for each boundary. The transient
dmittive and transmittive fluxes resulting from applying a step change
o the boundary temperature of one pipe are illustrated in Fig. 2.

These admittive and transmittive fluxes determined from step re-
ponse calculations are used to derive the weighting factors. To arrive
t a discrete formulation, Claesson [46] showed that the exact discrete
eighting factors can be calculated from the differences in piece-wise

tep response fluxes averaged over each time step (size 𝛥𝑡, index 𝑚) [46]
s follows:

𝑖𝑎,𝑚 = −1
𝐾𝑖

𝑑𝑄𝑖𝑎(𝜏)
𝑑𝜏

≅
�̄�𝑖𝑎(𝑚𝛥𝑡 − 𝛥𝑡) − �̄�𝑖𝑎(𝑚𝛥𝑡)

�̄�𝑖

𝑖𝑗,𝑚 = −1
𝐾𝑖𝑗

𝑑𝑄𝑖𝑗 (𝜏)
𝑑𝜏

≅
�̄�𝑖𝑗 (𝑚𝛥𝑡 − 𝛥𝑡) − �̄�𝑖𝑗 (𝑚𝛥𝑡)

𝐾𝑖𝑗
(9)

n practice, when using a numerical model to calculate the step re-
ponse fluxes, this simply means the boundary fluxes calculated from
urrent and previous time steps are used to calculate each weighting
actor in the series of weighting factors. This is a straightforward
rocess that needs to be carried out once and the weighting factors
tored for subsequent simulations of the model.

The average temperature boundary at the current time step (𝑛)
n the DTN representation can be calculated from the summation of
oundary temperature sequences (defined by a discrete time series,
ndex 𝑞) multiplied by the respective weighting factors:

̄𝑖𝑎,𝑛 =
∞
∑

𝑞=1
𝜅𝑖𝑎,𝑞 ⋅ 𝑇𝑖,𝑛−𝑞 (10)

�̄�𝑖𝑗,𝑛 =
∞
∑

𝑞=0
𝜅𝑖𝑗,𝑞 ⋅ 𝑇𝑖,𝑛−𝑞 (11)

he calculation of ground heat transfer during simulation becomes
process of updating the weighted temperatures at each step and

alculating the fluxes using the algebraic equations, Eq. (8). Once the
eighting factors are found, the simulation calculation is computation-
lly very efficient but as accurate as the underlying method used to
alculate the weighting factors.
5

𝜖

.2. Boundary conditions

In the DTN method, the step response heat flux data is calcu-
ated based on the assumption that surface heat transfer coefficients
ℎ) are constant. However, in complex cases with variable boundary
onditions, a more effective approach needs to be implemented. The
pproach taken in this research is to define a boundary temperature,
.e. ‘‘effective temperature’’ (𝑇𝑒), that where applied by using the pre-
efined constant heat transfer coefficient, gives the expected surface
eat flux as applying a more complex boundary condition model. In
ther words, the effective temperature, or environmental temperature,
oes not correspond directly to a physical boundary temperature but
s applied in the DTN heat balance equations and when the weighted
verage temperature is updated. This concept has been successfully
mplemented in DTN modeling of other ground-coupled energy sys-
ems [47–49]. In this research, the approach is applied to all boundary
onditions in the district heating pipe system: at the ground surface and
he supply and return pipe surface.

One of the advantages of the DTN approach defined with three
ctive surfaces is that the model can effectively deal with the environ-
ental conditions that vary at the ground surface (e.g., solar radiation

nd wind speed) and so the model can be sensitive to climatic condi-
ions at the location of the system. The ground surface heat balance is
ealt with by calculating and updating the heat transfer coefficients for
ach time step using well-known correlations and environmental data
hat are simply read from a file at each time step.

Due to the significant role of the heat flux at the pipe surface in
he driving of the network heat balance, the pipe surface’s boundary
ondition requires to be properly defined to relate the pipe boundary
emperature with both the inlet and outlet temperature in a three-
imensional DTN representation. The approach used to define the
elationship between the fluid temperatures and pipe surface is to make
n analogy with an evaporating-condensing heat exchanger for each
iscretized section of the pipe. Assuming the pipe surface temperature
oes not vary along the length in question, the buried pipe can be con-
idered a heat exchanger characterized by an effectiveness parameter 𝜖,
nd the Number of Transfer Units 𝑁𝑇𝑈 . This approach has been used
y Strand [54] to modeling pipes in underfloor heating systems and by
ees [40] to model borehole heat exchangers. The relationship between
ipe heat balance and the maximum possible temperature difference
etween an inlet and pipe surface can be defined as follows:

𝑝(𝑡) = 𝜖�̇�𝐶𝑓 (𝑇in(𝑡) − 𝑇p(𝑡)) = �̇�𝐶𝑓 (𝑇in(𝑡) − 𝑇out (𝑡)) (12)

he effectiveness (𝜖) can be calculated based on the Number of Transfer
nits (𝑁𝑇𝑈 = (2𝜋𝑟𝑝𝐿ℎ𝑓 )∕(�̇�𝐶𝑓 )), as follows:

−𝑁𝑇𝑈
= 1 − 𝑒 (13)
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The pipe surface heat transfer coefficient (ℎ𝑓 ) is calculated using the
well-known Gnielinski’s correlation, owing to the wide validity range,
i.e. for Re numbers between 3 × 103 and 5 × 106, which is practical
for the typical range for buried pipe applications. The Gnielinski’s
correlation can be expressed as follows [55]:

ℎ𝑓 =
𝜆𝑓 (𝑓∕8)(𝑅𝑒 − 1000)𝑃𝑟

2𝑟𝑝
[

1 + 12.7(𝑓∕8)1∕2
(

𝑃𝑟2∕3 − 1
)] (14)

here 𝑓 and 𝑃𝑟 are the Darcy friction factor, and the Prandtl number
ratio of momentum diffusivity to thermal diffusivity), respectively.
ssuming the copper pipe as a smooth pipe, the friction factor can be
stimated as

= (0.79𝑙𝑛(𝑅𝑒) − 1.64)−2 (15)

It is possible, by rearranging the DTN heat balance equations for
he pipe surfaces to calculate the effective pipe boundary temperatures
n a way that avoids iteration using only the inlet temperature (𝑇𝑖𝑛) as
he time-varying input data. The temperature that needs to be defined
n the DTN heat balance equation for one of the pipes (taking the
upply pipe as surface 2 for example here) 𝑇2 at a given time step.
n instantaneous heat balance can be defined at the pipe surface by
quating 𝑄𝑝 (Eq. (12)) with the convective flux at the surface (dropping
for simplicity) with temperature 𝑇𝑝 as follows,

�̇�𝐶𝑓
(

𝑇𝑖𝑛 − 𝑇𝑝
)

− ℎ𝑓𝐴2(𝑇2 − 𝑇𝑝) = 0 (16)

further heat balance can be defined using the DTN heat balance
quation for surface 2 (𝑄2 in Eq. (8)) and the convective flux at the
ipe surface,

2 ⋅
[

𝑇2 − �̄�2𝑎
]

+𝑄21 +𝑄23 − ℎ𝑓𝐴2(𝑇2 − 𝑇𝑝) = 0 (17)

The term with �̄�2𝑎 is based on past temperatures and so is known at the
tart of any time step. As the transmittive fluxes change very slowly,
hese can also be taken as the most recent values. These can also be
rouped into a term �̄� representing historical fluxes so that the heat
alance can be abbreviated as

2 ⋅ 𝑇1 + �̄� − ℎ𝑓𝐴2(𝑇2 − 𝑇𝑝) = 0 (18)

his can be rearranged to find an expression for 𝑇𝑝,

𝑝 = 𝑇2 −
𝐾2 ⋅ 𝑇2 + �̄�

ℎ𝑓𝐴2
(19)

This can be substituted in Eq. (16) to eliminate 𝑇𝑝. This gives an
xpression for 𝑇2 that only involves the inlet temperature and historical
eat fluxes as follows:

2 =
(

𝑇𝑖𝑛 − �̄�∕ℎ𝑓𝐴2
)

∕
(

1 −
𝐾2

ℎ𝑓𝐴2
+

𝐾2
𝜀�̇�𝐶𝑓

)

(20)

This temperature is then used in the solution of the DTN heat
alance equations (Eq. (3)) to find the respective fluxes. The pipe flux
s equivalent to 𝑄2 in the case of the supply pipe i.e. 𝑄𝑝 = 𝑄2, so that

the outlet temperature can be found from the heat balance on the fluid
(Eq. (16)):

𝑇𝑜𝑢𝑡(𝑡) = 𝑇𝑖𝑛(𝑡) −
𝑄𝑝

�̇�𝐶𝑓
(21)

The same procedure is followed for surface 3 in the case of the return
pipe. The same approach has been adopted to relate the pipe boundary
conditions with the inlet and outlet temperatures in the DTN method
and has been validated for application to modeling of diaphragm wall
ground heat exchangers [49] and energy pile [47].

2.3. Modeling fluid responses

The heat transfer fluid flow and its short timescale dynamic ef-
fects in the district heating pipelines can be represented by a one-
dimensional convection–diffusion model as follows [36,37,42],
6

𝜕𝑇 (𝑥, 𝑡)
𝜕𝑡

+ 𝑣
𝜕𝑇 (𝑥, 𝑡)

𝜕𝑥
−𝐷

𝜕2𝑇 (𝑥, 𝑡)
𝜕𝑥2

= 0 (22)

where 𝑣 is the longitudinal velocity and 𝐷 is the diffusion coefficient
which depends on the velocity profile and Reynolds number. For the
calculation of diffusion coefficient (D) an empirical relation [36] in
terms of Peclet Number, Pe (the ratio of advective transport rate to
the diffusive transport rate) can be applied as follows,

𝐷
𝐿𝑣

= 1
𝑃𝑒

=
2𝑟𝑝
𝐿

(

3 × 107𝑅𝑒−2.1 + 1.35𝑅𝑒−0.125
)

(23)

The exact solution of Eq. (22) can be found in the Laplace domain.
However, these are only useful for modeling constant flow rates.

Due to this fact, a number of discrete approximations have been pro-
posed in the literature. One approximation to the convection–diffusion
formulation (Eq. Eq. (22)) is conceived as a combination of the plug
flow with diffusion represented by discretization using a variable num-
ber (𝑁) of continuously stirred tanks (denoted as the PFST model). In
this model, the transit time for fluid flow through a pipe is determined
by the ratio of the pipe length (𝐿) to the mean fluid velocity (𝑣),
expressed as (𝜏 = 𝐿∕𝑣). This transit time (𝜏) can be divided between
transit through two components: the first component is associated with
the transport time delay (𝜏0), while the remaining time is dedicated
to the 𝑁 stirred tank elements (𝑁𝜏𝑁 = 𝜏 − 𝜏0) as illustrated in
Fig. 4. Skoglund et al. [37,56] demonstrated that 𝜏𝑁 can be calculated
by Eq. (24) with very good agreement with the convection–diffusion
model (Eq. (22)).

𝜏𝑁 =
√

2𝐿𝐷
𝑁𝑣3

= 𝜏
√

2
𝑁𝑃𝑒

(24)

Using Eq. (24), 𝜏𝑁 and 𝜏0 can be determined for a given number of
tanks, and as a result, the length (𝐿𝑁 ) and volume of each tank can be
calculated. There is some freedom to choose the number of tanks in the
discretization but beyond this range there is no benefit in increasing the
number of tanks. For practical purposes, a preferred number of tanks
can be estimated using a linear correlation, expressed as (𝑁 = 0.04𝑃𝑒−
5.34). The validity of this approximation has been demonstrated across
a range of Reynolds numbers and pipeline geometries, particularly in
situations involving heat transfer [42]. The PFST model is shown to be
able to accurately capture the dynamic short-timescale effects of fluid
flow in very good agreement with the experimental data as we have
elaborated elsewhere [42]. Coupling of this model with a finite volume
heat transfer model has also been demonstrated elsewhere [40].

2.4. Weighting factor derivation

Weighting factors series can be derived from analyses of the tran-
sient heat fluxes resulting from applying a step boundary condition
to each surface in turn. In this research, the weighting factors are
extracted from such responses calculated using a detailed numerical
model. Based on the design parameter of the district heating pipeline
system such as pipeline diameter and depth, insulation dimensions and
the total length of the buried pipeline, the geometry of the system has
been generated, meshed, and solved using the OpenFOAM finite volume
method (FVM) library [57]. The details of the FVM model including
mesh generation and discretization schemes used to solve the governing
equations are described and explained in the related thesis [18]. In
principle, using a numerical model to derive the weighting factors
allows heterogeneous thermal properties (e.g., different combinations
of ground materials near the pipe trench) to be accounted for.

Having calculated three sets of step response data in the form of
heat flux time series, as shown in Fig. 2, admittive and transmittive
weighting factor series (six sets in total) are determined for the desired
time step size using Eq. (9). More details of this process can be found
in studies by Wentzel [51] and Rees and Fan [48]. Example transmit-
tive and admittive weighting factor series for heat fluxes in a buried
one-pipe pipeline system are shown in Fig. 3.
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Fig. 3. An example of transmittive and admittive weighting factor series for a buried pipeline system.
Fig. 4. A diagram of the combined dynamic thermal network (DTN) method with the discretized heat transfer fluid flow model through a pipeline, i.e. the PFST model.
2.5. Combined DTN-PFST model

The aim has been to develop a model that represents the dynamic
thermal behavior of buried pipelines such as those in district heating,
considering the transient ground heat transfer over a wide range of
timescales as well as longitudinal transport phenomenon. The DTN
model allows representation of the ground heat transfer and the PFST
model represents the longitudinal transport of the fluid, including its
thermal capacity, to be represented. The DTN model is two-dimensional
in a vertical plane (pipe and trench cross-section) and the PFST model
is one-dimensional in the longitudinal direction. If the pipeline is
relatively short then the assumption that the ground/pipe interface
7

temperature is constant over this section is reasonable and it is possible
to couple the PFST model with one instance of the DTN model. How-
ever, for more realistic long pipelines, it is necessary to discretize the
system further and use multiple instances of the DTN model to capture
the variation in ground temperatures over the length of the pipeline.
Combining the two types of model in this way then results in a quasi-
three-dimensional representation. The configuration of the combined
DTN-PFST model is illustrated in Fig. 4.

Where the two models are combined and the DTN model is coupled
to a given ‘tank’ of the PFST model, Eq. (21) is solved where 𝑇𝑖𝑛 is
taken to be 𝑇𝑜𝑢𝑡 from the upstream tank and 𝑇𝑜𝑢𝑡 is the temperature of
the stirred tank in each case as indicated in Fig. 4.
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Fig. 5. A schematic of the experimental facilities and photographs of the buried pipe section and fluid circulation system.
In many situations, it would be sufficient to precalculate the DTN
weighting factors for a given pipe size and set of ground conditions and
use the same data for each instance of the coupled DTN model. How-
ever, there is flexibility in the way that weighting factors and ground
boundary conditions are applied along the length of the pipeline.
Hence variations in ground conditions (e.g. soil properties) and surface
conditions (e.g., changes between tarmac, concrete and grass-covered
surfaces) can be dealt with.

It should be noted that the PFST model is not noticeably sensitive
to the choice of the number of tanks. Therefore, changes in flow rate
within the practical ranges of interest do not result in a significant error
in the calculation of the pipeline outlet temperature [42].

2.6. The modeling process

In the DTN-PFST simulation process, prediction of heat transfer
rates and fluid temperatures is carried out for the given inlet tem-
perature and flow rate, as well as environmental conditions at each
time step for a given element. In this relatively computationally simple
process, the heat balance equations (Eq. (8)) are solved based on the
derived weighting factor series and the input data at each time step.

The application of the combined DTN-PFST model proposed in this
research consists of three main processes: step response flux calcu-
lations, weighting factors derivation, and model simulation process.
In general, since the step response flux calculation is required to be
analyzed only once for a given pipe cross-sectional geometry and set
of thermal properties, the heat flux series can be stored and used in
multiple simulations. The simulation steps of the combined DTN-PFST
model can be summarized as follows:

1. Determine the step response heat flux data for each pipe and
ground geometry and thermal properties.

2. Calculate the optimal number of elements based on the Pe num-
ber of fluid flow using the PFST model calculation and divide
the system in the axial direction accordingly.

3. Analysis of the step response data for each configuration to
calculate and store the weighting factor series.

4. At the start of each system simulation, read the weighting factor
files and initialize the temperatures for each section.
8

5. Calculate surface heat fluxes using time-varying boundary inlet
and environmental conditions for each section.

6. Update the weighted average temperature data series.
7. Calculate total heat transfer rates and outlet temperatures.

Steps 1–3 require the most computational effort but are
pre-calculated prior to the simulation and stored as necessary. Steps
4–7 are repeated over the simulation time step series. Since the heat
balance equations are simple algebraic expressions and the only other
requirement in the simulation stage is to update the temperature
histories, simulations with long time series data can be dealt with
very efficiently. The accuracy and computational cost of the proposed
model are further compared with that of a detailed 3D model and
experimental data in modeling the long buried pipelines in Section 4.

3. Experimental design

In this research, a scaled-down district heating system pipeline was
designed and built to validate the combined DTN-PFST model with
experimental data obtained under a range of controlled conditions. The
main experimental challenges are the implementation of step changes
to the thermal and fluid flow boundary conditions. The test apparatus
consists of two pressurized hydraulic circuits separated by solenoid
valves. One circuit represents the buried pipe section (right-hand cir-
cuit) and another represents a heat source (left-hand circuit). The
main components of the heat source circuit are shown schematically
and illustrated in Fig. 5. Two fast-response PT100 sensors (accuracy
1/10 DIN) are directly inserted into the buried pipe used to measure
the inlet and outlet temperatures of the test pipe section which is a
15.5 m buried pipe with the inner and outer diameters of 13.6 and
15 mm, respectively. The pipe is buried in the dry sand of known
thermal properties and with the sides and bottom insulated to limit
parasitic heat losses. The ambient temperature is measured with type 𝑇
thermocouples and laboratory conditions are continuously monitored.
All temperature sensors are calibrated using a calibration oil bath
and a reference RTD (Resistance Temperature Detector) so that the
uncertainty in the temperature measurements of the thermocouples
and pt-100 sensors has been estimated to be 0.167 K and 0.062 K,
respectively. A variable-speed pump and flowmeter are used to control
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Fig. 6. Measured and predicted outlet temperatures by the numerical models for the experiment (left) the step change to the buried pipe (right) the step change to the ground
surface.
the flow rate and vary this between experiments as required. The
experimental flow conditions need careful consideration as the fluid
flow conditions need to be turbulent and constant to represent the
constant convection coefficient conditions assumed in weighting factors
derivation. At the same time, the flow rate has to be limited to ensure a
total temperature difference large enough relative to the uncertainty in
the temperature measurements to derive the overall heat transfer rates.

The measurement of heat flux at the ground surface is carried
out through direct measurement of flux obtained using three self-
calibrating heat flux sensors (HFP01SC by Hukseflux). These self-
calibrating heat flux sensors have been placed on the top of the
sandboxes allowing for the accurate measurement of the dynamic
ground surface heat losses.

This experimental facility was also used for evaluating the short
time-scale dynamic behavior of the pipe alone (without using sand)
with a focus on the effects of the longitudinal dispersion of fluid flow
on shaping the temperature profile. Details of the operating conditions
and experimental results are presented elsewhere [42] and demonstrate
the validation of the PFST model used with insulated and noninsulated
pipes. Here, we focus on the validation of the DTN calculations of
ground heat transfer and the coupled model.

Imposing the step change in fluid temperature boundary conditions
is carried out by circulating water in the heat source circuit to be
preheated by the electric heaters, while the buried pipe section is
isolated and stabilized at ambient room temperature. When conditions
are stabilized, the step change in the inlet temperature is applied by
opening the solenoid valve between the two circuits such that the
hot water flows through the buried pipe at the set inlet temperature.
A closed-loop feedback controller is used to modulate heat input in
order to keep the inlet temperature constant. The inlet and outlet
temperatures of the buried pipe section are recorded at the given
time step during the experiments until the steady-state conditions are
approached: almost 42 h.

In addition to the step change to the pipeline, a step change to the
ground surface is applied. For that purpose, the sand and pipe section
is first preheated until the section reaches a uniform initial temperature
above the laboratory ambient temperature. This is accomplished by us-
ing the pipe as a heater but adding additional insulation (a combination
of flexible foam insulation fixed to rigid foam insulation) to the top of
the sand temporarily to enable isothermal conditions to be achieved. A
step change is then initiated by rapidly removing the upper insulation
and immediately exposing the upper surface to ambient conditions.
Rapidly removing the upper insulation allows the reversed step change
to start and data is recorded until steady conditions are approached.

4. Model validation

The validity of the combined DTN-PFST model has been evaluated
by making comparisons with experimental district heating pipeline
9

data over a range of time and spatial scales. The comparison between
the proposed model, the singular DTN model and the detailed three-
dimensional finite volume model has been also made to assess their
accuracy and relative computational costs. Experimental data have
been obtained from two district heating pipeline systems: (i) the lab-
scale district heating system (as described in Section 3) and, (ii) a
single pipe section in the Vilnius district heating system (detailed in
the Ref. [58]. Data from the latter system has been used in other val-
idation studies [17,59]) for evaluating the ability of proposed models
to reproduce district heating pipeline dynamic thermal responses.

4.1. Outlet temperature prediction: lab-scale DH pipeline

The evaluation of dynamic thermal responses of district heating
pipelines has firstly been conducted by performing a temperature step
change test using the lab-scale pipeline system described in Section 3.
The step changes are chosen to mimic the step response assumed in
deriving all DTN weighting factors, i.e. a step change in boundary
temperature (fluid or surrounding air in these cases) with the other
surface maintained at the initial temperature of the system. Having
prepared the system and making sure the buried pipe and surrounding
sand of the system is at a stable temperature (21.8 ◦C), the water was
pre-heated in the heat source circuit via the immersed heater and
controlled to reach a steady temperature of 38 ◦C. This fluid was then
introduced to the buried pipe section to initiate the step change and
subsequently, the inlet temperature and fluid flow rate were maintained
constant (38 ◦C, 0.246 m/s, Re = 4900 respectively) and the outlet
temperature and the ground surface heat fluxes were measured and
recorded until the system approached steady-state conditions (almost
42 h).

In order to gather the corresponding step response data at the
ground surface, a further experiment was performed. Application of
the step change in temperature at the ground surface was achieved
in an inverted sense with the ground boundary condition cooler than
the initial temperature (effectively a step from 0 to −1 rather than 0
to 1) with the fluxes being of the same magnitude but opposite sign.
This was achieved by elevating the buried pipe and sand above the
ambient laboratory temperature. This required the ground surface to
be temporarily insulated by adding further rigid sheet insulation as
described at the end of Section 3. Having pre-heated the sand and pipe
section (including the sand at the surface) to achieve a uniform initial
temperature of 38 ◦C the surface insulation was rapidly removed to
expose the surface to the cooler lab environment to initiate the step
change in conditions. The pipe boundary conditions were kept constant
at an inlet temperature of 38 ◦C and constant velocity of 0.273 m/s (Re
= 5450). The outlet temperature and the ground surface heat fluxes
were measured and recorded until the steady-state conditions were
approached.
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Fig. 7. Error between the measured outlet temperature and the predicted values by
the numerical models for the experiment imposing a step change to the buried pipe
temperature.

The variation in predicted outlet temperatures is compared with
measured values during both experiments in Fig. 6. The general trend
of the pipeline temperature predictions by the numerical models can be
seen to be in good agreement with the measurement data in both sets of
experimental conditions. The magnitude of the discrepancies between
the measured and predicted outlet temperatures by the numerical
models for the case of a step change to the pipeline are also shown:
Fig. 7. The difference between the outlet temperatures predicted by the
combined DTN-PFST model falls mostly within the range of the experi-
mental temperature measurement error, which is estimated to be 0.07 K
in magnitude. The data outside this range are at times corresponding to
the initial change in conditions where the heat controller action needs
to be at its greatest and control is less than ideal — the temperature
being very stable thereafter.

Fig. 8 shows a comparison between the ground surface heat transfer
rates predicted by the numerical models and the measured values when
a step change is applied to the pipeline inlet temperature. It can be
observed the difference between the predicted and measured ground
heat fluxes are generally small, and as time progresses, the differences
reduce further for all models, with final differences being less than 5%
in magnitude. Some particular fluctuations are apparent between 22
and 30 h which are due to the small variations in the lab conditions (A
maximum variation of 0.9 K in lab temperature was observed over the
whole data collection period). These fluctuations do not notably affect
the overall ground heat transfer, yet even these small fluctuations in lab
temperature can be seen reflected in the outcome of the DTN models,
due to the fact that DTN models are driven by time-varying boundary
conditions.

Table 1 presents the comparisons between the Root Mean Square
Error (RMSE) between the measured and predicted outlet tempera-
ture using the numerical models throughout the test period, that is,
42 h. The results demonstrate that the combined DTN-PFST model is
capable of predicting the outlet temperature with an acceptable level
of accuracy. The model predictions are of the same level of accuracy
as the detailed 3D model while being more than almost five orders
of magnitudes more computationally efficient. This level of accuracy,
along with computational efficiency, makes the model well suited to
represent district heating pipelines and related short-timescale dynamic
thermal effects. Further details of this validation exercise have been
10

published elsewhere [60].
Fig. 8. Measured and calculated ground surface heat transfer for the case of the step
change to the buried pipe.

Table 1
Comparison between the RMSE and calculation time required for the numerical
models.

Model RMSE (K) Calculation time

3D FVM 0.121 82.3 h
DTN model 0.078 4.6 s
Combined DTN-PFST model 0.076 6.7 s

4.2. Outlet temperature prediction: full-scale DH pipeline

The validity of the combined DTN-PFST model in modeling the
operational district heating pipeline under real operating conditions has
been evaluated using experimental data available from an operational
district heating pipeline in Vilnius [58]. Temperature measurements
were obtained from the thermistors at each end of a preinsulated pipe
section of length 470 m with a nominal diameter of 300 mm. The
flow velocity was 0.27 m/s corresponding to 𝑅𝑒 = 3 × 104 which is
at the lower end of the range expected in district heating systems
but representative of low demand conditions. In the experiment, a
heat pulse was introduced at the inlet of the system by raising the
temperature by approximately 5 K.

Fig. 9 illustrates the comparisons between the simulation results
of the proposed model and the measurement data. The differences
between the values of the outlet temperature compared to the inlet are
illustrative of the heat losses over the pipe. The delay between the ini-
tiation of the heat pulse and the response at the outlet is more than 3 h.
The general trend of the pipeline outlet temperature predicted by the
model can be seen to be in good agreement with the monitoring data
both in terms of temperature and time displacement. The maximum
temperature at the outlet is over-predicted by a maximum of 0.93 ◦C
which is a difference larger than the reported experimental uncertainty
of ±0.3K.

Validation studies using other modeling approaches have also re-
ported an over-prediction of the peak temperature in comparison with
this Vilnius experiment [58]. The results from the proposed model are
compared with the outlet temperatures predicted by two other models
in Fig. 10. These are a Finite Element Model [59] and an improved
plug flow model [17]. This comparison suggests that the proposed
model performs well relative to other models. Other authors of the
original study have suggested that at such relatively low velocities, the
results may be sensitive to convection conditions (correlations) [17]
and possibly stratification in the pipe affecting the measurements [61].
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Fig. 9. Predicted outlet temperature response using the combined DTN-PFST model
and monitoring data with the tolerance from the Vilnius district heating pipeline.

Fig. 10. Comparisons between the simulation results obtained from the combined
DTN-PFST model and two other numerical models [17,59] in predicting the outlet
temperature response of the Vilnius district heating pipeline.

It should be noted that in the two other numerical models, the dy-
namic heat transfer in the surrounding ground has not been considered,
and merely a steady-state thermal resistance has been used between the
fluid, pipeline, and the ground. This simplification does not appear to
have a major impact on the prediction of temperature in the Vilnius
district heating pipeline experiment, as the pipeline was insulated, and
therefore the heat transfer from the fluid flow to the ground was small
and changed negligibly during the monitoring period.

5. Modeling of pipeline heat storage

An objective in developing the model was to be able to evaluate
the dynamic storage of thermal energy when, for example, the temper-
atures of the heat source are temporarily elevated. To demonstrate the
ability of the proposed model in this regard, a relatively long buried
pipeline has been modeled using a similar geometry of the test rig, but
100 m long. The same cross-sectional geometry is used so that there is
correspondence with that used in model validation and derivation of
11
Fig. 11. Variations of the fluid temperature along the 100 m pipeline calculated by
the combined DTN-PFST model at four different times.

the weighing factors. The DTN-PFST model was accordingly developed
using weighting factors derived from step responses calculated by
the detailed 3D model (Finite Volume Method), but with additional
instances of the pipe elements and coupled DTN representation of the
ground (as illustrated in Fig. 4). In this case, turbulent fluid flow with
a velocity of 0.5 m/s (Re = 10,377) has been modeled with initial
thermal conditions of 20 ◦C. A step change of 30 K is applied to the
pipeline inlet temperature so that this is maintained at 50 ◦C for the
duration of the test i.e., 1000 s. As the fluid progresses through the
pipeline, the energy contained in the pipeline and transferred to the
ground increases. Variations in fluid temperature along with the buried
pipeline obtained from the combined DTN-PFST model and the 3D
model are shown in Fig. 11. It can be observed that the combined DTN-
PFST model is able to predict the variation of the fluid temperature
along the buried pipeline in very good agreement with the detailed
3D model. The DTN-PFST is furthermore more than five orders of
magnitude faster than the 3D numerical model.

The variations of the outlet temperature responses calculated by the
model at six locations along the pipeline are shown in Fig. 12. It can be
seen that for longer distances, the temperature responses become more
diffused such that the rate of increase of temperature is slower. This
reflects a combination of plug flow and longitudinal dispersion. The
fact that the temperatures approach lower values on longer timescales
(700 s in this case) also reflects heat loss along the pipe. Heat is
progressively stored along the pipe as cold fluid is flushed through.
Heat losses are present and increase as the warm fluid progresses along
the pipe. Thus, the value of combining both the DTN and PFST models
is demonstrated. This simulation illustrates that it is possible to use the
combined model to study questions of how much energy is stored in the
pipeline network and how much energy at a particular temperature can
be delivered to the end-users of the network at particular times.

Fig. 13 shows the variations of the cumulative energy stored in the
fluid in the pipeline with respect to the initial temperature over the
length of the pipeline. The corresponding energy stored in the pipeline
fluid is calculated from predicted fluid temperature variations at each
discrete section of the model. The cumulative energy stored along the
pipeline can be obtained from the sum of the change in energy stored
in each section (𝛴𝑀𝑖𝐶𝑝𝛥𝑇𝑖). The energy stored as fluid is transported
long the pipeline is shown at different times in Fig. 13.

It can be seen that with the increase in the distance from the inlet of
he pipeline, the energy storage of the pipeline increases: up to 1400 KJ
or the entire length of the pipeline after 250 s. Being able to calculate
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Fig. 12. Predicted temperature responses of the pipeline at six different distances
alculated by the combined DTN-PFST model.

Fig. 13. Variations of the energy stored at five times over the length of the buried
ipeline. The solid portions of the lines indicate the extent of progression of warm
luid at each time.

uch variations may be particularly important in studying the effects
f variations in source temperature on energy storage and the dynamic
ffect on return temperatures experienced at the heat source in real
ystems with much larger pipe sizes and lengths.

The energy stored does not increase linearly over time as ground
eat losses also increase as warm fluid progresses along the pipeline.
his effect would be relatively smaller in larger diameter pipes that
re well insulated. In applications other than high-temperature district
eating such as ambient temperature networks or geothermal heat
xchangers (uninsulated plastic pipes), the DTN element of the com-
ined model also brings the benefit of being able to calculate seasonal
ariations in ground thermal conditions and corresponding variations
n heat losses and ground energy storage.
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6. Conclusions

A novel buried pipe model has been introduced combining a dis-
cretized one-dimensional fluid flow model and the Dynamic Thermal
Network conduction heat transfer model denoted a DTN-PFST model.
The model is capable of predicting the dynamic thermal behavior of
buried pipeline systems under a range of operating conditions. This
combination enables the proposed model to take advantage of the
features of the DTN method to model transient ground conduction.
These advantages include the ability to efficiently represent complex
geometries and heterogeneous thermal properties such as those found
in pairs of heat network pipes and varieties of trench fill and surface
materials. It is also advantageous in being able to deal with a very
long time series input such as seasonal climate-driven loads and en-
vironmental conditions in a highly computationally efficient manner.
The second element of the model is a longitudinal fluid transport
model, called the combined plug flow N-continuously stirred tanks
(PFST model) which is used to capture short-term dynamic effects and
the heat capacity of the pipe fluid.

Validation of the proposed DTN-PFST model has been conducted
using experimental data from both lab-scale and full-scale district heat-
ing pipelines. The simulation results from a 3D conjugate heat transfer
model are also used to compare with the proposed models outcomes
in terms of the computational cost and accuracy. The results of these
validation studies have shown that the combined DTN-PFST model
is not only able to accurately simulate the dynamic behavior of the
buried pipeline system in very good agreement with the experimental
data, but also in a significantly more computationally efficient manner:
more than five orders of magnitude quicker. The ability of the model
to represent the temperature propagation through the pipeline along
with transient ground heat transfer conditions in a very computation-
ally efficient manner makes the model appealing for routine dynamic
thermal analysis and design tasks of current and future thermal energy
networks. The model is also well suited to study low-temperature
buried pipe systems such as water/wastewater pipelines, horizontal
ground heat exchangers and ground energy storage applications.
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