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Abstract. The immense volume of online information has made verifying claims' 

credibility more complex, increasing interest in automatic fact-checking models 

that classify evidence into binary or multi-class verdicts. However, there are few 

studies on predicting textual verdicts to explain claims' credibility. This field fo-

cuses on generating a textual verdict to explain a given claim based on a given 

news article. This paper presents our three-fold contribution to this field. Firstly, 

we collected the FactEx, an English dataset of facts with explanations from var-

ious fact-checking websites on different topics. Secondly, we employed seq2seq 

models and LLMs (namely T5, BERT2BERT, and BLOOM) to develop an au-

tomated fact-checking system. Lastly, we used ChatGPT to generate verdicts to 

check its performance and compared the results against other models. In addition, 

we explored the impact of dataset size on the model performance by conducting 

a series of experiments on seven different dataset sizes. The findings indicate that 

our fine-tuned T5-based model outperformed other generative LLMs and 

Seq2Seq Models with a ROUGE-1 score of about 26.75, making it the selected 

baseline for this task. Our study recommends examining the semantic similarity 

of the generative models for automatic fact-checking applications while also 

highlighting the importance of evaluating such models using additional tech-

niques, such as crowed-based tools, to ensure the accuracy and reliability of the 

generated verdicts. 

Keywords: FactEx Dataset , Automatic Fact-check, ChatGPT, Generative 

LLMs , NLP, Artificial Intelligence, Computer Science, Disinformation 

1 Introduction 

Fake news is a form of false information that can be intentionally spread through vari-

ous media sources, such as traditional media, social media, or news websites [1]. The 

purpose of fake news is often to manipulate public opinion or beliefs, typically for po-

litical or financial gain [2]–[4]. It can be spread by individuals, organizations, or even 

governments to discredit opponents or promote their interests [4]–[6]. The conse-

quences of fake news can be serious, creating confusion and mistrust, causing discord 

among different groups, and even inciting violence [7], [8]. Hence, it is essential to 

mailto:scssal@leeds.ac.uk
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remain vigilant and critical of the information we consume, particularly online, and 

fact-check sources to differentiate between real and fake news. 

This is where fact-checking websites play a crucial role in ensuring the information 

presented to the public is accurate and reliable. Fact-checking websites provide a plat-

form for individuals to verify the authenticity of news and information by checking 

sources and validating claims [9]. These websites not only help in maintaining the in-

tegrity of information but also in educating people about how to identify fake news and 

misinformation. With the rise of social media and the increasing spread of fake news, 

the need for fact-checking websites has become more necessary than ever before [10]. 

One of the most popular fact-checking organizations is PolitiFact.com. It offers a rating 

system that assesses the accuracy of factual claims, including True, Half True, False, 

and "Pants on Fire" [11]. Another valuable way of fact-checking involves investigators 

examining related data and documents to evaluate claims and then disseminate their 

verdicts to the public, such as Fullfact.org. 

However, manual fact-checking is tedious and too slow to keep up with the speed of 

online information. To address this, the journalism community can benefit from auto-

mating the fact-checking process using AI and NLP tools. This will help validate large 

amounts of new details that appear and spread quickly, motivating the need for auto-

mated fact-checking systems [10]. 

Although many systems have focused on binary or multi-class classification prob-

lems, such as predicting a binary verdict from text [10], [12], [13], this study investi-

gates the use of sequence-to-sequence (Seq2Seq) and large language models (LLMs) 

to predict a textual verdict that explains a given claim based on a given article.  

In our objective of generating explanations, we were initially motivated to explore 

one of the trending LLMs, such as ChatGPT, to see if it could justify a claim from the 

information provided in an article. As shown in Fig. 1, the generated verdict closely 

aligns with the human-written explanation on the trusted FullFact.org website. This 

shows the potential of such models to deliver reliable and comparable explanations, 

supporting our goal of advancing the field of explainable automatic fact-checking. 

 

Fig. 1. Example from FullFact.org and a generated verdict using ChatGPT. 
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The purpose of this paper is to present our three-fold contribution, which includes: 

 Collecting FactEx, a new English dataset for fact-checking explanations from trusted 

websites containing news articles, claims, and corresponding textual verdicts. 

 We secondly fine-tuned some LLMs and seq2seq models, namely T5, BLOOM, and 

BERT2BERT architecture, to develop an automatic explainable fact-checking sys-

tem and compare the results obtained from these models. The best-performing one 

is then subsequently published. To the best of our knowledge, we are the first to 

explore such effective architectures for this purpose. 

 Last but not least, we attempt to consider a sample of our dataset to evaluate 

ChatGPT's capabilities by generating verdicts. We compare the results with other 

models to measure performances using the ROUGE scores. 

The subsequent section includes a literature review of fake news detection and re-

lated work.  Section three describes the methodology, including dataset collection, pre-

processing, applying seq2seq models, and the evaluation method used.  The results and 

discussion of the conducted experiments are detailed in the fourth section.  Finally, we 

conclude this paper and suggest future work. 

2 Related work 

Many NLP studies commonly view claim verification as a text classification task by 

building models that analyze a claim under investigation along with its retrieved evi-

dence in order to reach a verdict regarding the claim. This verdict can typically be clas-

sified into different categories, such as support, contradict, or not enough information 

[14]–[19]. To implement classification tasks, various methods were used, including tra-

ditional machine learning algorithms, deep learning models, and Transformer-based 

models. These methods typically involve feature engineering and modeling steps, 

where text data is pre-processed, features are extracted, and a classification model is 

trained on labeled data [20], [21]. While in our study, we focus on seq2seq pre-trained 

models to provide an explanation rather than just a specific category.  

Since the presence of textual justifications from journalists to explain verdicts is 

scarce in most available datasets [10], the study [22] expanded the LIAR dataset [11] 

by incorporating human justifications extracted from fact-checking articles. Although 

these justifications were initially intended as additional information to support claim 

verification and improve both binary and multi-classification tasks, it was also used by 

[23] to generate summaries. They employ an extractive method to generate justification 

summaries using DistilBERT. In contrast, the paper [24] adopted a joint approach in-

volving both extractive and abstractive summarization. Additionally, they introduced 

the first dataset, which includes explanations crafted by journalists, fact-checking arti-

cles, and other news items related to public health claims [25]. Furthermore, [26] used 

the FEVER dataset [27] and a GPT-3-based system to generate summaries, resulting in 

a new dataset called e-FEVER consisting of 67,687 examples. On the other hand, this 

is the first study that investigates Seq2Seq models and compares them with generative 

large language models, such as ChatGPT, to generate claim verification explanations. 
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Table 1 summarizes these studies regarding the utilized datasets and employed meth-

ods. 

Table 1. Comparative of Related Studies: Datasets, Explanations (Ex), and Methodologies 

Study Size Topics Explained by Ex. Source Model 

[22] 12,836 Various Humans PolitiFact ML models 

[23] 12,836 Various Humans  PolitiFact DistilBERT 

[26] 67’687 Various Generated Generated GPT-3 

[25] 11,832 Health Humans Various BERT 

FactEx 12,150 Various Humans Various 
T5, BERT2BERT, 

BLOOM, and ChatGPT 

3 Methodology 

3.1 The FactEx Dataset 

In order to train Seq2Seq models to predict explanations for fact-checking verdicts, we 

needed a dataset that combines claims, articles, and corresponding judgments. There-

fore, we collected a new dataset named “FactEx”1 (Fact Explained). The dataset con-

tains 12,150 records from three trusted fact-checking websites, namely, FullFact.org, 

PolitiFact.com, and BBC.co.uk, spanned from 2016 and 2023. This ensures that our 

dataset contains the most recent and relevant information from various reliable sources 

on different topics, such as health, economy, politics, education, and more. Initially, we 

used Google's fact-checking tool API, a tool that allows us to search for fact-checks 

previously published by fact-checking organizations, which provides a structured 

JASN file, as shown in Fig. 2. This streamlines the dataset collection process by han-

dling JSON formatting. 

 

 

Fig. 2. The FactEx collection process using google API and NLP tools. 

                                                        
1 https://github.com/althabiti/FactEx 

https://github.com/althabiti/FactEx
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We also collected the full articles related to each claim to make our dataset more in-

formative by using the provided URLs with each claim, which yielded the following 

features to our dataset: 

 URL [string]: The URL associated with the article. 

 Title [string]: The title of the article. 

 Text [string]: the claim text. 

 TextualRating[string]: The verdict. 

 Article [string]: The text content of the article. 

 Article_HTML [string]: The text content of the article, including the HTML tags. 

 Additional features such as, claimDate, claimant, and reviewDate. 

The FactEx dataset becomes more diverse and reliable by including content from 

different trustworthy sources. This makes it a valuable resource for researchers and 

practitioners working on automated fact-checking systems. Fig. 3 provides an example 

from the FullFact.org website showcasing a claim, the related article, and a journalist's 

explanation of the verdict. While Fig. 4 presents a PolitiFact claim example and the 

relative website structure, which includes the title, article, and the verdict explanation, 

starting from the “Our ruling” section. 
 

 

 

Fig. 3. FullFact.org example Fig. 4. PlitiFact.com example 

While retrieving the data, we encountered a challenge related to the inconsistent struc-

ture of the web pages. More specifically, the PolitiFact website has different styles that 

exhibit variations in the HTML tags and classes used to present articles and verdicts. 

This presented a significant obstacle in accurately extracting the desired content. To 

overcome this challenge, we adopted a two-step approach. Initially, we employed the 

BeautifulSoup library to scrape the entire web page, encompassing all HTML tags and 

content. Subsequently, we utilized NLP tools to selectively extract the relevant infor-

mation, such as articles and verdicts, while filtering out irrelevant elements. This pro-

cess allowed us to facilitate the impact of varying webpage structures and ensured the 

inclusion of all necessary information for our dataset. Furthermore, we included the 
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URLs and HTML files in the dataset, enabling future enhancements as we aim to con-

tribute to advancing research in the field of automated fact-checking. In addition, we 

excluded instances where the web pages contained lengthy explanations without ex-

plicitly mentioning the verdicts. 

3.2 Preprocessing and Methods 

In this study, we initially experimented with 900 claims samples from the collected 

FactEx dataset. We first split our dataset into three sets. Training: to train the model 

parameters; validation: for tuning hyperparameters; and testing: to check the perfor-

mance of the tuned model. The sizes of the split data are 600, 150, and 150, respectively. 

Additional texts were prepended to each sample to help the selected models distinguish 

the contextual cues and establish a clear pattern for all samples. For example, “claim:“ 
was prepended before each claim and “article:“  before each new article. Secondly, a 

common practice when applying transformer models is to tokenize inputs and outputs. 

In this case, the article and a claim are the input, and the verdict is the target source we 

aim to predict. 

It is generally challenging to train transformer-based models from scratch, requiring 

extensive datasets and high GPU memory. Therefore, to conduct the study, we decided 

to investigate four different models including T5, BERT2BERT, Bloom, and ChatGPT. 

T5 (Text-To-Text Transfer Transformer) is a transformer-based language model 

developed by Google AI Language [28]. It is pre-trained on various natural language 

tasks using a text-to-text format, where the input and output are both text strings. As a 

result, T5 has achieved state-of-the-art results on various natural language processing 

tasks such as question answering, text summarization, and language translation [28]. 

We fine-tuned the T5-base model with learning rates of 4e-5 and 3 epochs.  

BERT (Bidirectional Encoder Representations from Transformers) is a powerful 

pre-trained encoder model that can be used to create a fix-sized representation of the 

text [29]. To use the model as a decoder, we followed the steps in a demonstrated ar-

chitecture [30] that uses BERT to create an encoder-decoder architecture 

(BERT2BERT) for seq2seq models. We then fine-tuned the presented architecture on 

the 900 samples dataset using the default hyperparameters.  

BLOOM is another open-source alternative for text generation. It is a recently re-

leased transformer-based large language model with about 176 billion parameters. We 

evaluated its performance on the 900 samples and compared it with the Seq2Seq mod-

els. Fig. 5 illustrates the process structure of our experiments. 

GPT-3 (Generative Pre-trained Transformer 3) is a state-of-the-art language model 

developed by OpenAI [31]. It is a transformer-based language model that is trained on 

a massive corpus of diverse natural language data to generate human-like text.  

ChatGPT is a fine-tuned model using reinforcement learning based on GPT-3 ar-

chitecture [32]. It has a broad range of language capabilities, including language trans-

lation, question answering, text completion, and text summarization. OpenAI provides 

a full guide on how to fine-tune their models. Using their API, we integrated the "text-

davinci-003" model and set the parameter “temperature” equal to 7 to increase the ran-
domness of the generated texts [33], as we aim to predict an explanation rather than just 



7 

a unique answer. Generative models, such as GPT3-based models can be effectively 

employed with minimal modifications, with or without fine-tuning as demonstrated by 

[26]. Therefore, we tested ChatGPT to see if it could provide a sound explanation when 

providing both the articles along with the claim on 180 samples with few-shot learning.   

 

 

Fig. 5. Methodology architecture 

To fine-tune the model, two main things should be provided: prompt and completion. 

Within each prompt P, we instructed the model to follow the steps that should be con-

sidered for the generation, along with claims C and articles A and provided the verdicts 

V to be the completion appended with an ending tag. After training 20 samples, we 

tested the fine-tuned ChatGPT model on 160 samples to generate explanations by 

providing prompts, as the explained pseudocode in Algorithm 1, including the instruc-

tion I, claims, and articles only. 

 
Algorithm 1: Prompt used to instruct the fine-tuned generative model 
 Input: Ci, Ai    where i ∈ FactEx  
 Output: Vi 

 

1 I ← “Given a text article starting from ‘text_article:’ and a claim starting from ‘claim:’, 
suggest a verdict based on possible evidence retrieved from the article.” 

2 for i = 1 to n 

3  Mi ← [{"role": "system”, “content": "You are an automatic Fact Checker acting 
like a journalist " + I + Ai + Ci }] 

4  Pi ← ({"role": "assistant", "content": Mi}) 
5  Vi ← getCompletion(Pi) 
6 end for 
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3.3 Evaluation 

The two widely used text generation tasks are machine translation and text summariza-

tion, evaluated by BLEU and ROUGE scores, respectively. BLEU (Bilingual Evalua-

tion Understudy) is mainly used for evaluating machine translation systems. It calcu-

lates how well the generated translation aligns with one or more reference translations 

[34]. In contrast, ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is a 

more general metric for evaluating various NLP tasks, such as text summarization [35].  

In our task, the verdict generation is comparable to text summarization as it aims to 

convey the article's essence to the reader; hence we will evaluate our results using the 

ROUGE score [35], [36]. 

4 Results and Discussion 

4.1 LLMs and Seq2Seq Results Comparison 

As we initially split the dataset to train and validate, we tested them on the fine-tuned 

models. The results of the predicted verdicts are evaluated using ROUGE-1, ROUGE-

2, ROUGE-L, and ROUGE-Lsum scores. ROUGE-1 is the overlapping of unigram or 

each word between the human verdicts and the predicted explanations, ROUGE-2 is 

the overlapping of bigrams, and ROUGE-L and ROUGE-Lsum are calculating the 

longest common subsequent to capture sentence structure. While the ROUGE-L is com-

puted as the average of individual sentences, the ROUGE-Lsum is calculated over the 

whole predicted text [35].  

One of the objectives of this paper is to test a sample of claims and articles to gen-

erate verdicts using ChatGPT to compare its performance with journalists’ verdicts and 

other Seq2Seq methods. Table 2 indicates that the fine-tuned T5 model outperformed 

other models when evaluating using the ROUGE score. 

Table 2. Testing results using ROUGE metrics. 

Used Model rouge1 rouge2 rougeL rougeLsum 

Our T5-based model 26.75 10.45 21.95 23.43 

BERT2BERT 18.89 04.07 14.18 14.22 

Bloom 03.54 01.84 02.84 03.24 

ChatGPT 10.87 01.67 08.57 08.65 

4.2 Model's Performance vs Dataset Size 

To explore the impact of dataset size on the model performance, we specifically focused 

on investigating the T5-small. We conducted a series of experiments on different da-

taset sizes, ranging from 900 to 1500 samples. We fine-tuned using approximately four-

sixths of the dataset for training, one-sixth for validation, and the remaining for testing 
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in each case and calculated ROUGE metrics. Upon analysis, we observed that the re-

sults exhibited a slight fluctuated increase with no significant difference among the da-

taset sizes tested. ROUGE-1 scores, for instance, range from approximately 23.4 to 

25.3, as shown in Fig. 6. Given this, increasing the dataset size does not consistently 

lead to a considerable improvement in the model's performance. Therefore, we decided 

to use our trained T5-based model, presented in Table 2 as a baseline model for the task 

of automatic textual fact-checking explanations. Our model can be found on the Hug-

gingFace.co repository2.  

 

 

Fig. 6. The impact of dataset size on the model performance. 

Table 3 presents two examples, each featuring a verdict and its source. In the first ex-

ample, FullFact determined that the claim was true, and our model successfully classi-

fied the overall truthfulness of the claim, unlike the BERT2BERT model, which dis-

credited the claim's credibility from the beginning. On the other hand, the second ex-

ample compares a FullFact judgment with a verdict generated by ChatGPT. Although 

the claim is accurate for part of the claim, as the FullFact deemed, the generated text 

explained that by stating "Partly true", some of the chosen words align with those of 

the FullFact. 

Despite the low scores, these instances showed promising outcomes. As seen in Ta-

ble 3, T5 generates exact word matches, such as "correct" and "Switzerland", whereas 

the others generate meanings that may be more or less related but not the exact words. 

Since the ROUGE metrics are based on the same exact word matches and compute the 

overlap of n-grams (consecutive words of length n), it led to a significant difference 

between the results. Therefore, the meaning of the entire sentence must be considered 

in future evaluations. 

                                                        
2 https://huggingface.co/althabiti/VerdictGen_t5-based  

https://huggingface.co/althabiti/VerdictGen_t5-based
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Table 3. Two examples of human verdicts compared with generated verdicts. 

Source Verdict 

FullFact3 That’s correct. Switzerland has some access to the EU’s single market. It pays 

financially for this and takes on certain EU laws 

Our T5-

based model 

It is correct. The EU imported a 20,000 of goods and services per person from 

Switzerland 

BERT2BERT It is not true, but it does not necessarily mean it would have to be used to 

contradict the uk. but it does not mean it can be used as a currency, …  
FullFact4 This claim does not factor in people who identified as white but not white 

British, and so is not true for either London or Manchester. It is accurate for 

Birmingham, where 48.6% identified as white. 

GPT-3 based 

model 

Verdict: Partly true: Minority group identified surveyed based across empty 

ethnic general become more usual England constituent cities nation. 

5 Conclusion and Future Work 

As online information increases continuously, it has become increasingly challenging 

for individuals to verify the truthfulness of claims they encounter. To address this prob-

lem, there is a growing interest in developing automatic fact-checking models that can 

analyze textual evidence and classify them into binary verdicts about the veracity of 

claims, for example, "True or False". However, fewer studies explored the problem of 

predicting textual explanations of claim credibility. 

This paper has three main contributions, as we aim to develop an explainable auto-

matic fact-checking model to assess the truthfulness of claims based on supporting ar-

ticles. To achieve this goal, we first created the FactEx, a new dataset containing 12,150 

samples on different topics from three trusted fact-checking websites. Each sample has 

various features, including a claim and a verdict (an explanation) paired with a corre-

sponding article to serve as evidence for our model. 

We then applied a seq2seq architecture to generate explanations for each claim by 

fine-tuning our models to achieve better performance. In the process, we conducted a 

comparison of different generative LLMS and seq2seq models, namely, T5, 

BERT2BERT, BLOOM, and ChatGPT, by evaluating their ROUGE scores. Based on 

our findings, we observed that the fine-tuned T5-based model outperforms other mod-

els with about 26.75 ROUGE1 score and made it publicly available for future use as a 

baseline model for this task. On the other hand, the discussion recommends investigat-

ing the semantic similarities rather than just the syntactic for the generative models, 

such as ChatGPT, which have strong potential for use in automatic fact-checking ap-

plications. We also concluded that increasing the dataset size does not always lead to a 

considerable improvement in the model's performance, as we utilized the T5-small 

model across seven different dataset size attempts. 

                                                        
3 https://fullfact.org/europe/vote-leave-facts-leaflet-exports/  

4 https://fullfact.org/immigration/nigel-farage-census-london-manchester/  

https://fullfact.org/europe/vote-leave-facts-leaflet-exports/
https://fullfact.org/immigration/nigel-farage-census-london-manchester/
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While there is still much room for improvement in model robustness and evaluation 

technique, the results of this study provide a strong foundation for future research in 

this area. We also aim to extend this methodology to other languages, such as Arabic, 

since there are fewer fact-checking websites. In terms of evaluation, conducting a com-

prehensive human assessment to evaluate the extent to which ROUGE scores align with 

semantic similarity would be valuable. This could involve engaging experts in the field 

of misinformation, including journalists, social scientists, and politicians, to provide a 

more nuanced understanding of the quality of our model's explanations. As our main 

focus is on the automation parts of the task, joint efforts in this direction could signifi-

cantly contribute to a deeper understanding of the relationship between automated met-

rics like ROUGE and human judgment, including assessing its accuracy and coherence. 

Furthermore, we aim to create a crowdsourcing tool for users to get a larger pool of 

evaluators to determine the generated verdicts and provide feedback. 
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