
This is a repository copy of Development of children’s number line estimation in primary 
school: regional and curricular influences.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/206205/

Version: Published Version

Article:

Xu, C. orcid.org/0000-0002-6702-3958, Di Lonardo Burr, S., LeFevre, J.-A. et al. (8 more 
authors) (2023) Development of children’s number line estimation in primary school: 
regional and curricular influences. Cognitive Development, 67. 101355. ISSN 0885-2014 

https://doi.org/10.1016/j.cogdev.2023.101355

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence 
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the 
authors for the original work. More information and the full terms of the licence here: 
https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



Cognitive Development 67 (2023) 101355

Available online 20 June 2023
0885-2014/© 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

Development of children’s number line estimation in primary 
school: Regional and curricular influences 
Chang Xu a,b,*, Sabrina Di Lonardo Burr c, Jo-Anne LeFevre b,d, 
Sheri-Lynn Skwarchuk e, Helena P. Osana f, Erin A. Maloney g, Judith Wylie a, 
Victoria Simms h, María Inés Susperreguy i, j, Heather Douglas d, Anne Lafay k 

a School of Psychology, Queen’s University Belfast, UK 
b Department of Psychology, Carleton University, Canada 
c Department of Psychology, University of British Columbia, Canada 
d Department of Cognitive Science, Carleton University, Canada 
e Faculty of Education, University of Winnipeg, Canada 
f Department of Education, Concordia University, Canada 
g School of Psychology, University of Ottawa, Canada 
h School of Psychology, Ulster University, UK 
i Faculty of Education, Pontificia Universidad Católica de Chile, Chile 
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A B S T R A C T   

Is the development of number line estimation (NLE) similar across regions? Data from Canada 
(Quebec, n = 67, Mage = 7.9 years; Manitoba, n = 177, Mage = 7.8 years), Chile (n = 81, Mage =
7.9 years), and Northern Ireland (n = 171, Mage = 7.3 years) were analyzed. Twice, approxi-
mately one year apart, students completed a 0–1000 NLE task and other mathematical tasks. 
Using latent profile analysis, students’ estimates were classified as belonging to either a uniform or 
variable profile. At Time 1, estimation accuracy differed across regions, but at Time 2, patterns of 
performance were similar. Regional variations in improvements were related to curricular de-
mands. Moreover, mini meta-analyses of the associations between NLE and other mathematical 
tasks revealed medium effect sizes. Overall, the NLE task can provide insights into concurrent and 
longitudinal mathematics achievement, but educational experiences should be considered when 
comparing performance across regions.   

Differences in mathematics competence across countries and regions are often indexed with performance on international math-
ematics assessments (Mullis et al., 2020). However, these assessments only provide information about group-level differences at a 
single time point. Moreover, longitudinal research provides information about the development of students’ mathematical skill but not 
all tasks are suitable for students at similar educational stages in different countries because of variations in curriculum expectations 
and spoken languages. Accordingly, comparing mathematical development over time across countries and educational systems is 
challenging. To overcome some of these challenges, we recruited students from four regions (three countries), with variability in their 
years of educational experience, language of instruction, and curricula, and asked them to complete an identical number line 
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estimation task. Both across and within regions, we assessed several factors known to relate to number line performance and devel-
opment, such as age, gender, and socioeconomic status. Our goal was to determine whether the number line task provides useful 
information about the development of mathematical skills despite levels of diversity that are inevitable in cross-cultural comparisons. 

Why focus on number line performance? Performance on the number line estimation task captures important aspects of students’ 

number-system knowledge, such as children’s familiarity with numbers, understanding of numerical magnitude and proportional 
reasoning skills (Barth & Paladino, 2011; Gunderson et al., 2012; LeFevre et al., 2013; Muldoon et al., 2013; Slusser & Barth, 2017), 
and is strongly associated with current and future mathematics achievement (Nuraydin et al., 2023; Schneider et al., 2018; Siegler & 
Braithwaite, 2017). In a meta-analysis of over 10,000 participants, Schneider et al. (2018) reported an average correlation of |r| = .44 
between mathematical competence and number line performance. The correlation was stable across different scoring methods, 
different measures of mathematical competence, and different versions of the number line task. This stability suggests that the number 
line task is a good candidate for comparing mathematical development among students who vary with respect to factors that are 
difficult to equate across groups, such as educational experience, language, and cultural factors. 

1. Potential factors to consider in cross-cultural number line estimation research 

1.1. Age-related differences in number line estimation 

There are many variations of the number line estimation task. However, most researchers have used the classic number-to-position 
version where students estimate the location of a target number on a horizontal line (Siegler & Opfer, 2003). The line typically has a 
base-10 scale, with “0” on the left end and “10,” “100,” or “1000” on the right end. Age-relevant ranges for the number line include 
0–10 for preschoolers (Whyte & Bull, 2008; Xu & LeFevre, 2016; Xu, Di Lonardo Burr et al., 2021); 0–100 (Ashcraft & Moore, 2012; 
Bouwmeester & Verkoeijen, 2012; Dietrich et al., 2016; Geary et al., 2008) and 0–1000 for elementary school students (Ashcraft & 
Moore, 2012; Gunderson et al., 2012; Laski & Yu, 2014; LeFevre et al., 2013; Siegler & Opfer, 2003; Slusser et al., 2013); and 0–10,000 
for middle school (Booth & Newton, 2012), secondary school (Jung et al., 2020), and postsecondary students (Di Lonardo et al., 2020). 
Children’s estimates become more precise as they master number knowledge in the appropriate range (Friso-van den Bos et al., 2015; 
Gunderson et al., 2012; LeFevre et al., 2013; Muldoon et al., 2013; Praet & Desoete, 2014; Xu, Di Lonardo Burr et al., 2021). 

Beyond knowing that children’s estimates improve with age, it is important to know how they improve. Improvements may reflect a 
shift in children’s mental representation of magnitude from logarithmic to linear (Booth & Siegler, 2006; Siegler & Booth, 2004; Siegler 
& Opfer, 2003) or the selection of more effective strategies, such as the use of appropriate reference points (Barth & Paladino, 2011; 
Huber et al., 2014; Link et al., 2014; Peeters et al., 2016; Slusser & Barth, 2017). Sometimes trials are averaged such that participants 
have a single accuracy score associated with their performance, but because accuracy can vary within participants and across trials, 
analyses that consider individual trial performance can provide further insights into patterns of estimation. 

One approach to investigate patterns of estimation is to use latent profile analysis. Latent profile analysis, which is a type of latent 
variable analysis, is based on the assumption that within a dataset there is a mixture of observations from several mutually exclusive 
profiles (Lanza & Cooper, 2016). In the case of number line estimation, our mixture of observations is from the various patterns of 
estimation exhibited by each student. The analysis allows for the identification of groups of students that show similar performance, or 
patterns, on the latent variables (Oberski, 2016) In contrast to explanations of performance that are based on a logarithmic-to-linear 
shift model of development, latent variable analysis allows researchers to investigate how students transition from one profile of 
estimation to another, even when those profiles do not fit linear and logarithmic functions. Latent variable analysis has been used in 
previous developmental number line research to group participants by the patterns of performance on the number line task and 
observe changes in these patterns over time, without needing to commit to a particular theoretical perspective before data are analyzed 
(e.g., Bouwmeester & Verkoeijen, 2012; Xu, 2019; Xu, Di Lonardo Burr et al., 2021). In the present study, we used both this 
person-centered approach and more typical variable-centered analyses because the two approaches complement each other. 

1.2. Educational experiences, language, and number line performance 

Educational experiences, such as the age at which children begin compulsory schooling, resources available in schools, and the 
curriculum (i.e., play-based versus academically-oriented kindergarten programs) vary across and within countries. Family socio-
economic status (SES) is also related to educational experiences (i.e., public versus private schools). Such factors are related to 
children’s number line skills (Ramani & Siegler, 2008; Tikhomirova et al., 2022; Xu, Di Lonardo Burr et al., 2021; Xu et al., 2013). 

Torbeyns et al. (2015) compared fraction number line performance for middle-school students (i.e., Grades 6 and 8) in three 
countries: Belgium (Mage = 11.2 years and 13.3 years), the U.S. (Mage = 11.4 years and 13.2 years), and China (Mage = 12.3 years and 
14.3 years). Chinese and Belgian students were more accurate than U.S. students on a 0–1 fraction number line. On a 0–5 fraction 
number line, Chinese students were more accurate than Belgian students, who were more accurate than U.S. students. However, 
correlations between number line performance and arithmetic skills were significant in all three countries (|rs| ranging from to.23 for 
Grade 8 Chinese students to.44 for Grade 6 Belgian students). The overall differences in accuracy of number line estimation for stu-
dents in these three countries were attributed to differences in educational experiences (i.e., mathematics curricula, teaching training, 
beliefs about mathematics, and time spent on mathematics), whereas the similar correlations between number line and arithmetic 
skills were used to support the theory that fraction and whole number knowledge are integrated in development across countries 
(Torbeyns et al., 2015; Siegler et al., 2011). 

Language of instruction is often confounded with educational experience and thus needs to be considered in studies of number line 
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performance. To separate these influences, Laski and Yu (2014) examined whether knowing Chinese, a language with systematic 
number word construction, would support students’ learning of number line estimation. Students in kindergarten and Grade 2 from 
two countries – Chinese students in China (Mage = 6.1 and 7.9 years) and Chinese-American students attending a bilingual 
Chinese-English public school in the U.S. (Mage = 6.0 and 8.1 years) – completed 0–100 and 0–1000 number line tasks and two-digit, 
two-addend addition problems. In kindergarten, the Chinese students performed better than the Chinese-American students on both 
number line and complex addition tasks. In Grade 2, the differences between the groups increased. Overall, Chinese-American and 
Chinese students were approximately one and two years more advanced, respectively, than non-Chinese-American students in other 
similar studies (Laski & Yu, 2014). Laski and Yu concluded that language may support students’ acquisition of mathematical skills, but 
because the Chinese-American students were less advanced than the Chinese students, educational experiences are likely also 
important. 

Xu and LeFevre (2018) compared the number line performance of 94 3- to 5-year-old Canadian-born children, half of whose parents 
had immigrated from China and spoke Chinese. Despite equivalent educational experiences, the Chinese-Canadian children performed 
better on a range of numeracy measures (e.g., verbal counting, number identification, numeration, and nonsymbolic exact arithmetic) 
and were better able to effectively use the midpoint on a 0–10 number line. Similarly, Siegler and Mu (2008) found that 29 Chinese 
students in kindergarten (Mage = 5.7 years) performed more accurately on a 0–100 number line than 24 American students (Mage = 5.6 
years). However, Chinese students outperformed American students on an addition task as well, suggesting that cross-country dif-
ferences might simply reflect overall mathematical competence that is closely tied to students’ educational experiences. These early 
differences in numeracy skills may reflect not only language differences, but also cultural differences about the importance of early 
mathematical competence. 

In another approach to comparing language effects on number line performance, Helmreich et al. (2011) compared the perfor-
mance of German- (Mage = 7.3 years) and Italian-speaking (Mage = 6.9 years) Grade 1 students on a 0–100 number line. The German 
language uses inversion in two-digit numbers (e.g., four-and-twenty) whereas the Italian language does not (e.g., twenty-four). They 
found that the German-speaking students made less accurate estimates than Italian-speaking students, especially for numbers where an 
inversion error would lead to a large estimation error (e.g., placing 82 at 28) compared to numbers where an inversion error would 
have less impact (e.g., placing 54 at 45). These findings indicate that number line performance may vary with specific language 
features. 

1.3. Gender differences in number line performance 

Findings surrounding gender differences in mathematics achievement have been mixed. For example, some studies find no gender 
differences in semantic number magnitude processing tasks, such as the number line estimation task (Bakker et al., 2019; Rosselli et al., 
2009; Zhang et al., 2020). In contrast, other researchers have found gender differences on the number line task, with boys more 
accurately placing target numbers than girls (Bull et al., 2013; Gunderson et al., 2012; Reinert et al., 2017; Rivers et al., 2021; 
Thompson & Opfer, 2008; Tian et al., 2022). In a recent study investigating gender differences in children’s basic numerical skills, 
Hutchison et al. (2019) find that although gender differences are the exception, not the rule, number line estimation tasks were the 
only basic numerical task in which boys showed an advantage over girls. 

One explanation for this advantage is related to spatial processing. Gender differences favouring boys have been consistently found 
in spatial processing (e.g., Halpern et al., 2007; Levine et al., 2016; Voyer et al., 1995). For example, Tian et al. (2022) found that for 

Table 1 
Demographic Factors and Educational Experience by Region.   

Chile Quebec Manitoba Northern Ireland 
N at T1 / T2 87 / 77 81 / 49 182 / 207 180 / 175 
Age range (years:months) 6:10–10:5 7:2–10:10 7:2–10:10 6:9–9:1 
Mage at T1 / T2 7:11 / 9:0 7:11 / 8:11 7:10 / 8:10 7:4 / 8:5 
% Boys at T1 / T2 54 / 52 43 / 35 44 / 43 43 / 44 
Testing Month at T1 / T2a 8 / 8 7 / 7 9 / 9 8 / 7 
Years of Preschool/Kindergarten 2 1 1 1 
Years of Formal School at T1 2 2 2 2 
School SESb,c 60% Low 

40% High 
70% Low 
30% High 

Working to 
Middle class 

Working to 
Middle Class 

First/Home Language 100% Spanish 62% French 90% English 93% English 
Language of Mathematics Instruction 100% Spanish 100% French 38% English 

62% French (Immersion) 
55% English 
45% Irish (Immersion) 

Curricular Expectations at T1 Numbers to 100d Numbers to 1000 Numbers to 100 Numbers to 100  
a Testing month is the median number of months between the start of the school year and when testing took place. The school year starts in 

September and ends in June in Canada and Northern Ireland; the school year starts in March and ends in December in Chile. 
b For Quebec, schools were categorized based on a socio-economic background index (Indices de défavorisation). For Chile, schools were cate-

gorized based on a vulnerability index for schools (Ińdice de Vulnerabilidad Escolar, IVE, Agencia de Calidad de la Educación (2015). 
c In Quebec, Manitoba, and Northern Ireland, all students were in public government-funded schools. In Chile, low-SES students were in 

government-subsidized schools and high-SES students were in unsubsidized schools. 
d Count to 1000, but all other number knowledge to 100. 
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students from kindergarten through Grade 4, gender differences were mediated by students’ spatial skills (i.e., proportional reasoning 
and mental rotation). Tian et al. speculated that the advantage in number line estimation for boys may reflect a more accurate mental 
representation of numbers or the use of different strategies. In a meta-analysis, Rivers et al. (2021) reported that, after controlling for 
estimation accuracy, boys were more confident in their trial-by-trial judgements on the number line task than girls. They speculated 
that girls’ lower confidence may be related to their lower self-efficacy in either their perceived math abilities or spatial abilities, or 
both. Finally, beyond number line estimation, culture may influence gender differences in mathematics, such that the gender gap may 
be greater in nations with greater gender inequality (Guiso et al., 2008; Hyde & Mertz, 2009). Together, these studies underscore the 
importance of considering gender in cross-cultural number line estimation research. 

In summary, various factors should be considered in comparisons of number line performance across diverse groups. The number 
line task may be a useful index of mathematical skill, but more work is needed to understand how factors such as age, educational 
experience, language, and gender are linked to differences in number line performance. 

2. The present study 

To understand how the factors discussed above are linked to differences in number line performance, we examined and compared 
patterns of development on the number line task over the course of one year for students from four regions in three countries: the 
provinces of Quebec and Manitoba in Canada, Chile, and Northern Ireland. These regions were selected because they allowed us to 
examine differences in age, gender, educational experiences, and language of instruction within and across regions (see Table 1 for 
details). Notably, these four regions are not the only geographic regions in the world that could provide insights into how various 
factors may differ within and across cultures. However, because these regions differ in language of instruction, curriculum expecta-
tions, and age at which students begin formal schooling, they provide a useful starting point for considering cross-cultural differences 
in number line estimation. All students completed the same 0–1000 number line task at two time points approximately one year apart. 
Additionally, students completed a variety of other numeracy and mathematics tasks (i.e., number comparison, number transcoding, 
mathematics word-problem solving, and arithmetic fluency) that are correlated with number line performance (Helmreich et al., 2011; 
Schneider et al., 2018). 

2.1. Research question 1: Are the patterns of development of number line estimation similar across regions? 

We expected students from all four regions to show improvements in their estimation skills from Time 1 to Time 2 (i.e., after one 
year). To test for quantitative differences (i.e., mean percentage absolute error; PAE) and qualitative differences (i.e., patterns of 
estimates) in performance across regions and over time, we used ANOVA and latent profile analysis, respectively. Based on previous 
work by Xu (2019) with primary school students and based on the curriculum for these students (i.e., most students were still learning 
the numbers to 1000), we expected that two profiles would emerge: (a) a uniform profile, where students would have low PAE across 
the targets, and (b) a variable profile, where students would have higher PAEs for smaller target numbers. 

Within each region, we also explored the demographic variables (age in months, gender, socioeconomic status, and whether 
students were enrolled in immersion programs) and mathematical skills (number comparison, transcoding, arithmetic fluency, and 
word-problem solving) that differentiated students in the two profiles. Moreover, we explored which of these variables were related to 
students transitioning from, or remaining within, the variable profile. Based on the literature, we expected that older students, boys, 
students who attended high-SES schools, and students with stronger mathematical skills would be more likely to be in the uniform 
profile or to be transitioning from the variable to uniform profile. We did not expect profile differences based on immersion status (Xu, 
Di Lonardo Burr et al., 2022). 

2.2. Research question 2: Are the relations among number line estimation and performance on other mathematical tasks similar across 
regions? 

In a meta-analysis, Schneider et al. (2018) reported a medium effect size for the correlation between number line estimation and 
mathematical competence (cf. Ellis et al., 2021). In the present study, we conducted several mini meta-analyses (Goh et al., 2016) using 
data from the four regions to examine the relations between number line estimation and various mathematical skills. Moreover, we 
examined whether some tasks were more strongly related to number line performance than others and compared the strength of 
correlations across regions. Based on Schneider et al.’s findings, we expected medium effect sizes and similar patterns of relations 
between number line and mathematical performance in all regions. 

3. Method 

3.1. Participants 

Following ethics approval,1 school principals were contacted. On approval of the principals, letters were sent home to parents, 

1 Ethics approval was obtained from the Institutional Ethics Review Committees at the Pontificia Universidad Católica de Chile, Concordia 
University, the University of Winnipeg, and Queen’s University Belfast. 

C. Xu et al.                                                                                                                                                                                                              



Cognitive Development 67 (2023) 101355

5

inviting students to participate. Interested parents provided informed consent for their child to participate and students provided oral 
assent prior to each testing session. At Time 1, a total of 496 students participated (Mage = 7.8 years, SD = 5 months, 45% boys). 
Students were tested again approximately one year later at Time 2 (Mage = 8.8 years, SD = 6 months, 44% boys). Two one-way 
ANOVAs were conducted to determine if there were age differences across the four regions at Time 1 and Time 2. There was an ef-
fect of age at Time 1, F(3, 511) = 98.41, p < .001, and Time 2, F(3, 532) = 75.52, p < .001. At both time points, children from Northern 
Ireland were significantly younger than children from the other three regions (all ps < .001). No other age differences were significant. 

Across the four regions, 82 students withdrew from the study between testing points (e.g., changed schools, programs, or illness), 
leaving 414 students who participated in both testing sessions. Eighty-eight new participants joined the study at Time 2 (see Table 1). 
To determine whether there were differences between students who completed both waves of testing and those who completed one 
wave of testing, t-tests and χ2-tests were conducted on the following demographic and outcome variables: gender, region, number 
comparison (Time 1 and Time 2), and number line estimation (Time 1 and Time 2). Only region differed for those with complete versus 
incomplete data such that there were fewer students from Winnipeg and Montreal who participated at both time points than there were 
from Northern Ireland and Chile. We speculate that this difference is the result of recruitment differences wherein ethics approval and 
consent from parents had to be obtained at both waves of data collection in Winnipeg and Montreal whereas it only needed to be 
obtained once in Northern Ireland and Chile. In the subsequent analyses, data for students who participated at either one or both time 
points were included (N = 584; see the Results for details). Students were individually tested by trained research assistants in a quiet 
area of the schools. 

3.2. Openness and transparency 

Various papers based on some of the data from these projects have been previously published (Ellis et al. 2021; Song et al., 2021; 
Xu, Di Lonardo Burr et al., 2022; Xu, Lafay, et al., 2022; Xu, LeFevre et al., 2021). However, none of the analyses in the 
previously-published works focused on the development of number line performance. Only the measures used in the current analyses 
are described here, but a complete description of all measures can be found on the Open Science Framework (OSF) sites for the 
Language Learning and Mathematics Achievement study in Canada and Northern Ireland and the Home Math Environment and the 
Development of Math Skills in Chile study at these locations: https://osf.io/428hp/ (Manitoba, Quebec, Northern Ireland) and 
https://osf.io/enxg5/ (Chile). Data were analyzed using Mplus Version 8.3 (Muthén & Muthén, 1998-2017) and SPSS Version 28.0 
(IBM Corp, 2021). The study design and analyses were not pre-registered. 

3.3. Materials 

3.3.1. Datasets 
For each region, detailed information about ages, schooling, curricular expectations, and language is shown in Table 1. Data were 

collected in two academic years (2017–2018 and 2018–2019). 

3.3.1.1. Chile. One dataset included students from Chile in Grade 2 at Time 1 and Grade 3 at Time 2. These data were also included in 
a meta-analysis conducted by (Ellis et al., 2021). Students were either in low-SES schools that received subsidies from the government 
or high-SES schools that were not subsidized. All schools were located in the urban metropolitan area of Santiago, the Chilean capital. 
Given the segregation of the educational system in Chile (Mizala & Torche, 2012), schools catered to students from similar 
socio-economic backgrounds (either low- or high SES). All students received instruction in Spanish. 

3.3.1.2. Canada. Two datasets included Canadian students from two provinces: Manitoba and Quebec. The Manitoba number line 
data were also included in Xu, Di Lonardo Burr et al. (2022). Although both samples were from Canada, Manitoba and Quebec differ 
both educationally and culturally such that Manitoba and Quebec had the lowest and highest scores of all Canadian provinces on the 
PISA mathematics assessment, respectively (OECD, 2018). Participants in both provinces attended public (i.e., government funded) 
schools and lived in middle-class suburbs of either large or small cities. In Quebec, the language of instruction was French. In Manitoba, 
students attended either English-instruction or French-immersion programs, in which the language of mathematics instruction was 
English or French, respectively. 

3.3.1.3. Northern Ireland. The fourth dataset included students from Northern Ireland. Students were in their third (Year 3; Time 1) 
and fourth (Year 4, Time 2) years of primary education. Students either attended English-instruction or Irish-immersion programs in 
which mathematics instruction was in English or Irish, respectively. Schools were in working- to middle-class neighbourhoods, 
matched across programs for percentage of students who were eligible for free meals. 

3.3.2. Measures 

3.3.2.1. Number line estimation. Students completed a 0–1000 number line task using the Estimation Line app on an iPad (https:// 
hume.ca/ix/estimationline/). The length of the line depends on the size of the iPad. In the present study, the line was between 13 and 
16 cm across the four regions. A target number was shown and students were instructed to point to a position on the number line where 
they thought the target number should be located. After the student tapped the number line, a red vertical mark was displayed to show 
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their estimate. Before beginning the task, the students practiced using the iPad by completing two calibration trials. For these trials 
they were asked to tap a green target on the number line. After the practice trials, 24 experimental trials were randomly presented one 
at a time above the line (see an example in Fig. 1). Students were instructed to tap the location on the number line where they think the 
target number belongs. The number line remained on the screen until the student pressed the "Done" button to proceed to the next trial. 

Stimuli were selected such that, with the exception of the endpoints (0–99; 900–999), there were two stimuli per hundreds unit 
with an equal number of trials on either side of the midpoint. There were slightly more trials around the endpoints and midpoint 
because benchmark strategies are common for number line estimation (e.g., Ashcraft & Moore, 2012; Di Lonardo Burr & LeFevre, 
2021; Luwel et al., 2018; Peeters et al., 2016; Xu, 2019). Target numbers were 6, 18, 59, 97, 124, 165, 211, 239, 344, 383, 420, 458, 
542, 580, 617, 656, 761, 789, 835, 876, 903, 941, 982, and 994. No feedback was given on the experimental trials. For each trial, the 
percentage absolute error (PAE) was calculated using the formula:  
PAE = [|Estimated Number – Target Number| / 1000] × 100                                                                                                                 

Scoring was the mean PAE across all trials. Cronbach’s α based on the PAE of the individual trials was high across the four regions at 
both Time 1 (αs ranged from .86 to .91) and Time 2 (αs ranged from .84 to .90). There are other indices of number line performance 
available, but the relations between number line performance and mathematical skills are similar across these indices (Schneider et al., 
2018). Thus, PAE was selected because it is scale-independent and easy to interpret. 

3.3.2.2. Number comparison. Students completed a number comparison task using the Bigger Number App on an iPad (https://apps. 
apple.com/app/bigger-number/id1317619133). Students were presented with two single-digit numbers and instructed to tap the 
numerically bigger number as quickly as possible. After two practice trials, students were presented with 26 experimental trials in 
random order (see the list of stimuli in Appendix A). Half of the trials had a small distance between the two numbers (i.e., distances of 
1–3) and the other half of the trials had a large distance between the two numbers (i.e., distances of 4–7). Cronbach’s αs based on 
response times on correct trials of individual items for each region (i.e., Manitoba, Quebec, Chile, and Northern Ireland, respectively) 
were .94, .93, .94, and .88 at Time 1 and .94, .94, .94, and .93 at Time 2. To take both speed and accuracy into account, an adjusted 
response time (RTADJ) was calculated using the mean correct response time (RT) for each student, adjusted by adding their proportion 
of error (PE) scaled by the ratio of the standard deviation of the correct response time (SDRT) and the standard deviation of percentage 
error (SDPE; Vandierendonck, 2018). This linear integrated speed-accuracy score was calculated using the formula: RTADJ = RT + (PE 
× [SDRT/SDPE]). 

3.3.2.3. Transcoding. Two transcoding tasks were administered: writing and naming. For the writing task, students heard a number 
word and were asked to write it down in numeral form. For the naming task, students were shown an Arabic numeral and they were 
asked to name the number. The number of trials and the stimuli varied across regions (see OSF and Appendix A for details). 

At Time 1, students in Manitoba, Quebec, and Northern Ireland completed both the writing and naming tasks.2 Students in Chile 
completed only the naming task. Students in Manitoba and Northern Ireland were presented with 20 trials for both the writing and 
naming tasks: one one-digit number, four two-digit numbers, 12 three-digit numbers, and three four-digit numbers. Students in 
Manitoba completed all 20 trials whereas for students in Northern Ireland, testing was discontinued after three consecutive errors. 
Students in Chile were presented with one practice trial (one two-digit number), followed by 15 trials: three three-digit numbers, six 
four-digit numbers, three five-digit numbers, and three six-digit numbers. 

At Time 2, students in Manitoba, Quebec, and Northern Ireland completed the writing task. Students from Northern Ireland and 
Chile completed the naming task. Students in Manitoba and Quebec were presented with up to 30 trials for the writing task: six trials 
for each set of three-, four-, five-, six-, and seven-digit numbers. Testing was discontinued when a child incorrectly responded to all 
trials in a set. Students in Northern Ireland completed 28 trials for the writing and naming tasks without discontinuation rules: one one- 
digit number, four two-digit numbers, twelve three-digit numbers, seven four-digit numbers and four five-digit numbers. In Chile, for 
the naming task, students were presented with one practice trial (one three-digit number), followed by 15 trials: three four-digit 
numbers, six five-digit numbers, two trials for each set of six-, seven-, and ten-digit numbers. 

The input and output languages for the transcoding tasks were English (Manitoba and Northern Ireland), French (Quebec), and 
Spanish (Chile). Scores in all regions were the mean number of correctly transcoded items for both tasks. Given that the tasks varied 
across regions, the reliability measures varied accordingly. At Time 1, for Manitoba and Northern Ireland, internal reliability was 
calculated based on the accuracy of individual trials (Manitoba: Cronbach’s α = .94 and .93 for writing and naming, respectively; 
Northern Ireland: Cronbach’s α = .71 for writing, whereas individual trials data were not available for naming). For Chile, the internal 
reliability was calculated based on the accuracy of the individual trials (Cronbach’s α = .96). At Time 2, for Manitoba, Quebec and 
Northern Ireland, internal reliability was calculated based the accuracy of individual trials (writing: Cronbach’s α = .86, .91, and .90 in 
Manitoba, Quebec, and Northern Ireland, respectively). For Chile, the internal reliability was calculated based on the accuracy of the 
individual trials (naming: Cronbach’s α = .94). For Northern Ireland, individual trials data were not available for naming. 

2 We did not include Quebec transcoding at Time 1 because of administrative differences compared to the other regions. Students in Quebec were 
assigned to one of four task conditions: target size (large, small) x type of transcoding (writing, naming). Thus, because students did not complete all 
targets for both writing and naming, a sum score that is equivalent for all could not be obtained. 
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3.3.2.4. Word-problem solving. Students in Manitoba and Quebec completed the Applied Problem Solving Test from the KeyMath 3rd 
Edition (Connolly, 2014) at both Time 1 and Time 2. On each trial, students heard a mathematical word problem accompanied by a 
visual stimulus (usually a picture), and they provided a verbal response to the question. If they made three consecutive incorrect 
responses, the task was discontinued. The reported reliabilities for the subset scores of the KeyMath 3rd Edition from the technical 
report were in the range of .80s (Rosli, 2011). Students in Northern Ireland completed the mathematics reasoning subset of the 
Wechsler Individual Achievement Test (WIAT-III; Wechsler, 2009) at Time 2. If they made six consecutive incorrect responses, the task 
was discontinued. The reported reliabilities for the subset scores from the technical report were in the range of .80s and .90s 
(McCrimmon & Climie, 2011). 

Students in Chile completed the Applied Problems subset of the Batería III Woodcock-Muñoz Pruebas de Aprovechamiento 
(Woodcock-Muñoz Battery III: Achievement Tests; Muñoz-Sandoval et al., 2005). On each trial, students heard a mathematical word 
problem accompanied by a visual stimulus (usually a picture), and they provided a verbal response to the question. The starting point 
was dependent on the grade of the child, but baseline was established (Mather & Woodcock, 2005). Testing was terminated when the 
student made six consecutive errors or failed to respond. The median reported reliability for the Spanish version of the Applied 
Problems subtest from the technical report was .92 (Schrank et al., 2005). 

3.3.2.5. Arithmetic fluency. Students in Manitoba, Quebec, and Northern Ireland completed a paper-and-pencil arithmetic fluency task 
(Chan & Wong, 2019). For each of three subtests (i.e., addition, subtraction, and multiplication), problems were arranged in a 20 × 3 
matrix. Students were given one minute per page to solve as many problems as possible. Students were instructed to start with column 
1 and not to skip any problems. At Time 1, students in Manitoba and Quebec completed the addition and subtraction subsets. The 
reported reliability for the arithmetic fluency task is .97 (Chan & Wong, 2019). Students’ performance on addition and subtraction was 
highly correlated at Time 1 for both regions, ps < .001. 

At Time 2, students in Manitoba, Quebec, and Northern Ireland completed the addition, subtraction, and multiplication subtests. 
Students’ performance on these subtests was highly correlated at Time 2 for all regions, ps < .001. Students in Chile completed the 
Math Fluency subtest of the Batería III Woodcock-Muñoz Pruebas de Aprovechamiento (Woodcock-Muñoz Battery III: Achievement 
Tests; Muñoz-Sandoval et al., 2005) at both time points. Students were given three minutes to solve single-digit addition (sum less than 
or equal to 17), subtraction (the inverse of the previously-mentioned addition questions), and multiplication problems (up to the five 
times table). Because the reliabilities for the Spanish version of the Math Fluency subset were unavailable from the technical report 
(Schrank et al., 2005), internal reliability was calculated based the accuracy of individual trials where 75% of the students attempted to 
respond based on the current sample (Cronbach’s α = .79 and .81 at Time 1 and Time 2, respectively). 

4. Results 

4.1. Research question 1: Are the patterns of development of number line estimation similar across regions? 

4.1.1. Quantitative performance on the number line across regions 
Mean PAE on the number line task was analyzed in a 2(time: Time 1, Time 2) x 4(region: Manitoba, Quebec, Northern Ireland, 

Chile) mixed ANOVA with repeated measures on time. Because ANOVA uses listwise deletion, only students with data at both time 
points were included in the analysis. Performance varied with region, F(3, 410) = 10.63, MSE = 87.05, p < .001, η2p = .07. Post hoc 
tests using the Bonferroni adjustment revealed that, averaged across years, students from Chile (M = 12.5%) were more accurate on the 
number line task than students from Manitoba (M = 17.2%), Northern Ireland (M = 17.5%), and Quebec (M = 16.1%); no significant 
differences were found among the latter three regions, ps > .05. Students improved from Time 1 to Time 2 (18.1% vs. 13.5%), F(1, 
410) = 126.15, MSE = 26.57, p < .001, η2p = .24. These main effects were qualified by a significant region by time interaction, F(3, 

Fig. 1. Example of a Trial from the Number Line Estimation App.  
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410) = 4.50, MSE = 26.57, p = .004, η2p = .03 (see Fig. 2). 
Fig. 2 shows that, as expected, performance at Time 1 was consistent with group differences in age and schooling. Specifically, the 

Chilean students had better performance than children in Manitoba and Northern Ireland (ps < .001); no other group differences were 
significant (ps > .05). At Time 2, the Chilean students maintained their advantage (ps < .01), but the other three groups had similar 
levels of performance (ps > .05), presumably because the curricular demands were similar for these groups by this point. Students in 
Northern Ireland improved the most. Quantitatively, the students from Chile appeared to have better understanding of the number line 
task sooner than students in the other three regions. 

4.1.2. Qualitative patterns of change in number line performance 
We used latent profile analysis (LPA) to investigate changes in patterns of performance in the number line task for students in the 

four regions. Classified as a latent variable modeling approach, LPA is used to identify latent groups within a population based on a set 
of variables or observations (Collins & Lanza, 2009; Howard & Hoffman, 2018; Wang & Hanges, 2011). In the present study, we use 
LPA to assume that students can be grouped with varying degrees of probability into profiles that differ based on patterns of 
estimation.3 

The cross-sectional LPA was conducted using data from all students who completed the number line task (496 at Time 1 and 502 at 
Time 2, see Table 1 for numbers in each region). Longitudinal analyses were conducted using the data from all students, based on full 
information maximum likelihood estimation (FIML),4 in which model parameters are estimated based on all the information in the 
variance-covariance matrix, resulting in unbiased parameter estimates under even a high level of missing data for longitudinal ana-
lyses under missing at random assumptions (Enders, 2010). 

4.1.2.1. Latent profile analysis at Time 1 and Time 2. There were a few outlier scores, defined as |z-scores| > 3.29 from the mean of our 
sample (Field, 2013), on the number line task (n = 1 at Time 1; n = 3 at Time 2). Analyses to evaluate the stability of the profile 
classification (presented in subsequent sections) based on the full sample and a sample excluding these four outliers indicated the same 
number and type of profile solutions. Thus, the results based on the full sample are reported in the subsequent analyses. 

To assess patterns of change in performance on the number line task, we first used cross-sectional LPA at Time 1 and Time 2 to 
determine whether similar estimation profiles emerged. Each initial model included a single profile. Subsequent models were then 
compared against the previous models to determine the number of latent profiles that best fit the data. Specifically, we considered 
three indices to select the best fitting model: Scaled log-likelihood value (LL; higher values indicate better fit); Bayesian Information 
Criterion (BIC; examining the “elbow plot” to locate the n profile with largest decrease compared to the n – 1 profiles; Nylund-Gibson 
et al., 2014); and Lo-Mendell-Rubin Likelihood ratio test (LMR-LRT; p < .05 suggests n is better than n – 1 profiles; Nylund et al., 2007). 
Each model was tested with multiple sets of random start values exceeding 1000, with 50 initial stage iterations (Geiser, 2013). The 
best log-likelihood value was replicated, suggesting that the optimal set of parameter estimates is trustworthy. The first nonsignificant 
p value for the LMR-LRT occurred with the three-profile model at Time 1 and four-profile model at Time 2, indicating that adding more 
classes to the model would not statistically improve model fit. Thus, we stopped testing additional models at the four-class model at 
both time points. 

Fit indices for each model are reported in Table 2. Although the fit statistics did not mutually identify a single LPA model as the best 
fitting model, the biggest improvement in fit (i.e., largest decrease in BIC) appeared at the two-profile model at both time points. 
Moreover, LMR-LRT values suggest that the two-profile model was significantly better than the one-profile model, whereas the three- 
profile model did not significantly improve the model fit at Time 1. Although the three-profile model at Time 2 significantly improved 
the model fit, further inspection revealed one profile with a small number of students (n = 23) with no consistent estimation patterns. 
When an additional profile does not improve the model, parsimony is favoured (Nylund-Gibson & Choi, 2018). Thus, considering the 
fit indices and parsimony together, the two-profile solution was retained. Once the final models were selected, we examined the 
entropy values for overall classification of the model. The entropy values for the two-profile models at both time points were above .80, 
suggesting that the latent profiles were highly discriminable (Nagin, 2005). 

4.1.2.2. Transition from Time 1 to Time 2. Next, we conducted an unconditional latent transition analysis (LTA) based on the selected 
LPA models. We expected that the structure and number of profiles extracted from the LPA models at Time 1 and Time 2 would be 
highly similar. As such, we tested a full measurement invariance LTA model, with all measurement parameters held equal between 
both time points. The results of the unconditional LTA model replicated the results from the LPA (LL = 2.02, BIC = 189567, Entropy =
.87). We labeled the two profiles as uniform and variable in accord with the patterns shown in Fig. 3 (see also swarm plots [Fig. S1] and 
spaghetti plots [Fig. S2], which show the location of each estimate for each target on the number line). Specifically, students in the 
uniform profile made accurate estimates for all target numbers. In contrast, students in the variable profile consistently placed esti-
mates for numbers larger than 100 above the midpoint (i.e., 500) of the number line. 

3 We also computed the statistical fit of each student’s responses for linear, logarithmic, and power models and compared those fits to the profiles 
revealed in the LPA. These statistical models did not provide additional insights into patterns of number line estimation across development. 
Accordingly, we do not discuss those results further, although the relevant information is included in the Supplementary Material.  

4 Sensitivity analyses of the latent transition analysis showed similar results (i.e., percentages of students who stayed or transitioned from one 
profile to another) for both FIML and list-wise deletion (i.e., only on students who completed the number line tasks at both time points are included) 
estimation strategies. Thus, data from all students were included in the analyses. 
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We next examined the percentage of students who transitioned from one profile to another over time. At Time 1, 41% of students 
were classified in the variable profile and 59% of the students were classified in the uniform profile. By Time 2, the percentage of 
students in the uniform profile increased to 82%, indicating that most of the students demonstrated understanding of number relations 
by Time 2. However, 18% of students remained in the variable profile at Time 2, indicating that their understanding of the magnitude 
of three-digit numbers in relation to the number line was weak. From Time 1 to Time 2, 74% of students showed stable performance, 
either staying in the uniform profile or staying in the variable profile; 24% of students improved in that they transitioned from the 
variable to uniform profile, and only 2% of students “regressed” from the uniform profile to the variable profile. 

As shown in Fig. 3, regardless of region, most of the students remained in the uniform profile or transitioned from the variable to the 
uniform profile. A chi-square test of independence showed that there was a significant association between region and profile 

Fig. 2. Number Line Performance (Percent Absolute Error) for the Interaction of Region by Time. Error bars are 95% inferential confidence intervals 
(Jarmasz & Hollands, 2009). 

Table 2 
Fit Statistics for LPA Models with 1–4 Profiles at Time 1 (N = 496) and Time 2 (N = 502).  

Profile-solutions LLa BICb ΔBIC LMR-LRTc Entropy 
Time 1         

1  1.52  98396   - - 
2  1.57  95688  2708 p <.001 .946 
3  1.72  94898  790 p=.108 .961 
4  1.68  94159  739 p=.056 .946 

Time 2         
1  2.02  96244   - - 
2  1.97  93808  2436 p < .001 .969 
3  1.96  92255  1553 p ¼ .030 .982 
4  1.91  91681  574 p = .361 .934 

Note. The bolded values for LL, BIC, and ΔBIC indicate the “better” model for each index. The bolded value for LMR-LRT indicates the last (n) model 
that shows significant improvement from the n-1 model. 

a LL (Scaling correction factor for MLR); 
b BIC (Bayesian information criterion); 
c LMR-LRT (Lo-Mendell-Rubin likelihood ratio test). 

Fig. 3. Mean Percent Absolute Error for Each Target Number for the Two Profiles in the Latent Transition Analysis Model. Percent absolute errors were 
estimated based on the measurement invariant LTA model where the thresholds for qualifying as the variable and uniform profiles hold equal over 
time. Error bars are the standard errors of the means for each estimated target. 
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transition, χ2(9) = 36.04, p < .001, Cramer’s V = .14. We then compared adjusted residuals among the transition profiles, adjusting 
for multiple comparisons using the Bonferroni method (p < .004). A smaller percentage of students in Northern Ireland (43%, 
p < .001) and a larger percentage of students in Chile (73%, p = .002) started in the uniform profile and remained in the uniform 
profile compared to other regions; Quebec (68%) and Manitoba (60%) did not differ significantly. A similar percentage of students 
transitioned from the variable to the uniform profile in Quebec (22%), Chile (20%), Manitoba (18%), and Northern Ireland (32%), 
ps > .004. Furthermore, a smaller percentage of students in Chile (4%, p = .001) started in the variable profile and remained in the 
variable profile compared to Manitoba (18%), Northern Ireland (22%) and Quebec (11%); no other comparison was significant. In 
summary, most students were in the uniform profile at Time 2 regardless of region, with Chile continuing to have the strongest 
performance. 

4.1.3. What factors differentiated students across profiles? 
To determine the factors that were related to students’ performance profile, we explored which demographic variables (i.e., age in 

months, gender, school SES, and immersion status), and mathematical skills (i.e., number comparison, transcoding, arithmetic fluency, 
and word-problem solving) were different for students in the two profiles using the estimates obtained from the LTA. Because different 
measures were used at each region, analyses were conducted by region. 

Only three students from Chile and eight students from Quebec stayed in the variable group. Moreover, only 19 students from Chile 
and 15 students from Quebec transitioned from the variable to uniform profile. By Time 2, most students from these two regions were 
in the uniform profile (see Fig. 4). Thus, we performed analyses to examine whether there were any differences in demographic or 
mathematical factors between students who were in the uniform and variable profiles at Time 1 (see Table 3). In contrast, for students 
in Manitoba and Northern Ireland, there was more room for improvement from Time 1 to Time 2 (see Fig. 4) than for those in the other 
two regions. Thus, in addition to examining whether there were any differences in demographic or mathematical factors between 
students who were in the uniform and variable profiles at Time 1, we examined differences for students who moved from or stayed in 
the variable profile from Time 1 to Time 2 (see Tables 4 and 5). 

For students in Chile, the percentage of students from high-SES schools who were in the uniform profile was significantly higher 
than the percentage of students from low-SES schools (88.2% vs. 66.7%). Boys and girls were equally likely to be in the uniform profile. 
Within grade, students’ age was not related to their profile membership. With respect to mathematics outcomes, students in the 
uniform profile had better performance on all tasks at both time points, although the difference between profiles was not significant for 
transcoding naming at Time 2 (see Table 3). 

For students in Quebec, there were no significant associations between students’ profile allocation (uniform vs. variable) and their 
school SES (high vs. low). Boys were more likely to be in the uniform profile than girls (84.4% vs. 59.1%). Students’ age was not related 
to their profile membership. With respect to mathematics outcomes, students in the uniform profile at Time 1 had better performance 
on mathematical word-problem solving at Time 1, and on number comparison and transcoding at Time 2, than students in the variable 
profile at Time 1 (see Table 2). 

As shown in Table 4, for students in Manitoba, boys were more likely to be in the uniform profile than girls (73.8% vs. 51.1%). 
Older students were more likely to be in the uniform profile than younger students. There were no associations between students’ 

profile allocation and their immersion status. With respect to mathematics outcomes, students in the uniform profile at Time 1 had 
better performance on number comparison, transcoding, arithmetic fluency, and word-problem solving at both Time 1 and Time 2 than 
students in the variable profile at Time 1. Moreover, as shown in Table 5, students who transitioned out of the variable profile had 

Fig. 4. Transition Patterns from Time 1 to Time 2 Based on the Unconditional LTA model for Students from Each Region.  
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better performance on transcoding (naming) at Time 1, and on transcoding (writing), number comparison, arithmetic fluency, and 
mathematical word-problem solving at Time 2 than students who stayed in the variable profile. There were no significant differences 
between the two profiles for any other variables. 

In Northern Ireland, boys were more likely to be in the uniform profile than girls (61.0% vs. 32.7%). There were no significant 
associations between students’ profile allocation and their age or immersion status. With respect to mathematics outcomes, students in 
the uniform profile at Time 1 had better performance on all the mathematical skills assessed at Time 1 and Time 2 compared to 
students in the variable profile at Time 1 (see Table 4). Moreover, as shown in Table 5, students who transitioned out of the variable 
profile had better performance on transcoding (naming) at both time points, and on transcoding (writing) and arithmetic fluency at 
Time 2 than students who stayed in the variable profile. There were no significant differences between the two profiles for any other 
variables. 

4.1.4. Summary: Research question 1 
Patterns of development of number line performance showed that students in all regions improved their number line performance 

between Time 1 and Time 2, and growth was consistent with age and curricular differences between the regions. Two profiles based on 
number line performance emerged at each time point: variable and uniform. The quantitative and qualitative analyses revealed that 
most of the students across the sample either remained in or transitioned to the uniform profile by Time 2, with the students from Chile 
showing the smallest percentage in the variable profile at Time 2 relative to the other regions. Finally, gender differentiated the 

Table 3 
Test Statistics for Profile Allocation at Time 1 and Time 2 for Students from Chile and Quebec.   

Chile Quebec  
Test statistic p Effect size Test statistic p Effect size 

Demographic Variables       
Socioeconomic status χ2(1, N = 85) = 5.10 .039 .245 χ2(1, N = 81) = 0.55 .777 .068 
Gender χ2(1, N = 86) < .001 .999 .001 χ2(1, N = 76) = 5.61 .023 .272 
Age (in months) t(82) = −0.04 .972 .009 t(72) = 0.85 .396 .214 

Time 1       
Number Comparison t(83) = −2.58 .012 .638 t(74) = −1.05 .297 .262 
Transcoding (naming) t(84) = 4.36 < .001 1.078 – – – 
Arithmetic Fluency t(84) = 3.77 < .001 .933 t(70) = 1.11 .272 .222 
Word Problems t(84) = 2.76 .007 .681 t(70) = 2.43 .018 .621 

Time 2       
Number Comparison t(73) = −2.32 .023 .640 t(43) = −2.13 .039 .654 
Transcoding (naming) t(18.02) = 2.06a .054 .723 – – – 
Transcoding (writing) – – – t(47) = 2.26 .029 .662 
Arithmetic Fluency t(74) = 4.22 < .001 1.138 t(47) = 0.66 .512 .194 
Word Problems t(74) = 3.93 < .001 1.059 t(47) = 0.82 .427 .242 

Note. Bolded values were significant at p < .05. Effect sizes are phi coefficients for chi-square tests, r for Mann-Whitney tests, and d for t-tests. 
a Adjusted df was used to correct for unequal variance 

Table 4 
Test Statistics for Profile Allocation at Time 1 and Time 2 for Students from Manitoba and Northern Ireland.   

Manitoba Northern Ireland  
Test statistic p Effect size Test statistic p Effect size 

Demographic Variables       
Immersion status χ2(1, N = 242) = 2.90 .103 .109 χ2(1, N = 179) = 2.10 .175 .108 
Gender χ2(1, N = 242) = 12.97 < .001 .232 χ2(1, N = 178) = 14.21 < .001 .283 
Age (in months) t(178) = 3.50 < .001 .525 t(175) = 1.55 .123 .234 

Time 1       
Number Comparison t(175) = −4.14 < .001 .626 t(173.55) = −4.24b 

< .001 .629 
Transcoding (naming) z = −4.69a 

< .001 .349 z = −6.22a 
< .001 .466 

Transcoding (writing) z = −4.56a 
< .001 .340 z = −4.34a 

< .001 .326 
Arithmetic Fluency t(178) = 4.33 < .001 .649 – – – 
Word Problems t(178) = 2.63 .009 .394 – – – 

Time 2       
Number Comparison t(113.41) = −4.18b 

< .001 .669 t(171) = −4.00 < .001 .612 
Transcoding (naming) – – – z = −3.00a .003 .227 
Transcoding (writing) t(207) = 5.99 < .001 .859 z = −2.16a .031 .163 
Arithmetic Fluency t(206) = 4.31 < .001 .619 t(173) = 5.75 < .001 .872 
Word Problems t(207) = 4.14 < .001 .594 t(173) = 4.79 < .001 .727 

Note. Bolded values were significant at p < .05. Effect sizes are phi coefficients for chi-square tests, r for Mann-Whitney tests, and d for t-tests. 
a Mann Whitney U tests were used given the skewed distributions; 
b Adjusted df was used to correct for unequal variance 
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Table 5 
Test Statistics for Students in Manitoba and Northern Ireland who Stayed in Versus Moved from the Variable Profile.   

Manitoba Northern Ireland  
Test statistic p Effect size Test statistic p Effect size 

Demographic Variables       
Immersion status χ2(1, N = 94) = 0.01 .999 .009 χ2(1, N = 98) = 0.21 .679 .046 
Gender χ2(1, N = 94) = 0.67 .499 .232 χ2(1, N = 98) = 1.00 .376 .101 
Age (in months) t(78) = 0.31 .756 .073 t(96) = 1.58 .125 .324 

Time 1       
Number Comparison t(76) = −1.66 .102 .391 t(94) = −1.34 .183 .279 
Transcoding (naming) z = −2.83a .005 .317 z = −2.88a .004 .292 
Transcoding (writing) z = −1.59a .112 .178 z = −1.57a .116 .159 
Arithmetic Fluency t(78) = 1.89 .063 .439 – – – 
Word Problems t(78) = 1.78 .079 .413 – – – 

Time 2       
Number Comparison t(74.77) = −3.46b 

< .001 .769 t(94) = −1.82 .073 .376 
Transcoding (naming) – – – z = −2.70a .007 .277 
Transcoding (writing) t(75) = 2.09 .040 .480 z = −2.66a .008 .273 
Arithmetic Fluency t(48.92) = 4.47b 

< .001 1.093 t(93) = 2.13 .036 .444 
Word Problems t(75) = 3.35 .001 .796 t(93) = 1.92 .058 .400 

Note. Bolded values were significant at p < .05. 
a Mann Whitney U tests were used given the skewed distributions; 
b Adjusted df was used to correct for unequal variance 

Fig. 5. Effect Sizes from the Meta-Analysis for the Concurrent and Predictive Associations Between Number Line Estimation and Other Mathematics Out-
comes Collapsed Across All Four Regions. Black squares (rows 1–5) represent concurrent Time 1 correlations. Red squares (rows 6–10) represent 
correlations between Time 1 no. line and Time 2 mathematics outcomes. Blue squares (rows 11–15) represent concurrent Time 2 relations. All 
squares represent fixed effects in which the mean effect size (i.e., mean correlation) was weighted by sample size. All correlations were Fisher’s z 
transformed for analyses and converted back to Pearson correlations for presentation. Categorization of effect sizes are based on Cohen (1992). 
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profiles, with boys more likely to be in the uniform profile at Time 1 than girls in all three regions but Chile, where no gender dif-
ferences were found. Profile differences were observed in all regions on transcoding and word-problem solving, and number com-
parison and arithmetic fluency distinguished the profiles in all regions except Quebec. 

4.2. Research question 2: Are the relations among number line estimation and performance on other mathematical tasks similar across 
regions? 

Descriptive statistics and correlations among all measures can be found in Tables S2-S6 in the Supplementary Materials. Note that 
transcoding was negatively skewed for Manitoba (writing and naming) at Time 1 and Northern Ireland (writing and naming) at both 
Time 1 and Time 2, z-skew > 3.29. Kendall’s τ correlations were used for the transcoding measures in Manitoba and Northern Ireland 
(Field, 2013). The remaining measures were normally distributed and thus Pearson r correlations were used. 

Overall, students’ number line performance was correlated with all other mathematics measures except for students in Quebec, 
where number line estimation was not significantly correlated with number comparison at Time 1 or word-problem solving at Time 2. 
We compared the strength of the correlations between number line estimation and each task across the four regions using univariate 
analyses of variance (for details and syntax see OSF). There were no significant differences in the strength of the correlations either 
concurrently (Time 1 number line estimation correlated with Time 1 outcomes; Time 2 number line estimation correlated with Time 2 
outcomes) or over time (Time 1 number line estimation predicting Time 2 outcomes) across the four regions (ps > .05). 

Next, we conducted meta-analyses (Goh et al., 2016) to examine the associations between number line estimation performance and 
each mathematical task across the four regions (see Fig. 5). Separate meta-analyses were performed for each task concurrently and 
over time. Fixed effects were used, with the mean effect size weighted by sample size. Across all regions, number line estimation was 
significantly associated with mathematics outcomes, both concurrently and over time. Except for the relation between number line 
estimation at Time 1 and arithmetic fluency at Time 2, which had a large effect size, and between number line estimation at Time 1 and 
naming transcoding at Time 2, which had a small effect size, medium effect sizes (i.e., .34–.50) were found between number line 
estimation and mathematics outcomes (all ps < .001). In summary, for students who varied in country, educational experiences, and 
language of instruction, number line estimation was consistently related both concurrently and longitudinally to performance on other 
mathematical tasks. 

5. Discussion 

Performance on number line tasks is consistently related to both concurrent and later mathematical competence (Schneider et al., 
2018). Although researchers have compared performance on the number line task for students in different countries (e.g., Helmreich 
et al., 2011; Laski & Yu, 2014; Muldoon et al., 2011; Siegler & Mu, 2008; Torbeyns et al., 2015; Xu & LeFevre, 2018), these studies 
often only consisted of a single time point and did not consider many of the factors known to relate to number line performance, such as 
age, gender, socioeconomic status, language, and educational experience. In the present study, we examined patterns of number line 
performance over time across four regions that varied in language spoken and curricular requirements and where students varied in 
age, language of instruction, and years of formal education. Despite the variability in these factors, patterns of development and re-
lations between number line performance and other mathematical measures were similar across regions, both qualitatively and 
quantitatively. 

5.1. Research question 1: Are the patterns of development of number line estimation similar across regions? 

Across regions and at both time points, two profiles of performance emerged: (1) a uniform profile in which estimates were 
accurately placed across the range of the line; and (2) a variable profile in which students often inaccurately placed estimates for target 
numbers greater than 100 beyond the midpoint. Regional differences in mean percentage absolute error (i.e., PAE; see Fig. 2) and 
differential membership in the uniform profile (see Fig. 3) may be a result of students’ different educational experiences. At Time 1, 
approximately 40% of students across regions were classified in the variable profile suggesting that many students had not yet acquired 
an understanding of place value beyond two digits. In particular, 81% of students in the variable profile were from Manitoba and 
Northern Ireland, regions in which curriculum expectations did not include numbers greater than 100 at Time 1. Moreover, in 
Manitoba, there is no public preschool prior to age 5. Thus, those children had fewer years in educational settings than the others. 

By Time 2, one year later, curricular expectations in all regions included knowledge of numbers to 1000 and most students (more 
than 75% in each of the four regions) were in the uniform profile. Thus, across these diverse groups, number line performance showed 
a convergence related to students’ educational experience. Overall, these results support the view that performance on the number line 
task improves as students gain mathematical knowledge that is directly related to their curricular expectations and amount of 
schooling (Ashcraft & Moore, 2012; Barth & Paladino, 2011; Bouwmeester & Verkoeijen, 2012; Laski & Siegler, 2007; LeFevre et al., 
2013; Muldoon et al., 2013; Praet & Desoete, 2014). 

We found that students from Chile consistently made more accurate estimates on the number line than students from the other 
regions. Notably, number tapes and number lines are routinely used in Chilean schools, which may contribute to the superior per-
formance of Chilean students. Also, school SES differentiated Chilean students in the uniform versus variable profiles. In Chile, most 
high SES schools are not subsidized by the government and thus parents pay for their children to attend (Allende et al., 2018; 
Valenzuela et al., 2014). Schools in socially advantaged areas have more resources and better-prepared teachers (Ramírez, 2006). 
Thus, despite equivalent curricula, students in high-SES schools may be introduced to more advanced mathematical concepts than 
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those in low-SES schools. In contrast, school SES did not significantly differentiate students from Quebec in profile membership. All the 
schools in the Quebec sample were publicly funded schools that followed the same curriculum and teachers at these schools had 
obtained an undergraduate degree in elementary teaching (e.g., Bachelor of Education) and a teaching diploma. In Quebec, school SES 
designation is not based on school resources, but rather on family income and maternal education. In summary, relations between 
mathematical performance and school SES may vary within and across countries, depending on how school SES is defined and 
operationalized. 

Of the four regions, students in Northern Ireland showed the greatest improvement in number line estimation from Time 1 to Time 
2. Although students in Northern Ireland made the least accurate estimates at Time 1, they were also approximately six months 
younger than students from the other three regions. These results support the view that estimates on the number line task become more 
accurate as students get older (Friso-van den Bos et al., 2015; Gunderson et al., 2012; Muldoon et al., 2013; Praet & Desoete, 2014; 
Schneider et al., 2018; Xu, Di Lonardo Burr et al., 2021). However, in addition to general development, curriculum expectations and 
subsequent instruction play an important role in the development of mathematics skills. Indeed, after having received formal in-
struction on numbers to 1000 (i.e., by Time 2), students from Northern Ireland had similar number line performance to students from 
other regions, indicating that they had acquired knowledge of the relative quantities of three-digit numbers and the ability to place 
those numbers reasonably accurately. These results suggest that early differences across regions reflect variability related to age and 
educational experience. 

In some previous studies, researchers found relations between language spoken and number line performance (Helmreich et al., 
2011; Laski & Yu, 2014; Siegler & Mu, 2009; Xu & LeFevre, 2018). Note, however, that Muldoon et al. (2011) did not find differences 
between Chinese and Scottish children on number line performance when they were matched on other mathematical skills, showing 
that cultural differences may not always reflect language differences. In the present research, because students from the four regions 
did not speak the same first or second languages, we cannot make direct comparisons about the role of first language in any 
cross-cultural differences we found. However, students from two regions, Manitoba and Northern Ireland, were enrolled in either 
immersion (French or Irish) or English-instruction programs. Thus, we had the unique opportunity to investigate whether learning 
mathematics in a second language would relate to patterns of number line performance. For these two groups, there were no significant 
differences in profile membership by immersion status. 

Consistent with prior studies (Gunderson et al., 2012; LeFevre et al., 2013; Rivers et al., 2021; Tian et al., 2022), boys made more 
accurate number line estimates than girls across all four regions and were more likely to be in the uniform profile than girls in 
Manitoba, Quebec, and Northern Ireland. There were no gender differences in profile membership in Chile, presumably because most 
students were in the uniform profile. Additional research is needed to determine whether these differences are related to differential 
use of spatial strategies for number line estimation for boys versus girls. 

In summary, several factors contributed to differences in patterns of number line estimation, both within and between regions. 
Consistent with previous studies, we found that number line estimation performance was related to age, SES, educational experience, 
and gender. Thus, when comparing students across regions, it is important to consider variations in the demographic factors that are 
related to the development of number line estimation skills and to mathematics learning more generally. Despite these variations, 
however, the pattern of number line performance was similar for these groups of students after all of them had received formal in-
struction for numbers to 1000. 

5.2. Research question 2: Are the relations among number line estimation and performance on other mathematics tasks similar across 
regions? 

Across regions, correlations of similar strength were found between number line estimation and diverse mathematical tasks (i.e., 
number comparison, number writing and naming, mathematical word-problem solving, and arithmetic fluency). The mini meta- 
analyses of the associations between number line estimation and these tasks across four datasets revealed medium effect sizes for 
all measures. This pattern is consistent with the findings from Schneider et al.’s (2018) meta-analysis, which showed a medium effect 
size for the relations between number line estimation and mathematical competence. In summary, regardless of where students were 
educated, students who made accurate estimates were also more likely to perform well on other mathematical tasks. 

5.3. Implications and future research 

The similar patterns of estimates and the similar correlations between number line performance and other mathematical tasks for 
students from all four regions suggests that the number line task is a useful index of mathematical skill across diverse groups. 
Importantly, however, educators and researchers must consider the range of the line in relation to curricular expectations. At Time 1, 
the 0–1000 number line was beyond the curricular requirements in Manitoba and Northern Ireland. A relatively large number of 
students in Manitoba and Northern Ireland samples were members of the variable profile, consistent with the curricular requirements. 
By Time 2, based on the curricula for the four regions, all students had experience with representing, comparing, and ordering three- 
digit numbers to 1000. Accordingly, the data revealed that most students were members of the uniform profile at Time 2. Thus, to 
obtain uniformly accurate estimates, the range of the task needs to be within students’ number-system knowledge. 

Acquiring number-system knowledge, however, is not sufficient for accurate performance on the number line estimation task. At 
Time 2, the mean PAE was above 10% in all regions, suggesting that learning the relations between numerals and magnitudes in the 
range specified by the task is only the first step in acquiring proficiency. Students also need to apply their proportional reasoning and 
spatial skills to precisely estimate the location of target numbers (Barth & Paladino, 2011; Gunderson et al., 2012; LeFevre et al., 2013; 
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Simms et al., 2016; Slusser & Barth, 2017; Tian et al., 2022). For example, knowledge of magnitudes should help students to decide that 
503 is only slightly larger than 500 and so it should be placed very close to the midpoint on the 0–1000 number line. In the future, 
researchers should explore both number-system knowledge and spatial knowledge as crucial factors in number-line development. 

In the present study, we used latent transition analysis to investigate the development of number line estimation for students in four 
regions. Our focus was on empirical patterns of performance and therefore we did not make inferences about underlying represen-
tations or strategy use. Other researchers have fit statistical models to similar data to make inferences about theories and strategy use in 
estimation, for example, using linear and logarithmic functions to infer how children’s magnitude representations change (e.g., Booth 
& Siegler, 2006; Siegler & Booth, 2004; Siegler & Opfer, 2003) or using cyclical power models to infer strategy use (e.g., Barth & 
Paladino, 2011; Luwel et al., 2018; Slusser et al., 2013). However, as in the present study (see Supplementary Material), patterns of 
estimates may not show a best fit to one statistical model, nor do the strategies that are inferred from statistical models necessarily 
reflect the strategies that students use to make estimates (Xu, 2019). The accuracy data in the present study was not sufficient to 
provide appropriate inferences beyond patterns of performance. Instead, to test theoretical models of strategy use and their relations to 
mental representations and processes, researchers need to compare results inferred from statistical models with those from other 
dependent measures such as detailed error patterns for specific targets (Ashcraft & Moore, 2012; Berteletti et al., 2010), verbal strategy 
reports (Xu, 2019), and eye-tracking data (Di Lonardo et al., 2020; Di Lonardo Burr & LeFevre, 2021). Such detailed investigations may 
provide further insights into cross-cultural differences that result from varying educational experiences and contribute to a better 
understanding of how representations and strategies develop in number line estimation. 

Beyond accuracy and profile membership, we examined the relations between number line performance and other mathematical 
measures. We found similar relations across diverse groups, suggesting that the number line is a useful tool for comparisons across 
countries. However, because the administration, scoring, and stimuli were not consistent across all four regions for the other numeracy 
and mathematical tasks, we could not use LTA to determine which tasks predicted the transition from uniform to variable profile 
membership. Ideally, researchers should try and make tasks as consistent as possible across sites (e.g., items, scoring, timing) when 
examining the relations between number line estimation and mathematical competence across diverse groups of students. 

Finally, although we were able to compare number line estimation for students’ learning in immersion versus English-instruction 
programs, we could not investigate the role of differences in language structure with these data because differences in the language of 
instruction across regions were confounded by other differences (e.g., age, years of education, educational experiences, and SES). 
Additional processing demands may be required for students to process three-digit numbers if they are learning mathematics in a 
second language (Barrouillet et al., 2004). Moreover, the number-naming system is more systematic in some languages than others 
(LeFevre et al., 2018), which may also influence number line performance (Helmreich et al., 2011). For example, two-digit number 
structure is more complex in French than in English or Spanish (e.g., in French, 70 is sixty-ten; 80 is four-twenty). Additional research is 
needed to determine how differences in language of instruction may influence number line development. 

6. Conclusion 

Students from different countries and regions showed similar patterns of number line performance. However, accuracy of number 
line estimates was related to various factors (i.e., age, school SES, educational experiences, and gender), both within and between 
regions. Across regions, the relations between number line estimation and other mathematics tasks were consistent. We conclude that, 
across diverse groups of students who vary with respect to number of years of formal education, language of instruction, and cur-
riculum, the number line task can provide insights into both concurrent and longitudinal mathematics achievement. 
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Appendix A 

Tables A1-A5.  

Table A1 
Stimuli Used in the Transcoding Task for Grade 2 (Version A/Version B) in Manitoba and Northern Ireland.  

1-digit 2-digit 3-digit 4-digit 
6/7 28/26 113/114 300/304 1132/1145  

40/50 131/141 490 * /380 2360/3420 
(continued on next page) 
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Table A1 (continued ) 
1-digit 2-digit 3-digit 4-digit  

79 * /78 * 184 * /186 * 507/503 4302/5031  
96 * /95 * 217/218 673 * /679 *    

250/270 * 769/722    
263/279 * 924/984 *    

Table A2 
Stimuli Used in the Transcoding Task for Grade 3 in Manitoba and Quebec.  

3-digit 4-digit 5-digit 6-digit 7-digit 
101 1545 42,000 246,000 6002,000 
392 * 2398 * 16,070 * 581,000 * 4000,070 * 
210 4063 14,030 603,100 1400,000 
688 * 3072 * 82,067 * 400,678 * 5080,000 * 
834 5302 20,137 574,321 * 3000,000 
976 * 6183 * 93,284 * 297,783 * 2090,080 *   

Table A3 
Stimuli Used in the Transcoding Task for Grade 3 (Version A/Version B) in Northern Ireland.  

1-digit 2-digit 3-digit 4-digit 5-digit 
6/7 15/16 113/114 300/304 1214/1215 12,415/14,817  

40/50 131/141 490 * /380 2360/3420 32,619/33,518  
79/78 184/186 512/513 4302/5031 56,214/54,311  
96/95 217/218 673/679 5816/6711 78,510/76,420   

250/270 769/722 6519/7317    
263/279 918/914 8211/8312      

9677/9582    

Table A4 
Stimuli Used in the Transcoding Naming Task for Grade 2 in Chile.  

3-digit 4-digit 5-digit 6-digit  
769  1500  14030  246000  
834  4302  42000  603100  
967  7145  20737  874321    

2063        
5398        
8699       

Table A5 
Stimuli Used in the Transcoding Naming Task for Grade 3 in Chile.  

4-digit 5-digit 6-digit 7-digit 10-digit 
4302 14030 246000  6000200  3000000000 
2063 42000 603100  9000000  5345772183 
8699 20737       

88750       
76055       
98808       

Symbolic Number Comparison Stimuli Set. 
Number pairs – small distance size: 5–2; 4–7; 5–3; 5–8; 3–2; 5–7; 8–6; 7–9; 5–4; 5–6; 7–8; 7–8; 9–8. 
Number pairs – large distance size: 1–8; 7–1; 1–6; 5–1; 2–9; 8–2; 2–7; 9–3; 3–8; 3–7; 9–4; 4–8; 9–5. 
Transcoding Stimuli Set. 

Appendix A. Supporting information 

Supplementary data associated with this article can be found in the online version at doi:10.1016/j.cogdev.2023.101355. 
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