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Abstract

Literature reviews are crucial for attaining a full understanding of the key topics and

latest trends in research and instrumental in identifying important research gaps.

Unfortunately, conducting literature reviews can be time‐consuming, and the

outcomes are frequently subjective. Hence, to address such limitations, we detail an

alternative, recent approach to conducting literature reviews. In this research, we

outline the steps involved in conducting a literature review via natural language

processing. Specifically, we illustrate how to (1) select relevant papers using term

frequency‐inverse document frequency and (2) perform topic modeling analysis

through latent Dirichlet allocation to identify key research topics. This study and the

associated ready‐to‐use Python code provide researchers, including those in

consumer behavior, with detailed guidance on how to use natural language

processing in their literature reviews.

K E YWORD S

literature reviews, marketing methods, marketing research, natural language processing,
topic modeling

1 | INTRODUCTION

Literature reviews are crucial for attaining a full understanding of the

key topics and latest trends in research and are instrumental in

identifying research gaps. Unfortunately, traditional methods of

conducting literature reviews are time‐consuming and often rely on

prior understandings of relevant research, potentially resulting in

subjective interpretations.

Against this backdrop, we perceive an opportunity to detail an

alternative, recent approach to conducting literature reviews to

address these limitations. In this research, we thus outline the steps

involved in conducting a literature review using natural language

processing. Natural language processing is “a computer‐assisted

analytical technique aimed at automatically analyzing and compre-

hending human language (Manning & Schütze, 1999) that allows

scholars to easily extract beneficial insights contained in textual

datasets while avoiding burdensome computational work (Collobert

et al., 2011; Green, 2012)” (Kang et al., 2020, p. 139). Natural language

processing enables the efficient and objective identification of key

research topics, reducing the tedious work and subjectivity associated

with manual coding. In the following sections, we illustrate how to (1)

select relevant papers using term frequency‐inverse document

frequency and (2) conduct topic modeling analysis via latent

Dirichlet allocation to identify key research topics in the literature.

Accordingly, we detail the steps involved in this process and

provide an illustration based on the field of Culture of Innovation,
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which we consider familiar to scholars across various disciplines.

Specifically, we apply latent Dirichlet allocation to the full text of 254

papers, automatically selected through term frequency‐inverse

document frequency, published in 1996–2019 across 15 well‐

renowned journals.

This study contributes to the marketing literature in two main

ways. First, it responds to calls for “utilizing different approaches to

reflect on extant knowledge” (Noble et al., 2021, p. 1) by illustrating

the approach in conducting a literature review using natural language

processing. Second, it offers a step‐by‐step tutorial detailing how

term frequency‐inverse document frequency and latent

Dirichlet allocation can be employed in literature reviews, with clear

benefits for efficiency and objectivity.

We also provide the associated Python code, which can be easily

executed with minimal manual input, enabling researchers to

implement this approach in conducting their own literature reviews

on any subject of interest. We expect this research and the

accompanying code to be of particular interest to marketing

researchers, including those in consumer behavior, whose work is

profoundly influenced by research in adjacent fields, such as

psychology, sociology, economics, political science, or law (Clark

et al., 2014), by making sparse research corpora more easily

accessible and comprehensible. Notably, while the code is primarily

designed for literature reviews, it (or parts of it) can also be

effectively utilized by marketing researchers and practitioners in

topic modeling of other textual data. The code is particularly suited to

long, structured text, such as corporate or analyst reports, but it can

also be adapted to user‐generated content, such as customer reviews

or social media posts.

2 | METHODOLOGY: OVERVIEW

Our approach builds on well‐established natural language processing

tools to assist marketing researchers in three tasks: (1) identifying

relevant papers, (2) clustering similar papers, and (3) elucidating the

topics that define each cluster.

2.1 | Identifying relevant papers

When approaching a literature review, researchers often face the

daunting task of sifting through numerous potentially relevant papers

to isolate the most relevant ones. To streamline this process without

compromising reliability, our approach relies on a widely accepted

method of understanding the content of a text, that is, the

occurrence of relevant terms (Pennebaker et al., 2001; Rust

et al., 2021). Specifically, we propose that the occurrence of terms

related to a concept in a paper reflects the concept's significance

within the paper. However, we note that when searching for papers

on a specific concept, such as “innovation,” all the papers retrieved

online will likely contain some occurrences of the term “innova-

tion.” Consequently, it is necessary to account for the focal term's

occurrence in the entire corpus of papers to determine which papers

more prominently discuss this concept.

To address this issue, we employ term frequency‐inverse

document frequency (Spärck Jones, 1972) to automatically identify

relevant papers. Term frequency‐inverse document frequency is an

information retrieval statistic that measures the typicality of a term in

a given document relative to a corpus of documents. For each

document in a corpus of n documents, the term frequency‐inverse

document frequency score of term t, TF‐IDF(t), can be computed as

follows:

tTF(t) = number of times   occurs in the document, (1)







n

IDF(t) = log
1 +

1 + DF(t)
+ 1, (2)

TF‐IDF(t) = TF(t) × IDF(t), (3)

where t is a term, n is the number of documents in the corpus, and DF

(t) is the number of documents among the n documents that contain

at least one instance of t (Pedregosa et al., 2011). As TF‐IDF(t) results

from multiplying TF(t) with IDF(t), a higher TF‐IDF(t) score can be

obtained only if one of the two components, TF(t) or IDF(t), increases.

The TF(t) component increases when t is frequent in the focal

document, while the IDF(t) component increases when t is infrequent

across other documents. Hence, the more t is frequent in the focal

document and infrequent across the corpus, that is, typical of the

focal document, the higher the TF‐IDF(t) score will be for the focal

document. In sum, we expect papers relevant to a certain topic to

have higher term frequency‐inverse document frequency scores for

terms related to that topic.

However, it is also important to consider how differently a

computer processes terms compared to humans. While humans

perceive words such as “innovation” and “innovations” to repre-

sent the same concept, computers treat them as distinct.

Therefore, to effectively utilize term frequency‐inverse document

frequency, it is imperative to preprocess papers' text in a manner

that enables the computer to recognize that slightly varied terms

refer to the same underlying concept. To achieve this, a more

comprehensive approach is needed beyond minimal text cleaning,

which typically involves removing punctuation, numbers, and

figures, converting uppercase instances to lowercase, and elim-

inating stop‐words (common words with little semantic value such

as prepositions, conjunctions, and articles). In addition to

these steps, one needs to apply lemmatization, stemming, and

collocation.

Lemmatization transforms terms to their dictionary form by

removing endings such as “‐ing”, “‐ed”, or “‐s”. For instance,

“innovations” is reduced to “innovation” through lemmatization.

Stemming reduces terms to their roots. For example, “innova-

tion” becomes “innov” after stemming. These techniques enable the

grouping of various forms of the concept “innovation” (“innovate,”

“innovative,” “innovativeness” are all reduced to “innov”), facilitating

the evaluation of how frequently the concept appears in a text.
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Collocation is used when two terms have a different meaning

when they are adjacent compared to their meaning in isolation. For

instance, the terms “social” and “media” have a different meaning

when they are adjacent, as in “social media,” compared to when they

are used separately. Collocating these terms implies joining them,

typically with “_”. This process allows the computer to treat cases

such as “social_media” or “new_product” as unique terms, different

from their components.

Overall, these three data‐cleaning functions modify term

frequencies to make them more representative of the actual number

of times a certain concept is mentioned.

2.2 | Clustering similar papers and eliciting topics

After identifying relevant papers, researchers must cluster similar

papers and elicit topics within each cluster. To automate this stage,

we use latent Dirichlet allocation, a well‐established topic modeling

technique.

Topic modeling is a text‐mining approach that reveals abstract

topics across a corpus of documents. Topic modeling thus allows the

identification of hidden topics across a large, unstructured corpus of

documents by clustering terms with similar meanings (Griffiths &

Steyvers, 2004; Wang et al., 2012) and provides a list of documents

that belong to each topic.

Latent Dirichlet allocation (Blei et al., 2003) has gained traction in

marketing research (e.g., Büschken & Allenby, 2016; Tirunillai &

Tellis, 2014; Zhong & Schweidel, 2020), particularly for topic

modeling of reviews or other user‐generated content (Tirunillai &

Tellis, 2014) and marketing literature abstracts (e.g., Cano‐Marin et

al., 2023; Schmitt et al., 2022; Wang et al., 2015).

Formally, latent Dirichlet allocation represents a corpus of

documents as a random mixture of latent topics. For a corpus of M

documents composed of N terms across K topics, the joint

distribution of terms and topics in each document can be described

as follows:

∏ ∏ ∏p w z θ ϕ α β p ϕ β p θ α p z θ p w ϕ( , , , , , ) = ( | ) ( | ) ( | ) ( | ),
i

K

i
j

M

j
t

N

j t j j t z
=1 =1 =1

, , j t,

(4)

where w and z are the vectors of all terms and topics; θ is a vector of

prior topic probabilities that follows a Dirichlet distribution, ϕ is a

vector of term probabilities for a given topic that follows a Poisson

distribution, and α and β are the hyperparameters on θ and ϕ,

respectively.

Latent Dirichlet allocation offers several advantages over

alternative techniques. First, since latent Dirichlet allocation does

not rely on assumptions about text structure or the syntactical and

grammatical properties of language, it is suitable for extracting latent

topics from papers (Tirunillai & Tellis, 2014). It also avoids

assumptions about underlying term distributions and relationships

among terms (Tirunillai & Tellis, 2014). Second, it employs an

unsupervised Bayesian learning algorithm, enabling a clean slate,

assumption‐free approach to literature reviews (Tirunillai &

Tellis, 2014). Finally, it efficiently handles a large number of

documents (Tirunillai & Tellis, 2014). Table 1 provides a summary

of the natural language processing terms introduced in this research.

2.3 | Comparison to alternative literature review
methods

The most commonly used approaches in examining and synthesizing

academic literature include bibliographic analyses, meta‐analyses,

and systematic literature reviews. While all these approaches share

TABLE 1 Definitions.

Term Definition

Term frequency‐inverse document frequency Information retrieval statistic that captures how typical a term is of a certain document
given a certain corpus of documents (Spärck Jones, 1972)

Lemmatization Reducing each term to its dictionary form

Stemming Reducing each term to its stem

Collocation Joining terms that have a different meaning when they are adjacent compared to the meaning
they would have if in isolation

Sensitivity Ability to correctly classify relevant papers among the total number of relevant papers

Specificity Ability to correctly classify irrelevant papers among the total number of irrelevant papers

Accuracy Ability to correctly classify relevant and irrelevant papers among the total number of papers

Topic modeling Text‐mining approach that uncovers abstract topics from a corpus of documents

Latent Dirichlet allocation Topic model that represents a corpus of documents as a random mixture of latent topics
(Blei et al., 2003)

Term distinctiveness, saliency, and relevance How informative a term is for determining a certain topic compared to any other randomly
selected term (measured variously)
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the goal of extracting insights and understanding published studies,

they differ in their methods and scope.

Bibliographic analyses focus on bibliographic data, such as

publication titles, authors, keywords, and abstracts, to identify

trends, patterns, and relationships within a field (Donthu et al., 2021).

Bibliographic analyses are thus primarily aimed at identifying

influential papers and authors to provide an overview of research

that focuses on field structure and the impact of each paper.

Meta‐analyses, conversely, synthesize the results of studies and

statistically analyze their data collectively to draw conclusions based

on aggregated findings (Paul & Barari, 2022); they provide a more

precise estimation of true effect sizes and identify sources of

variation across empirical studies.

Systematic literature reviews apply a structured approach to the

identification, evaluation, and synthesis of extant research (Palmatier

et al., 2018). Systematic literature reviews, therefore, rely on their

authors' manual assessment of these papers to offer insights into the

current state of knowledge and research gaps, as well as directions

for future research.

Our approach combines the objectivity typical of bibliographic

analyses and meta‐analyses with the ability to consider the full

content of papers typical of systematic literature reviews. Table 2

describes how our approach compares to these alternatives.

To conclude, given the ongoing debate concerning artificial

intelligence (AI) tools, it is important to clarify the benefits of our

method against them. AI tools serve different purposes; to our

knowledge, none of them is specifically designed for systematic literature

reviews. ChatGPT, currently the most common AI tool for text, focuses

primarily on natural language generation, a subset of natural language

processing that generates text suitable for a given context or task based

on extensive training with other data. In contrast, term frequency‐inverse

document frequency and latent Dirichlet allocation represent natural

language understanding, a different subset of natural language processing

that focuses on extracting information from text. Furthermore, while

ChatGPT can provide suggestions for how to conduct a literature review,

such suggestions are based on commonly observed patterns within the

literature reviews that have been included in ChatGPT's training data,

that is, typically, traditional systematic literature reviews. Hence, it may

not offer guidance on the specific natural language processing tools

applicable to literature reviews. Finally, ChatGPT can generate generic

Python codes for term frequency‐inverse document frequency or latent

Dirichlet allocation. These codes are helpful only to researchers who

already understand why these methods are relevant and who explicitly

request assistance in how to program them. Additionally, such

researchers need to possess sufficient programming skills to integrate

and adapt ChatGPT‐generated code. In contrast, our approach does not

require extensive familiarity with Python programming or prior

knowledge of natural language processing tools.

3 | RESEARCH CONTEXT

In the following sections, we use the field of Culture of Innovation as

an example to demonstrate the benefits of our approach.

The Culture of Innovation concept has garnered significant

attention from both academics and practitioners (Tellis et al., 2009).

The intrigue associated with it is evident in quotes such as “culture

[of innovation] is a uniquely human product that develops slowly

within firms, is tacit and not easily defined, and is not easily

transported across firms” (Tellis et al., 2009, p. 7).

Extensive research has examined Culture of Innovation through

the lens of corporate‐ (risk tolerance, willingness to cannibalize, etc.)

and national‐level (national values, R&D spending, etc.) variables to

establish its importance for firms' market performance and financial

value. This vast pool of research spans diverse disciplines including

marketing, management, and international business. We consider this

research field particularly suitable for illustrating the benefits of our

approach due to its interdisciplinary nature and its broad appeal to

researchers in various marketing areas. Based on the literature, we

thus define a Culture of Innovation as a culture (corporate or

national) that fosters relentless innovation, ensuring that the focal

firm stays on the leading edge of innovation.

4 | METHODOLOGY: IMPLEMENTATION

This section outlines how we used term frequency‐inverse document

frequency and latent Dirichlet allocation to select relevant papers,

cluster similar papers, and elicit key topics. Figure 1 illustrates the

position of our approach with regard to the systematic literature

review process (Palmatier et al., 2018). Figure 2 depicts an overview

of our process.

TABLE 2 Comparison to alternative literature review methods.

Method Input
Full paper's
content Objective Efficient Replicable Goal

Bibliometric analysis Authors, institutions, countries,
and journals

No Yes Yes Yes Mapping field structure
and impact

Meta‐analysis Results of empirical studies No Yes Yes Yes Hypothesis testing

Systematic literature
review

Full paper's content Yes No No No Organizing knowledge

This method Full paper's content Yes Yes Yes Almost Organizing knowledge
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F IGURE 1 Comparison to systematic literature review process (adapted from Palmatier et al., 2018).

F IGURE 2 Process overview.
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The accompanying Python code (at https://osf.io/tud9p/?view_

only=7ca1f67541e4442cac3d87b04ab47be1) only requires the path

to a folder containing previously downloaded papers in PDF format

and a list of relevant search terms to be executed. This code is

presented as a Jupyter notebook. To execute it, the user must first

install the Jupyter Notebook app (at https://jupyter-notebook-

beginner-guide.readthedocs.io/en/latest/what_is_jupyter.html) and

then open the above file within the app. The user must then select

the cell they want to run in the code and click the run button at the

top of the screen. As the code is modularly structured, different parts

can be run independently for the efficient utilization of computing

resources.

4.1 | Step 0: Retrieval of potentially relevant
papers

To retrieve papers for potential inclusion in the literature review, we

used Web of Science. Specifically, we searched for papers whose

titles, abstracts, or keywords contained the following two combina-

tions of stem words: innov* AND cultur* or new product*1 AND

cultur*. The use of stem words, such as “innov*,” “cultur*,” and

“new product*” (instead of “innovation,” “culture,” and “new

product,” respectively), allowed us to capture variations such as

“innovativeness,” “cultural,” and “new products” to encompass the

entirety of relevant marketing literature on the topic. Following

Rubera and Kirca (2012), we queried 15 management, marketing, and

international business journals that have extensively covered the

focal topic.2 The initial search yielded 568 papers. To identify recent

and impactful papers, we excluded any papers published before 1996

or those that had received, on average, no more than 5 yearly

citations since their initial publication.3 This process resulted in the

selection of 207 papers (out of the initially retrieved 568).

Two authors then independently assessed the relevance of each

paper and its alignment with the focal topic. While this manual

evaluation was conducted to validate the term frequency‐inverse

document frequency measure, as explained below, it is not necessary

for another user to implement the associated code. This process

resulted in the selection of 83 relevant papers. Next, we examined

the references in these 83 papers to identify other potentially

relevant papers that our initial keyword search might have missed.

This process yielded an additional 186 potentially relevant papers.

Once again, two authors then independently evaluated the relevance

of each paper and its alignment with the topic. This process resulted

in the selection of 121 additional papers.

Hence, this manual process eventually resulted in a corpus of

204 papers (83 papers from the initial Web of Science search and

121 papers from the reference list search; a flowchart of our manual

approach to paper retrieval and selection is provided in Figure 3a).

It is important to reiterate that an evaluation of the relevance of

each paper is not needed to utilize the code. We engaged in this

process to create a manual benchmark for evaluating the results of

the term frequency‐inverse document frequency analysis.

Notably, the code we provide does not search or download

papers from the internet, as scraping is generally prohibited on

platforms such as Web of Science. Instead, the code assumes that

users have already downloaded papers and saved them as PDFs in a

designated folder.

4.2 | Step 1: Input definition (Code: Block 1)

In this stage, we applied the code to the set of 393 potentially

relevant papers (207 papers from the initial Web of Science search

and 186 papers from the reference list search). A flowchart outlining

our automatic paper selection approach is presented in Figure 3b.

To do so, we placed all the PDFs in a designated folder and then

provided the path to that folder (Block 1, line 10) and the terms that

were used to search for them (Block 1, line 12), as input in the code.

Users should input the path to their folder and their list of search

terms in lines 10 and 12, Block 1, respectively.4

The first part of the block prints the stems of the provided search

terms. Stemming the search terms helps reduce variance in the terms

used to identify the concept of interest. These stems are later utilized

to distinguish relevant from irrelevant papers.

Before proceeding with the analysis, it is crucial for the user to

review this list of stems and determine which stems or combinations

thereof best capture their concept of interest. Hence, it is necessary

to manually input the final list of relevant stems in the first line of the

second code snippet in Block 1.

4.3 | Step 2: Text extraction (Code: Block 2)

Upon obtaining the list of files for analysis via the user‐provided path,

the code converts each paper to images using the Pdf2Image module

for Python. Then, it extracts text from these images using Python

Tesseract, an optical character recognition tool. The code treats PDFs

as images because older PDFs are often scans, making it challenging

to extract text from them with a conventional PDF reading tool. In

this stage, the code separates the main content of papers from their

reference lists, as including reference lists might inflate word

frequencies and bias analyses.

1Firms innovate either through product or process innovation. Consistent with prior research

(Cillo et al., 2018), we focus on product innovation in defining our keywords for paper

retrieval and selection.
2Academy of Management Journal, Industrial Marketing Management, International Journal

of Research in Marketing, Journal of Business Research, Journal of International Business

Studies, Journal of Management, Journal of Management Studies, Journal of Marketing,

Journal of Marketing Research, Journal of Product Innovation Management, Journal of the

Academy of Marketing Science, Management Science, Marketing Science, Organization

Science, and Strategic Management Journal.
3We also excluded editorial materials.

4To enable line numbers while working with a Jupyter Notebook, click on “View” in the top

left part of the screen and then click on “Toggle Line Numbers.”
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4.4 | Step 3.1: Term frequency–inverse document
frequency preprocessing (Code: Block 3.1)

To perform textual analysis, the raw text extracted from PDFs must

be cleaned, that is, preprocessed. As outlined above, the code

preprocesses text by removing punctuation, numbers, figures,

uppercases (replaced with lowercases), and stop‐words. Then, it

reduces each word to its lemma and, subsequently, to its stem.

Finally, the code identifies repeated adjacent terms and combines

their tokens using “_”, allowing for collocation. For instance, “new

product” becomes “new_product” during this process.

4.5 | Step 3.2: Term frequency–inverse document
frequency paper selection (Code: Block 3.2)

After preprocessing, the code employs term frequency–inverse

document frequency to select relevant papers. In our case, term

frequency–inverse document frequency was applied to the corpus of

393 papers deemed potentially relevant (Figure 3b). To isolate

relevant papers, the code utilizes the term frequency–inverse

document frequency scores for the search terms, for example, the

stems “innov,” “cultur,” and “new_product,” for each of the potentially

relevant papers.

We first focused on each search term in isolation and then

labeled papers as relevant if their term frequency–inverse document

frequency score for a specific term was above or equal to the mean

score in our corpus. For example, Hurley and Hult's (1998) term

frequency–inverse document frequency score for “innov” is 0.041.

Given that this value was above the mean score for “innov” in our

corpus (0.021), Hurley and Hult (1998) was automatically labeled as

relevant (“Y,” as opposed to “N”, in the tfidf‐results file stored in the

Results folder) when using “innov” as the only search term. We

alternatively considered search terms in pairs and then labeled papers

as relevant if their term frequency–inverse document frequency

score was above or equal to the mean score for at least one of them.

4.5.1 | Term frequency–inverse document
frequency results evaluation

To assess the effectiveness of this approach, we compared the list of

relevant papers suggested by the different term frequency–inverse

document frequency criteria to our manual classification. That is,

considering our manual classification the correct classification and

comparing the outcomes of term frequency–inverse document

frequency against it, we assessed the predictive ability of the six

alternative term frequency–inverse document frequency criteria

detailed above. Based on the match/mismatch of the outcomes

of the manual versus automated classification, we computed, for

each term frequency–inverse document frequency criterion, the

number of

1. True positives, papers classified as relevant by both our manual

classification and the automatic term frequency–inverse docu-

ment frequency classification;

F IGURE 3 Alternative approaches to paper selection: (a) manual versus (b) automated.
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2. True negatives, papers classified as irrelevant by both our manual

classification and the automatic term frequency–inverse docu-

ment frequency classification;

3. False positives, papers classified as irrelevant by our manual

classification but relevant by the automatic term frequency–inverse

document frequency classification; and

4. False negatives, papers classified as relevant by our manual

classification but irrelevant by the automatic term frequency–

inverse document frequency classification.

Accordingly, we then calculated the sensitivity, specificity, and

accuracy of the six alternative term frequency‐inverse document

frequency criteria. Specifically, we define term frequency–inverse

document frequency sensitivity as its ability to correctly classify

relevant papers among the total number of relevant papers (Vassallo

et al., 2023) and compute it as follows:

Sensitivity

=
Number of True Positives

(Number of True Positives + Number of False Negatives)
.

(5)

We define term frequency‐inverse document frequency specificity

as its ability to correctly classify irrelevant papers among the total number

of irrelevant papers (Vassallo et al., 2023) and compute it as follows:

Specificity

=
Number of True Negatives

(Number of True Negatives + Number of False Positives)
.

(6)

Finally, we define term frequency‐inverse document frequency

accuracy as its ability to correctly classify relevant and irrelevant

papers among the total number of papers and compute it as follows:

Accuracy

=
(Number of True Positives + Number of True Negatives)

Total Number
.

(7)

In Table 3, we compare the sensitivity, specificity, and accuracy

of the six alternative term frequency‐inverse document frequency

criteria, considering our manual classification the correct one

(baseline).

Here, a recurrence equal to or above the mean for at least one

notion of innovation (“innov” OR “new_product”) yielded the highest

accuracy (sensitivity = 87%, specificity = 59%, accuracy = 74%)

(Column 6, Table 3). Using this criterion resulted in the selection of

254 papers (Figure 3b) for inclusion in the review. Table 4 details the

confusion matrix obtained using the best‐performing term

frequency‐inverse document frequency criterion. Table 4 thus

cross‐tabulates the manual classification of the 393 potentially

relevant papers with the term frequency‐inverse document fre-

quency classification and provides the numbers of true positives

(177), true negatives (112), false positives (77), and false negatives

(27). Notably, among the 77 false positives, papers classified as

irrelevant according to the manual classification and relevant

according to term frequency‐inverse document frequency, 72 were

manually excluded for reasons other than not concerning Culture of

Innovation, for example, for being case studies with a narrow scope.

Furthermore, among the 27 false negatives, papers classified as

relevant according to the manual classification but not relevant

according to term frequency‐inverse document frequency, 14 focus

on relevant constructs but employ different terms such as “NPD”

instead of “new product development.”

Given the high level of accuracy (74%) achieved by the best‐

performing term frequency‐inverse document frequency criterion

and our objective of producing an automated literature review, the

TABLE 3 Comparison across alternative term frequency‐inverse document frequency criteria.

Criterion

1 2 3 4 5 6

“innov”a “cultur”a “new_product”a
“innov”
OR “cultur”b

“new_product”
OR “cultur”b

“innov” OR
“new_product”b

Sensitivity 0.716 0.534 0.461 0.858 0.784 0.868

Specificity 0.677 0.471 0.836 0.307 0.349 0.593

Accuracy 0.697 0.504 0.641 0.593 0.575 0.735

Note: Numbers in bold represent the statistics resulting from the selected term frequency‐inverse document frequency criterion.
aA paper is classified as relevant if its term frequency‐inverse document frequency score for the search term (e.g., “innov”) is equal to or above the mean in
the corpus.
bA paper is classified as relevant if its term frequency‐inverse document frequency score for at least one of the search terms (e.g., “innov” OR “cultur”) is
equal to or above the mean in the corpus.

TABLE 4 Confusion matrix.

Automated classification

Automatic
“relevant”

Automatic
“irrelevant”

Manual
Classification

Manual
“relevant”

True positives False negatives

177 (45%) 27 (6.9%)

Manual
“irrelevant”

False positives True negatives

77 (19.6%) 112 (28.5%)

Note: Sensitivity = 177/(177 + 27)% = 86.765%. Specificity = 112/

(112 + 77)% = 59.259%. Accuracy = (177 + 112)/393% = 73.537%.
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next stages applied latent Dirichlet allocation to the set of 254

automatically selected papers. Notably, we also applied latent

Dirichlet allocation to the set of 204 manually selected papers.

These results, available upon request, are generally consistent with

those obtained using the set of automatically selected papers. In

Supporting Information: Appendix A, we report some potential

alternative approaches to automated paper selection and explain

why we deem term frequency‐inverse document frequency the most

suitable one.

We note here that the code we provide does not include lines for

computing accuracy since we do not expect other users to have a list

of manually annotated files to compare these results. However, the

tfidf‐results Excel file, in the Results folder, contains the list of files

with the relevance label assigned automatically. If users aim to

validate the use of term frequency‐inverse document frequency for

paper selection in their sample, they can thus add their manual

annotations to the file and then easily calculate accuracy using Excel.

4.6 | Step 3.3: Paper classification with latent
Dirichlet allocation (Code: Block 3.3)

In this stage, the code focuses only on the papers that were deemed

relevant by the term frequency‐inverse document frequency

criterion selected by the user (manual input required in Block 3.3,

line 20 of the first code snippet).

4.6.1 | Preprocessing

The code starts with the raw .txt files and then preprocesses each

paper by removing sources of noise and lemmatizing terms. In this

stage, the code does not apply stemming due to the different

purposes of latent Dirichlet allocation and term frequency‐inverse

document frequency. To run latent Dirichlet allocation effectively, it

is preferable to tag each word with its part of speech (pronoun,

adverb, conjunction, etc.) and retain only terms classified as nouns,

verbs, adjectives, or adverbs. Stemming terms in text preprocessing

for latent Dirichlet allocation renders tagging impossible (as the stem

“innov” could correspond to the verb “innovate,” the noun “innova-

tion,” or the adjective “innovative”). Therefore, we halted preproces-

sing amid lemmatization.

4.6.2 | Latent Dirichlet allocation estimation

Latent Dirichlet allocation requires the number of topics as an input.

However, the optimal number of topics is generally unknown before

running the analysis. For this reason, after preprocessing the text

(Block 3.3, up to line 45 of the second code snippet), the code runs

several latent Dirichlet allocations, setting alternative numbers of

topics (between 2 and 20), and automatically selects the best‐

performing number of topics to represent the corpus (Block 3.3,

starting from line 46 of the second code snippet). In machine learning,

it is common practice to evaluate the performance of alternative

models by dividing the data into two sets, a training set and a testing

set. The training set is used to fit the model, and the obtained

parameters are then used to predict the output of the testing set

(Gareth et al., 2013). To assess the performance of alternative

numbers of topics, the code focuses on the log‐likelihood and

perplexity (normalized log‐likelihood) thereof regarding the testing

set using 10‐fold cross‐validation. This involves dividing the sample

into 10 random groups and iteratively using each group as the testing

set and the remaining nine groups as the training set. In this context,

log‐likelihood and perplexity essentially capture how probable

unseen papers (testing set) are based on what the model has learned

from the training set.

4.6.3 | Latent Dirichlet allocation results evaluation

In our case, the results (automatically stored in the lda.html file in the

Results folder) indicated that the best number of topics according to

our corpus is two. Hence, each paper was allocated by latent

Dirichlet allocation to one of these two topics. Figure 4 lists these

identified topics. Figure 4a represents each topic as a bubble. The

larger the bubble is, the higher the number of papers. The further the

bubbles are from each other, the more different the topics. Figure 4a

shows that the two topics are roughly equivalent in size (132 vs. 122,

respectively) and clearly distinct.

Latent Dirichlet allocation generates a list of terms (Figure 4b)

that represent the whole corpus. By default, it returns the 30 most

salient terms, ranked in descending order of saliency. For example,

the five most salient terms in our corpus are, in descending order,

“orientation,” “market,” “customer,” “performance,” and “innova-

tion.” The gray bars (originally blue in the output file generated by

the code we provide) in Figure 4b, represent overall term frequencies,

utilized to compute term saliencies, as we explain below.

Figure 4b shows the most salient terms in our whole corpus. The

saliency of terms is determined based on their (a) probability of

occurrence in the corpus and (b) distinctiveness, as follows:

w p w wsaliency( ) = ( ) × distinctiveness( ), (8)

where p(w) is the observed probability of term w in the corpus (the

frequency of term w over the total number of terms) and

distinctiveness(w) is its distinctiveness. Following Chuang et al.

(2012), each term can be considered more or less distinctive

depending on its role in determining a certain topic compared to

any other randomly selected term. Distinctiveness(w) is mathemati-

cally defined as the Kullback‒Leibler divergence (Kullback &

Leibler, 1951) between the likelihood that the observed term w

was generated by topic t, p(t|w), and the likelihood that any randomly

selected term w’ was generated by topic t, p(t), as follows:

∑w p t w
p t w

p t
distinctiveness( ) = ( | )log

( | )

( )
.

t

(9)
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F IGURE 4 Topics and salient terms. (a) Represents each topic as a bubble. The larger the bubble is, the higher the number of papers
allocated to that topic. The further the bubbles are from each other, the more different the topics they represent. (b) Represents the most salient
terms within the corpus. The gray bars represent overall term frequencies.

Saliency, therefore, provides us with terms that are potentially

relevant for describing the research topics covered in the corpus.

However, salient terms are more informative about the general

topic of Culture of Innovation than the distinct topics within it

(Sievert & Shirley, 2014). To understand the content of the

individual topics, latent Dirichlet allocation returns the most

frequent terms per topic. However, as all our papers are within

the same field, target similar audiences and are written by authors

with similar backgrounds, this may increase the probability that

multiple topics have frequent terms in common. Since our aim is to

use latent Dirichlet allocation to distinguish different topics, we

use Relevance (Sievert & Shirley, 2014) to identify the most

representative terms in each of these topics.

Relevance (Sievert & Shirley, 2014) is computed as follows:







w t λ λ ϕ λ

ϕ

p
Relevance( , | ) =   log( ) + (1 − )log ,tw

tw

w

(10)

where ϕtw is the probability of term w ∈ {1 …, V} for topic t ∈ {1 …, T},

pw is the marginal probability of term w in the corpus, and λ is a

weight parameter ranging between 0 and 1 given to the probability of

term w under topic t relative to its lift (the ratio of the probability of

term w within topic t over its marginal probability across the corpus).

Sievert and Shirley (2014) find the optimal value of λ to be

approximately 0.6; hence, we set λ to 0.6 when evaluating term

relevance within a topic.

After identifying the different topics based on the relevant terms,

we examined the allocation of papers therein. Latent Dirichlet allocation

assigns to each paper the probability of belonging to each topic; then, it

assigns each paper to the topic with the highest probability. To assess

the reliability of the analysis, we reviewed the list of probabilities

(automatically stored in the dominant_topics file in the Results folder).

Specifically, we filtered the list of papers by topic and probability

and then manually examined whether the content of the papers that

were assigned a high probability aligned with the topic description

derived from the relevant terms. Similarly, we also assessed whether

the allocation remained reliable for papers assigned with the lowest

probabilities. We found the latent Dirichlet allocation results to be

reliable, as the papers assigned with the lowest probabilities still

exhibited consistency with their respective topics. Importantly,

reviewing the complete list of files and their topic assignments is

not necessary when implementing this approach. Notwithstanding

this, our evaluation effectively validated the effectiveness of the

method in allocating papers to different topics.

4.7 | Step 3.4: Identifying subtopics (Code: Block
3.4, Optional)

Finally, in this section, we provide the code for analyzing the papers

assigned to each topic separately. Conducting separate latent
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Dirichlet allocations on the papers assigned to each topic produces a

more detailed picture of the literature, revealing distinct research

streams within the previously identified topics. This process follows

the same steps described above; the only difference is that the code

iterates through different topics and analyses, at each iteration, only

the subset of papers assigned to a specific topic. While this step is

not strictly necessary, it can be informative by uncovering more

nuanced differences in the literature. However, importantly, this step

requires at least 10 papers per topic, as the code employs 10‐fold

cross‐validation. It is infeasible to split a set of fewer than 10 papers

into 10 parts. Users who seek to identify subtopics within topics

containing fewer than 10 papers can adjust the “cv” (cross‐validation)

parameter in line 54, Block 3.4, to a lower number. Using a lower

number of folds is not advisable, however, as it results in less training

for the model.

5 | RESULTS

Figure 4a indicates that the two topics are roughly equivalent in size

and clearly distinct. The five most salient terms in our corpus, in

descending order of saliency, are “orientation,” “market,” “cus-

tomer,” “performance,” and “innovation” (Figure 4b).

Figure 5 displays the 30 most relevant terms inTopic 1 (Figure 5a)

and Topic 2 (Figure 5b), ranked in descending order. Each term is

accompanied by its frequency within the relevant topic (black bar in

the figure, red bar in the output file) and its overall frequency across

the corpus (gray bar in the figure, blue bar in the output file).

Interpretation of the latent Dirichlet allocation results was

performed by the authors based on the most relevant terms assigned

to each topic, entailing consideration of the papers until a consensus

was reached.

The 10 most relevant terms in the first topic, Topic 1 (132 papers),

are “product,” “market,” “orientation,” “performance,” “firm,” “new,” “cus-

tomer,” “marketing,” “study,” and “relationship,” based on which it was

possible to label the topic as “Market Orientation and Innovation

Performance,” driven primarily by terms such as “market,” “orienta-

tion,” “customer,” “marketing,” and “relationship” (Figure 5a). The 10

most relevant terms in the second topic, Topic 2 (122 papers), are

“innovation,”“firm,”“country,”“knowledge,”“research,”“use,”“new,”“tech-

nology,” “model,” and “product,” based on which it was possible to label

the topic as “Cultural Advantages and Innovation Performance,” driven

primarily by terms such as “firm,” “country,” “knowledge,” “research,” and

“technology” (Figure 5b).

We subsequently conducted another round of latent

Dirichlet allocation to uncover subtopics within the main topics. This

process yielded two subtopics for each main topic. Figures 6–8 depict

the identified subtopics and their most relevant terms. Specifically, we

identified two subtopics within Topic 1, “Market Orientation and

Innovation Performance,” that is, Subtopic 1.1, “Customer and

Competitor Orientation” (83 papers), driven by terms such as

“market,” “orientation,” “customer,” and “competitor,” and Subtopic

1.2, “Interfunctional Coordination and Cultural Cohesiveness” (49

papers), driven by terms such as “project,” “npd,” “team,” “develop-

ment,” “process,” “research,” and “integration.” Figure 6a shows these

two Subtopics, 1.1 and 1.2, which appear to be clearly distinct. The most

relevant terms for Subtopics 1.1 and 1.2 are shown in Figure 7a,b,

respectively.

Furthermore, we identified two subtopics within Topic 2,

“Cultural Advantages and Innovation Performance,” that is, Subtopic

F IGURE 5 Relevant terms in (a) Topic 1 and (b) Topic 2.
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2.1, “Corporate Culture Advantages” (64 papers), driven by terms

such as “innovation,” “knowledge,” “organization,” “capability,” and

“resource,” and Subtopic 2.2, “National Culture Advantages” (58

papers), driven by terms such as “firm,” “product,” “innovation,”

“country,” “national,” and “diffusion.” Figure 6b depicts Subtopics 2.1

and 2.2, which similarly appear to be clearly distinct. The most

relevant terms for Subtopics 2.1 and 2.2 are shown in Figure 8a,b,

respectively.

F IGURE 6 Subtopics within (a) Topic 1 and (b) Topic 2.

F IGURE 7 Relevant terms in (a) Subtopic 1.1 and (b) Subtopics 1.2.
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F IGURE 8 Relevant terms in (a) Subtopic 2.1 and (b) Subtopic 2.2.

(b)

(a)

F IGURE 9 Latent Dirichlet allocation: Summary of results. (a) showcases, for each topic/subtopic, the 10 most relevant terms and the
corresponding number of papers. (b) showcases research trends.
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Figure 9a provides a summary of the results obtained from our

latent Dirichlet allocation, showcasing, for each topic/subtopic, the

10 most relevant terms and the corresponding number of papers. We

depict research trends over time in Figure 9b. In the interest of space,

we do not provide the full list of papers allocated to each topic.

In Supporting Information: Appendix B, we offer a more detailed

discussion of these topics and subtopics to highlight the relevance of

our results to the Culture of Innovation literature.

6 | DISCUSSION

In this study, we have detailed the steps involved in conducting a

literature review using natural language processing. Specifically, we

showed how to (1) identify relevant papers using term frequency‐

inverse document frequency and (2) conduct topic modeling analysis

based on latent Dirichlet allocation to identify research topics.

This study makes important contributions to the literature; it is

the first, to our knowledge, to provide a step‐by‐step tutorial on how

to conduct a literature review using term frequency‐inverse docu-

ment frequency and latent Dirichlet allocation in business and

management scholarship. By utilizing term frequency‐inverse docu-

ment frequency, we were able to automatically select relevant

papers; applying latent Dirichlet allocation to the full text of papers

enabled us to identify topics and subtopics efficiently and objectively.

We have also provided clear definitions and a ready‐to‐use Python

code, enabling future researchers to replicate our approach when

conducting their own literature reviews. Notably, our approach

allows the processing of numerous papers with minimal effort before

any time‐costly manual work is to be done, a benefit thus far

generally provided only by bibliometric analyses (Gupta et al., 2023;

Khan et al., 2020). Importantly, there is practically no limitation on

the number of papers the code is able to process. Although it takes

approximately 6 hours with an average laptop to analyze approxi-

mately 400 papers, as we did, with most of this time spent in text

extraction (4/5 hours), due to the modular structure of the code, this

step can be skipped when rerunning the analysis on papers already

converted to .txt format. Importantly, while we offer the code with a

view toward making it possible for researchers to use it for their

literature reviews, the code (or parts of it) could also be effectively

used in topic modeling of firm‐ or user‐generated content by

marketing researchers in general and by consumer behavior

researchers in particular.

7 | LIMITATIONS

While our approach enables the attainment of an effective under-

standing of a large corpus of papers in a few hours, it suffers from

some limitations. First, although measures based on the occurrence

of meaningful terms are already used in marketing (Rust et al., 2021),

they may not perfectly predict the relevance of each paper (achieve

100% accuracy vs. manual classification). Notably, the modular

structure of our code allows users to run other parts of the code

independently if they prefer to rely on manual paper selection.

Second, latent Dirichlet allocation does not yield fully replicable

results due to its Bayesian nature. This inherent variability may lead to

slightly different outcomes during each iteration. However, in our

experience, the variation across iterations was minimal, and the random

component did not significantly impact the usefulness of the results.

Third, importantly, the purpose of topic models, such as latent

Dirichlet allocation, is to provide an interpretation of the text that

needs to be validated by the user. In other words, it is ultimately the

researcher who determines which interpretation of the literature is

most informative for them or their readers. The value of this

approach lies in its ability to efficiently and objectively cluster papers

based on the simultaneous consideration of hundreds of them, a task

that would otherwise take days, if not weeks, to accomplish manually.

Despite these limitations, we hope this research can be of help to

researchers in marketing academia and beyond.
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