
This is a repository copy of Which Are the Main Characteristics Determining Sentence 
Severity? An Empirical Exploration of Shoplifting Offences Using Spike-and-Slab Models.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/203484/

Version: Submitted Version

Book Section:

Pina Sánchez, J. orcid.org/0000-0002-9416-6022, Dhami, M. K. and Gosling, J. P. (2024) 
Which Are the Main Characteristics Determining Sentence Severity? An Empirical 
Exploration of Shoplifting Offences Using Spike-and-Slab Models. In: Research Handbook 
of Judicial Politics. Research Handbooks in Law and Politics series . Edward Elgar , 
Cheltenham , pp. 450-464. ISBN 9781035309313 

https://doi.org/10.4337/9781035309320.00043

This is a draft chapter/article. The final version is available in Research Handbook on 
Judicial Politics edited by Michael P. Fix and Matthew D. Montgomery, published in 2024, 
Edward Elgar Publishing Ltd. https://doi.org/10.4337/9781035309320 The material cannot 
be used for any other purpose without further permission of the publisher, and is for private
use only.

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



Preprint

Which Are the Main Characteristics Determining Sentence

Severity?

An Empirical Exploration of Shoplifting Offences Using Spike-and-Slab Models

Jose Pina-Sánchez · Mandeep K. Dhami · John Paul

Gosling

Abstract In order to identify the case characteristics considered by judges in their sentencing de-
liberations, researchers have relied heavily on regression modelling techniques. In most instances, the
sample of sentences available is many times larger than the number of case characteristics recorded,
providing enough degrees of freedom to estimate the effect of these case characteristics adequately.
However, when the number of case characteristics recorded is too large, or the samples are too small,
regression models can overfit the data. Here, we demonstrate how, in such settings, Bayesian methods
such as spike-and-slab models can be used to select the most consequential case characteristics in a
principled and reliable way. The potential of this approach is illustrated using a sample of 2,116 sen-
tences imposed in the magistrates’ courts in England and Wales on shoplifters. For this small sample,
we reliably estimated twenty case characteristics predicting custody decisions. This highlights the high
degree of discretion afforded to sentencers in England and Wales. We also found that offender-related
factors (such as the offender’s previous convictions, and caring responsibilities), appeared to be far
more important than characteristics defining the offence (e.g., value of goods stolen or lasting effect
of offence on victim). This questions the widely held belief that sentencing in England and Wales is
based around the principle of proportionality.
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averaging · discretion · proportionality
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1 Introduction

Judicial decision-making, and sentencing in particular, are complex cognitive processes. The number of
case characteristics that could be deemed relevant and therefore influence the sentence outcome is often
seen as unlimited, since, as sentencers like to say, ‘no two cases are alike’. Past attempts to empirically
describe that process have been hampered by data limitations (Dhami and Belton, 2015), with most
jurisdictions only making available a few of the main characteristics defining a criminal case (e.g. offence
type, number of previous convictions, or whether the offender plead guilty). In the absence of detailed
case-level data, key questions in the field of sentencing research remain only partially answered, and
these answers likely biased (Dhami et al., 2004). For example, if we look at studies exploring gender
disparities in sentencing; how do we know that apparent harsher treatment of male offenders is not
due to female offenders’ lower recidivist rates (Langan and Levin, 2002), likely reflected in pre-sentence
reports recommending community sanctions? Similarly, how do we know that the effect attributed to
previous convictions is not confounded by perceptions of offenders’ dangerousness left uncontrolled in
the analysis?

In 2014, the Sentencing Council for England and Wales changed the research landscape in that
jurisdiction through the publication of data obtained from the Crown Court Sentencing Survey. This
survey captured practically all of the factors listed in the sentencing guidelines (i.e. factors explicitly
identified as relevant for sentencing specific offences), and led to an explosion of empirical sentenc-
ing research in the UK. As anticipated (Roberts, 2013), researchers used this data to estimate the
effect of multiple contentious factors, which up to then had only been debated based on anecdotal or
qualitative evidence. For example, new studies examined the aggravating effect of alcohol intoxication
Lightowlers (2019), the effect of an offender’s role in drug trafficking (Fleetwood et al., 2015), show of
remorse (Maslen, 2015), caring responsibilities (Kane and Minson, 2022), guilty pleas (Pina-Sánchez
and Gosling, 2020), or being charged with multiple offences (Dhami, 2022), to name a few.

However, the availability of more detailed sentencing data has also brought about new methodolog-
ical challenges. One of them being the difficulty of controlling for multiple relevant case characteristics
simultaneously, which is especially challenging when the sample size is not large. So far, sentencing
researchers facing this problem have either: i) ignored it, throwing all recorded case characteristics in
their statistical model; ii) decided themselves the most important case characteristics that ought to be
selected (e.g., based on past research, theory, or current sentencing policy); or iii) used stepwise regres-
sion models to undertake the selection process. Ignoring the problem leads to overfitted models that in
turn tend to be prone to multicollinearity (i.e. a model’s incapacity to disentangle the specific effects of
two or more predictors that are highly correlated). Rationales commonly used to select variables can
lead to arbitrary decisions when the variables that end up being discarded are nevertheless relevant
(i.e. considered by the sentencer). Whereas by unduly undertaking multiple significance tests, stepwise
methods lead to underestimated measures of uncertainty (i.e. standard errors, confidence intervals and
p-values are biased towards zero) (Harrell, 2001; Smith, 2018).

In order to identify the most consequential case characteristics when the sample size is relatively
small, we suggest the adoption of spike-and-slab models (Forte et al., 2018; Ročková and George, 2014).
In essence, these are a type of Bayesian selection method that uses a mixture prior with one component
that concentrates mass at zero (the ‘spike’) and another that has a flat, diffuse distribution (the ‘slab’).
This allows spike-and-slab models to perform shrinkage and conduct variable selection within a single
unified framework. In so doing, these models can overcome the trade-off arising from having to accept
either overfitted models or following arbitrary decisions to limit the number of case characteristics to
be selected.

Here, we apply these models to a new dataset published by the Sentencing Council for England and
Wales, containing details of cases sentenced in the magistrates’ court for theft from a shop (shoplift-
ing). These represent an offence type and court level that, in spite of their volume and relevance,
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remain importantly under-researched.1 We show how spike-and-slab models can help us recognize the
case characteristics that more clearly predict magistrates’ sentencing decisions. Therefore, this study
provides both a novel research tool to explore how different case characteristics are weighed in the
sentencing process, as well as new empirical insights into the sentencing of shoplifting offences in the
magistrates’ court. Beyond its academic merit, the empirical contribution presented here also has an
important policy application. This is because when developing sentencing guidelines the Sentencing
Council for England and Wales must reflect current sentencing practice, for which robust empirical
methodologies that yield valid and reliable findings are of the essence.

The next section provides more context into how current guidelines structure the sentencing of
shoplifting offences in England and Wales. This is followed by sections describing the data we will
model, our analytical strategy, findings, and their implications.

2 Jurisdictional Context: Sentencing Shoplifting Offences in England and Wales

Theft from a shop (or stall), colloquially known as shoplifting, is the highest volume offence in the
‘Theft Offences Definitive Guideline’ (Sentencing Council, 2015b). This guideline was published the
1st of February 2016, replacing an older version created by the Sentencing Guidelines Council.2 One of
the key differences of the new sets of guidelines introduced by the Sentencing Council is the adoption
of a structure of nine sequential and non-overlapping steps in the decision-making process (Dhami,
2013), of which the first two are most critical.

At ‘Step One’ sentencers must determine the harm caused to the victim and the offender’s cul-
pability, both of which are classified into one of three categories. To do so the guidelines provide a
comprehensive list of factors that sentencers ought to take into consideration. For example, the degree
of planning or sophistication involved in the offence is used to determine the level of culpability, while
the value of the goods stolen is used to define the level of harm (see Table 1 in Section 3 for the full
list of Step One factors). For each combination of harm and culpability a specific starting point and
range of ‘appropriate’ sentence outcomes are assigned.

In ‘Step Two’ sentencers must choose a preliminary sentence within the defined sentencing range.
Here, sentencers may ‘fine-tune’ the starting point defined in Step One by considering further aggravat-
ing and mitigating factors. These factors do not form the principal factual elements of the offence, but
instead provide the context of the offence and the offender. For example, sentencers may consider the
presence of previous convictions, whether the offence was committed on bail, or whether the offender
showed genuine remorse. Importantly, while the list of Step One factors provided in the guideline
is comprehensive, those in Step Two are not, thus allowing sentencers to consider aggravating and
mitigating factors outside the specific remit of the guidelines.

The preliminary sentence determined in Step Two can then be modified going through the addi-
tional sequence of steps. For instance, these include considering questions such as guilty pleas, time
spent on remand, or whether the totality principle is applied (in multiple-offence cases).

1 The magistrates’ court process roughly 90% of criminal cases in England and Wales (Sturge, 2021).
2 The design of the new theft guideline was informed empirically through the Sentencing Council’s own research

efforts. This involved content analysis of sentence transcripts, qualitative interviews and vignette designs with mag-
istrates and judges (Sentencing Council, 2015c). From that study a number of differences between the two guidelines
were identified, together with a potential increase in severity following the coming into force of the new guideline. The
latter was corroborated in various impact evaluations (Sentencing Council, 2019; Pina-Sánchez et al., 2019), which
showed a stronger process of sentence inflation than expected. A series of explanations have been put forward for
this. Such as the new emphasis placed by the new guideline on the value component used to determine harm, or
the higher saliency of previous convictions, which was consistently cited by magistrates as the most important factor
consider when sentencing theft offenders (Sentencing Council, 2019). Other than those two factors, evaluations of the
guidelines have pointed at the majority of case characteristics being applied as they used to be under the previous
guidelines, and no major changes in consistency were detected (Isaac et al., 2021).
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3 Sentencing Data: Shoplifters in the Magistrates’ Court

We use data collected by the Sentencing Council for England and Wales from a sample of magistrates’
courts in 2016. The original aim of the data collection exercise was to help the Council evaluate the
impact of their guidelines. The data was then made available to the public in 2021.3 Specifically, we
use a sample of 2,116 cases of shoplifting sentenced under the 2016 sentencing guideline.

The data was obtained using self-completed questionnaires delivered to magistrates and district
judges from 79 magistrates’ courts.4 These sentencers were instructed to fill out the questionnaires
after sentencing an offender whose principal offence was theft from a shop or stall. In the question-
naire participants were asked to give detailed information on the factors they took into account when
sentencing the offender, and on the final sentence they meted out.

Having the data directly provided by sentencers shortly after passing a sentence is a unique feature
of the datasets produced by the Sentencing Council, particularly because the questionnaire covers
most of the factors listed in the sentencing guidelines. This contrasts with typical sentencing studies
relying on administrative data, which provide no more than a few factual case characteristics, such
as offence type, guilty plea, bail, and previous convictions. The response rate for this specific survey
is not reported, however, previous surveys of sentencers by the Sentencing Council have achieved a
reasonably good response rate of over 60% (Sentencing Council, 2015a).

In spite of our ambition to explore all sentencing factors considered in the guideline, some of them
are quite rare and were only seen in a few cases. Hence, we focus on case characteristics that are present
in at least 1% of cases in our sample. Descriptive statistics of all the variables considered in our analysis
are reported in Table 1. The most important of them is the final sentence, a multi-categorical variable
that we dichotomise into ‘suspended/immediate custody’ or ‘not’ (‘custody’ hereafter). This binary
variable serves as simple proxy for sentence severity, capturing whether the offender was sentenced
to any of the two possible custodial sentences used in England and Wales or to an alternative, more
lenient (non-custodial) disposal type, including discharge, fine, or community order. Cases that were
sent by the magistrates’ court to the Crown Court (a higher tier court) were excluded from our analysis
since they were not sentenced in the lower tier court of interest.

The explanatory variables in our analysis can be classified into four groups according to whether
they relate to culpability, harm, aggravation, mitigation, and offender characteristics. Most of these
variables are binary, but amongst them there are also five ordinal variables: value of goods (1: ‘Up to
↔10’, 2: ‘↔11-↔50’, 3: ‘↔51-↔100’, 4: ‘↔101-↔200’, 5: ‘↔201-↔500’, 6: ‘↔501-↔1000’, 7: ‘>↔1001’), role
of offender (1: ‘lone’, 2: ‘limited’, 3: ‘significant’, 4: ‘leading’), use of force (1: ‘none’, 2: ‘limited’, 3:
‘high’), level of planning (1: ‘none/little’, 2: ‘some’, 3: ‘high’), and age (1: ‘18 to 21’, 2: ‘22 to 29’, 3: ‘30
to 39’, 4: ‘40 to 49’, 5: ‘50 to 59’). To facilitate the computation process for our models, these ordinal
variables are centred around the mean and introduced as continuous variables.

As shown in Table 1, our analytical sample is composed of mainly male offenders, 72%, which is
nonetheless a lower proportion than for most other offence types. The most common age category is 30
to 39, representing 38% of cases. And although there is no information on the ethnicity of the offender,
we note that in 2013, 85% of shoplifting offenders sentenced in England and Wales were perceived to
be of White origin by the police officer who handled their case (Sentencing Council, 2014).

3 The data is available here, https://www.sentencingcouncil.org.uk/research-and-resources/data-collectio
ns/magistrates-courts-data-collections/theft-from-a-shop-or-stall/.

4 The questionnaire is available here, https://www.sentencingcouncil.org.uk/wp-content/uploads/Post-guide
line-data-collection-form-Theft-from-a-shop-or-stall.pdf.
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Table 1 Descriptive statistics of the variables used in the analysis

Variable name Mean Min. Max.

Sentence: suspended/immediate custody 0.29 0 1

Culpability: level of planning 1.38 1 3

Culpability: use of force 1.06 1 3

Culpability: role of offender 1.37 1 3

Culpability: sophisticated offence 0.02 0 1

Culpability: subject to a banning order 0.01 0 1

Culpability: involvement of others 0.02 0 1

Culpability: mental disorder 0.05 0 1

Harm: value of goods stolen 3.37 1 7

Harm: emotional distress 0.01 0 1

Harm: injury to victim 0.10 0 1

Harm: effect on business 0.38 0 1

Harm: other factors 0.06 0 1

Aggravating: previous convictions 0.84 0 1

Aggravating: conceal evidence 0.07 0 1

Aggravating: failure to comply 0.22 0 1

Aggravating: offender on bail 0.17 0 1

Aggravating: offences into consideration 0.12 0 1

Aggravating: harm to the community 0.20 0 1

Aggravating: professional offending 0.04 0 1

Aggravating: stealing goods to order 0.03 0 1

Aggravating: other factors 0.25 0 1

Mitigating: age / lack of maturity 0.03 0 1

Mitigating: good character 0.02 0 1

Mitigating: no recent convictions 0.08 0 1

Mitigating: financial hardship 0.10 0 1

Mitigating: steps to address addiction 0.13 0 1

Mitigating: mental disorder 0.09 0 1

Mitigating: remorse 0.16 0 1

Mitigating: return of stolen property 0.02 0 1

Mitigating: serious medical condition 0.03 0 1

Mitigating: primary carer 0.02 0 1

Mitigating: other factors 0.15 0 1

Offender: age band 3.10 1 6

Offender: male 0.72 0 1

Note 1: The mean of the binary variables represents their proportion.
Note 2: Continuous variables are shown here in their original scale, but they were centred in our models.

4 Analytical Strategy: Spike-and-slab models

Our analytical strategy is based on the estimation of a series of spike-and-slab models, a type of
Bayesian averaging technique (Mitchell and Beauchamp, 1998). These type of models, allow researchers
to circumvent the arbitrariness associated with having to select one set of predictors when various sets
could be valid, and provide unbiased uncertainty estimates.

A wide range of approaches has been suggested to undertake model selection in a principled way. For
example, best subset selection finds the optimal model for each number of predictors through exhaustive
search, but becomes computationally infeasible for a large number of predictors. This problem is
circumvented through other frequentist approaches like LASSO, which perform shrinkage and variable
selection by penalising model complexity in the optimisation objective. However, none of those methods
provide an adequate characterisation of the uncertainty of the model selection process.
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Bayesian approaches take a more direct approach to accounting for model uncertainty, calculating
the posterior probability of all possible models and averaging predictions across models weighted by
their posterior probability. Specifically, for the case of spike-and-slab models, the selection process is
facilitated through a Bernouilli mixture prior distribution composed of a Dirac delta function (the
‘spike’) and a uniform distribution (the ‘slab’). The first element of the mixture (the ‘spike’) assigns
all its probability to zero, and the Bernouilli element gives the prior probability of that not being
appropriate for a single regression coefficient. As such, the Bernoulli probability may be termed the
probability of selection. The second element of the mixture (the ‘slab’) is used as an uninformative prior
within the bounds (a,b), reflecting that this is an exploratory tool and the user has no prior knowledge
of the effect that could be expected for the predictors to be considered. The mixture distribution is
represented graphically in Figure 1. For a more formal - yet accessible - explanation of the working of
spike-and-slab and other Bayesian selection models see Forte et al. (2018).

0a b
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slab

Fig. 1 Spike and slab prior distribution

In our analysis we use the ‘BoomSpikeSlab’ package (Scott, 2022) in R, and different sets of priors
for the probability of selection. We start by estimating a standard binary logit model using frequentist
statistics, including all the predictors listed in Table 1. We call this Model 1, which can be taken as
the approach that would be followed if problems related to model overfitting are neglected. We would
expect this to be the case if theory, past research, or current policy are used as the criteria to select
predictors. Based on this standard modelling approach, all available predictors would be included since
they are either theoretically pertinent, listed in the sentencing guidelines as relevant, or, like gender,
have been found to have a strong effect in the probability of receiving a custodial sentence in the
literature (Pina-Sánchez and Harris, 2020).

Model 1 is therefore used as the benchmark to assess the effectiveness of selection models based
on Bayesian selection. We estimate two of them, Model 2 and 3, each with a different set of prior
probabilities of selection, 0.6 and 0.1, respectively. A prior selection probability of 0.6 approximately
returns the twenty most relevant predictors (i.e. their posterior probability of selection will be mean-
ingfully different from zero). This is calculated by taking the ratio of the target number of predictors
that we would like to keep in our model over the total of candidate predictors considered; in our case,
20/34 = 0.59. The inclusion prior probability of 0.1 is used to explore an extreme selection process,
where only those factors that can be identified as the most important case characteristics are selected,
i.e. those for which the effect is so strong that even a small prior probability of inclusion will not be
enough to drop them from the model. In all our spike-and-slab models we take predictors with posterior
selection probabilities smaller than 0.05 as effectively dropped from the model.
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5 Results: Factors Predicting Magistrates’ Court Sentencing of Shoplifting Offences

Results from the four models of interest are reported in Table 2. The effect estimated for each case
characteristics is reported using odds ratios. Hence, case characteristic with an odds ratio below one
reduce the probability of receiving a custodial sentence, and those with odds ratios above one increase
it. Measures of uncertainty for the odds ratios are expressed using 95% confidence and credible intervals,
depending on whether the models are based on frequentist or Bayesian statistics.

Model 1, where all predictors are included, shows seventeen statistically significant predictors,
namely half of the set of 34 included in the model. Such a relatively low proportion of case characteristics
found to be significantly predicting sentence severity can be explained by their relatively low prevalence
(sixteen case characteristics were present in less than 10% cases from our sample), but also by the
expected problem of model overfit. Specifically, the multiple non-significant predictors left in the model
unnecessarily reduce its degrees of freedom, and can lead to multicollinearity. Multicollinearity is in
fact found to be present in the aggravating factor previous convictions (V IF = 3.70), which appears
to have an extreme effect (19.81 odds ratio) that is highly unreliable (with a 95% confidence interval
ranging from 6.85 to 85.57 odds ratio).

Model 2, the first of our spike and slab models where the prior probability of inclusion is set
at 0.6, drops fifteen of the predictors present in Model 1 (i.e. their estimated posterior probability
being different from zero is lower than 0.05), but in doing so it becomes a better model. This is
because the smaller set of predictors reduces overfitting; and that is achieved while increasing its
classification accuracy. From a 58% correct classification obtained by the null model (i.e. classifying
all sentences as the modal category, non-custody), Model 1 classifies 80.7% of sentence outcomes
accurately, whereas Model 2 reaches an 81.2% accuracy rate. Similarly, we can also see that previous
issues of multicollinearity have been resolved, with the estimate for the aggravating factor previous
convictions halving its effect size (9.56 odds ratio) and its 95% credible interval becoming narrower
(4.38 to 20.84 odds ratio).

In short, Model 2 (based on Bayesian selection) is a more parsimonious model, improving Model
1 (based on a standard frequentist approach) in multiple ways. Namely, Model 2 offers a more robust
capacity to detect factors affecting custodial decisions, more accurate and precise estimates of the effects
associated to those factors, and higher classification accuracy. Furthermore, the selection process was
undertaken by considering all predictors simultaneously, which eliminates arbitrary selection choices
(forward, backward, etc.) that can affect the final set of selected predictors. This is another key feature
of the spike and slab approach presented here.

Model 3 shows how the list of ‘most important factors’ can be further trimmed simply by reducing
the prior probability of inclusion. If we do so in a rather extreme way, namely by reducing the prior
inclusion probability from 0.6 to 0.1, we still find thirteen case characteristics are selected by the model.
This is a surprisingly large number of factors predicting magistrates’ court sentencing, and particularly
given the low prior probability of selection (0.1), the relatively small sample size (N = 2, 116), and
the fact that the sample is comprised of a single, highly homogenous, offence type (shoplifting). This
finding suggests that the sentencing guidelines in England and Wales have not led to uniform sentencing
through the stifling of judicial discretion (at least for shoplifting offences) as in some other jurisdictions
(Dhami et al., 2015), but rather they facilitate the distinction of cases according to the relevant features
that define them (Marder and Pina-Sánchez, 2020; Roberts et al., 2018).

By reviewing the set of factors selected in Model 3 we can obtain a more robust understanding of
the sentencing of shoplifting offences in the magistrates’ courts in England and Wales. The two case
characteristics with the largest effect size are previous convictions and caring responsibilities. Their
effect is so strong (9.48 and 0.05 odds ratios, respectively) that in many cases the presence of these
factors alone comes close to determining whether the offender will receive a custodial sentence. For
example, if we consider a reference case defined by, say, an offender found to use professional methods to
steal ↔500 to ↔1000 worth of goods, with no other case characteristics deemed relevant, the estimated
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probability of receiving a custodial sentence is 0.14, but the probability for the same case goes up
to 0.61 if relevant previous convictions are deemed to be present, and down to 0.01 if instead caring
responsibilities are present. The large effect of previous conviction in cases of theft has been previously
identified in the sentencing literature (Sentencing Council, 2015c, 2019; Roberts and Pina-Sánchez,
2014), however, the even larger effect seen for caring responsibilities contradicts findings reported from
more serious offences sentenced in the Crown Court (Kane and Minson, 2022).
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Table 2 Results for the logit models specifying the probability of receiving either a suspended or immediate custodial sentence for a sample
of offenders of shoplifting sentenced in the Magistrates’ Court

Model 1: Freq. Model 2: Prior P= 0.6 Model 3: Prior P= 0.1

OR 95% CI OR 95% CI Post. P OR 95% CI Post. P

Intercept 0.01 (0.01, 0.03) 0.02 (0.01, 0.06) 1.00 0.02 (0.01, 0.07) 1.00

Culpability: level of planning 1.32 (1.04, 1.67) 1.38 (0.93, 2.05) 0.76 1.04 (0.82, 1.32) 0.12

Culpability: use of force 1.20 (0.75, 1.92)

Culpability: role of offender 1.11 (0.93, 1.31) 1.02 (0.91, 1.13) 0.16

Culpability: sophisticated offence 3.07 (1.27, 7.60) 1.85 (0.32, 10.67) 0.35 2.20 (0.38, 12.75) 0.46

Culpability: banning order 0.83 (0.31, 2.18)

Culpability: involvement of others 0.74 (0.27, 1.90)

Culpability: mental disorder 0.30 (0.13, 0.66) 0.29 (0.12, 0.70) 0.95 0.34 (0.08, 1.48) 0.70

Harm: value of goods stolen 1.33 (1.22, 1.46) 1.34 (1.16, 1.54) 0.97 1.39 (1.22, 1.59) 0.98

Harm: emotional distress 1.33 (0.50, 3.45)

Harm: injury to victim 5.61 (1.73, 20.11)

Harm: effect on business 0.94 (0.73, 1.20)

Harm: other factors 0.90 (0.54, 1.47)

Aggravating: previous convictions 19.81 (6.85, 85.57) 9.56 (4.38, 20.84) 0.99 9.48 (3.45, 24.90) 0.99

Aggravating: conceal evidence 1.20 (0.76, 1.86)

Aggravating: failure to comply 4.41 (3.38, 5.76) 4.45 (2.95, 6.71) 0.99 4.19 (2.80, 6.26) 0.99

Aggravating: offender on bail 5.32 (3.97, 7.16) 5.30 (3.23, 8.71) 0.99 5.06 (3.11, 8.26) 0.99

Aggravating: offences into consideration 1.32 (0.93, 1.86) 1.04 (0.82, 1.33) 0.12

Aggravating: harm to the community 7.22 (2.45, 24.27) 3.57 (0.53, 24.12) 0.71 1.89 (0.28, 12.55) 0.33

Aggravating: professional offending 2.87 (1.66, 5.00) 3.59 (1.68, 7.65) 0.99 4.33 (2.23, 8.43) 0.99

Aggravating: stealing goods to order 1.58 (0.79, 3.16) 1.03 (0.81, 10.67) 0.09

Aggravating: other factors 2.31 (1.77, 3.03) 2.38 (1.65, 3.38) 0.99 2.42 (1.62, 3.48) 0.98

Mitigating: lack of maturity 0.50 (0.21, 1.10) 0.93 (0.58, 1.48) 0.12

Mitigating: good character 1.24 (0.25, 4.62)

Mitigating: no recent convictions 3.41 (0.89, 16.95)

Mitigating: financial hardship 0.62 (0.39, 0.97) 0.90 (0.59, 1.37) 0.26

Mitigating: steps to address addiction 0.48 (0.33, 0.70) 0.56 (0.28, 1.10) 0.79 0.90 (0.58, 1.39) 0.20

Mitigating: mental disorder 0.71 (0.40, 1.21)

Mitigating: remorse 0.56 (0.37, 0.81) 0.49 (0.33, 0.74) 0.99 0.60 (0.26, 1.35) 0.65

Mitigating: return of stolen property 0.34 (0.10, 0.94)

Mitigating: serious medical condition 1.29 (0.62, 2.59)

Mitigating: primary carer 0.11 (0.01, 0.51) 0.13 (0.02, 0.92) 0.85 0.05 (0.01, 0.59) 0.99

Mitigating: other factors 0.56 (0.38, 0.80) 0.62 (0.34, 1.12) 0.79

Offender: age band 1.00 (0.88, 1,14)

Offender: male 1.43 (1.08, 1.90)

Percentage correctly classified 80.7% 81.2% 80.1%

N = 2, 116

Note 1: ‘Freq.’ stands for frequentist, ‘Prior P’ for prior probability of inclusion, ‘Post. P’ for posterior probability of inclusion, ‘OR’ for
odds ratios and ‘CI’ for confidence/credible interval.
Note 2: Results for Model 2 and 3 reflect the posterior summaries of the coefficients conditional on being different from zero.
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More broadly, these findings question the view that sentencing in England and Wales is based on
the principle of proportionality. Studies exploring samples composed of different offence types have
found the expected relationship between sentence severity and offence seriousness. However, when we
focus on a single offence type, as we do here, we note how offender related factors (such as the number
of previous convictions, or whether a primary carer) appear to be far more influential in determining
sentence severity than factors defining the offence (such as the value of the goods stolen or its lasting
effect on the victim).

Further comparisons across groups of sentencing guideline factors also show an unexpected higher
relevance of Step Two factors (aggravating and mitigating factors) over the a priori more consequential
(Mitchell, 2013) Step One factors (factors deemed to be relevant to judging harm and culpability). Step
One factors are meant to provide the main factual elements of the offence, determining the starting
point for the sentencing decision, while Step Two provide context and are meant to ‘fine-tune’ the
starting point determined at Step One (Ashworth and Roberts, 2013). However, in Model 3, nine Step
Two factors were found to predict custodial sentences compared to just four Step One factors. Thus,
the factual elements defining the offence appear to be less important than the more general factors used
to contextualise that offence - a result that was also detected in the impact assessment of the guideline
(Sentencing Council, 2019), and in Pina-Sánchez et al. (2020) analysis of sentencing of assault cases in
the Crown Court. Future sentencing guidelines could redress this problem by expanding the range of
starting points following Step One considerations of offence seriousness.

We also observe a relatively stronger effect of aggravating factors (with six of them shown to predict
sentence severity) compared to mitigating factors (with only three selected by the model). This is an
imbalance anticipated by Padfield (2013) and Hutton (2013), who pointed at the stronger emphasis
and larger number of aggravating factors, compared to mitigating factors, listed in the guidelines. It
is also worth noting that no demographic disparities are detected since neither age nor gender were
selected by the model; and offenders’ ethnicity was not recorded in the dataset. These results contrast
with the gender disparity observed by Pina-Sánchez and Harris (2020) in the sentencing of assault,
drugs and burglary offences by the Crown Court, where the odds ratio of receiving a custodial sentence
for male offenders was approximately 200% to 300% higher than for female offenders.

6 Discussion: A New Analytical Strategy, Empirical Insights, and Avenues for

Sentencing Research

Understanding sentencing decisions often has direct real-world applications. For example, informing
sentencers about current sentencing practices helps promote greater consistency, as decisions are re-
considered in the light of practices followed in other courts outside their direct contact (Hester, 2017;
Pina-Sánchez et al., 2019). Similarly, attempts at sentencing reform, such as calls for reducing the use
of custodial sentences for female offenders (Corston, 2007), fall short of their potential reach when the
largely inconsequential effect of heavily gendered mitigating factors, such as mental health condition,
remains unacknowledged (Justice Committee, 2022).

Here, we have contributed to the refinement and diversification of the empirical toolbox for sentenc-
ing research by showcasing the potential of spike-and-slab models, a type of Bayesian model selection
technique that has not yet been used in the study of judicial decision-making. This technique shows
particular promise for the analysis of sentencing datasets where the number of cases is small relative to
the number of case characteristics to be explored. In these circumstances, standard regression models
analysing sentencing decisions can lead to wrong inferences as they are easily overfitted when all case
characteristics are introduced in the model, or prone to arbitrary decisions when selection models are
used, or when case characteristics are not introduced in the model without a priori clear justification.

We estimated spike-and-slab models using a new dataset of shoplifting offenders sentenced in the
magistrates’ courts in England and Wales. In spite of the limited sample size, the spike-and-slab models
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allowed us to provide unbiased selections of the most influential predictors of custodial sentences from
the initial set of 34. In contrast to an approach where all case characteristics are considered, we
noted how our selection models discarded the least influential factors, reducing multicollinearity, and
providing more accurate estimates and measures of uncertainty for those case characteristics retained
by the model.

From an empirical perspective, we have drawn a number of useful insights into the sentencing of
shoplifting offenders in the magistrates’ court. These include the finding that a relatively large number
of case characteristics predict sentence severity (i.e., custodial sentences); that Step Two factors appear
to be more important than Step One factors; and that factors defining the offender rather than the
offence have the greatest effects. We have also seen how the set of most relevant case characteristics
predicts the final sentence with a fair degree of accuracy (over 80% classification accuracy), which
corroborates similar predictive rates seen in the Crown Court (Pina-Sánchez and Grech, 2017). This
predictive rate points at judicial decisions being fairly predictable, but not deterministic, even when a
wide range of case characteristics defining the case are known, which lends support to the view that
sentencing in England and Wales is neither a science nor an art (Hooper, 2015).

By comparing the effects estimated for different case characteristics listed in the guidelines we
have also obtained some useful insights. We find that Step Two factors appear to be more influential
than Step One factors, which contradicts the expected functioning of the guidelines. This is the case
since Step One factors are meant to provide the main factual elements of the offence, determining the
starting point for the sentencing decision, while Step Two provide context and are meant to ‘fine-tune’
the starting point determined at Step One (Ashworth and Roberts, 2013). Perhaps more importantly,
this finding questions the widely held belief that sentencing in England and Wales is centered around
the principle of proportionality. Studies exploring samples composed of different offence types have
found the expected relationship between sentence severity and offence seriousness. However, when we
focus on a single offence type, as we do here, we note how offender related factors (such as the number
of previous convictions, or whether a primary carer) appear to be far more influential in determining
sentence severity than factors defining the offence (such as the value of the goods stolen or its lasting
effect on the victim).

Besides identifying the most influential case characteristics, spike-and-slab models could also be
applied to a wide range of recurrent sentencing research questions. For example, the unique exploratory
capacity of such models can be employed to identify potential interactions in the way case characteristics
are applied by sentencers, which is a growing area of research in the sentencing literature (Belton,
2018; Maslen, 2015; Lightowlers and Pina-Sánchez, 2018; Lightowlers, 2019). There is a consensus
in the sentencing literature that case characteristics are not considered in isolation, but rather their
effect size is contingent on the presence of other characteristics featuring in the same case (Jacobson
and Hough, 2007). However, due to the large sample sizes required for the estimation of interaction
effects (Greenland, 1983), these studies have often been restricted to the testing of one or a few
interactions. The model selection capabilities of spike-and-slab specifications eliminate this restriction
and potentially allow researchers to test for all two-way combinations of case characteristics contained
in the sentencing guidelines in a principled and computationally efficient way.

Lastly, we believe it would be particularly important to undertake a similar exploratory analy-
sis at scale with the goal of detecting factors conducive of unwarranted influences. So far, the large
literature exploring biases and disparities in sentencing has focused on specific themes such as the
socio-demographic characteristics of the offender (King and Johnson, 2016), judge (Drápal and Pina-
Sánchez, 2022), court (Pina-Sánchez and Grech, 2017), and geographic location (Fearn, 2005), or even
more apparently spurious factors such as the weather (Drápal and Pina-Sánchez, 2019), and sport
results (Eren and Mocan, 2018). However, it is possible that many of those extraneous factors are
confounding each other, and that many other factors conducive of unwarranted disparities remain un-
known. Hence, the need for a wider, more comprehensive, exploratory analysis, where a larger number
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of predictors is considered, potentially leading to similar modelling challenges as those faced here,
which could again be resolved using spike-and-slab, or similar Bayesian selection models.
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