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Technology assisted research assessment: Algorithmic bias and 
transparency issues1 

Mike Thelwall and Kayvan Kousha 

Abstract 

Purpose: Technology is sometimes used to support assessments of academic research in the 

form of automatically generated bibliometrics for reviewers to consult during their 

evaluations or by replacing some or all human judgements. With Artificial Intelligence (AI), 

there is increasing scope to use technology to assist research assessment processes in new 

ways. Since transparency and fairness are widely considered important for research 

assessment and AI introduces new issues, this review investigates their implications.  

Design/methodology/approach: This articles reviews and briefly summarises transparency 

and fairness concerns in general terms and through the issues that they raise for various types 

of Technology Assisted Research Assessment (TARA). 

Findings: Whilst TARA can have varying levels of problems with both transparency and bias, 

in most contexts it is unclear whether it worsens the transparency and bias problems that are 

inherent in peer review. 

Originality: This is the first analysis that focuses on algorithmic bias and transparency issues 

for technology assisted research assessment. 

 

Keywords: Technology Assisted Research Assessment; bibliometrics; research evaluation; 

machine learning, algorithmic bias, transparency 

1 Introduction 

Technology Assisted Research Assessment (TARA) refers to the use of routine computer 

automation or artificial intelligence to generate information to support or replace human 

judgement for research evaluations. TARA may have value if it improves outcomes or saves 

the time of administrators or skilled researchers without introducing perverse incentives into 

the systems (Wilsdon et al., 2015). TARA has previously taken the form of mostly hidden 

computerisation of bibliometric databases and bibliometric indicator calculations (e.g., article 

citation counts, Journal Impact Factors) but with the rise of Artificial Intelligence (AI), it has 

become technologically possible to provide a wider range of functionalities, such as 

identifying or selecting evaluators (Fiez et al., 2020), detecting plagiarism (Zhang, 2010), 

checking methods details (Wren, 2018), and estimating the overall quality of articles from 

bibliometrics and/or text and/or other metadata (Thelwall et al., 2023).   

Both transparency and bias are important concerns for research assessment (Hicks et al., 

2015). Whilst bias against researchers or institutions is undesirable from a natural human 

justice perspective, bias against aspects of research, such as fields, methods, or output types, 

is undesirable from a systemic perspective if it provides perverse incentives to researchers to 

alter their behaviours in ways that do not benefit science, such as by changing to a higher 

citation field. Transparency is also important from a natural justice perspective to allow those 

evaluated to check the key assumptions and calculations in TARA data and, if necessary, 

challenge errors or inappropriate calculations.  

 
1 Thelwall, M. & Kousha, K. (in press). Technology assisted research assessment: Algorithmic bias and 

transparency issues. Aslib Journal of Information Management. https://doi.org/10.1108/AJIM-04-2023-0119 
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 It is already recognised that bibliometric data often requires extensive computer 

processing, and potentially reducing transparency and generating biases (Hicks et al., 2015). 

This review extends previous discussions of bibliometric transparency and bias to the wider 

context of TARA, incorporating insights from analyses of general AI transparency and bias 

issues. 

2 Transparency in technology assisted research assessment 
This section covers transparency in the sense of the ability of the people assessed to fully 

understand the procedures used to assess them. Whilst reproducibility is also important for 

research assessment, a fully reproducible complex assessment may not be transparent to the 

person assessed. As mentioned above, transparency in assessment allows those assessed to 

check the results and suggest corrections for mistakes, when necessary. One of the ten 

principles of the influential Leiden Manifesto for research evaluation is, “Keep data collection 

and analytical processes open, transparent and simple” (Hicks et al., 2015). In practice, 

simplicity is a core aspect of transparency because those evaluated may not be able to 

understand complex or large-scale computing solutions even if they are fully public. 

Unfortunately, since research is complex and carried out on a large scale internationally, all 

TARA probably has either obvious or hidden complexity, as described below, limiting its 

transparency. In situations where adequate transparency is impossible because complexity is 

necessary for sufficient accuracy, reproducibility might sometimes be judged to be an 

acceptable alternative. 

2.1 Publication databases 

2.1.1 Coverage 

The publication databases used in research evaluation are mostly controlled by commercial 

organisations such as Dimensions.ai (Digital Science), Scopus (Elsevier) and the Web of 

Science (Clarivate). These organisations broadly publish their methodologies for finding and 

including journal articles. The main sources are manually curated lists of academic journals 

for Scopus2 and the Web of Science3, which are published and public. The process of choosing 

these journals is human-based and private, although the outcome is public. 

Elsevier and Clarivate presumably have agreements with the publishers to harvest 

relevant information about the journals from the publishers’ websites and then use their own 
private algorithms to transform the raw data into bibliometric information, by extracting 

titles, matching articles with journals and metadata such as DOIs, author names and 

affiliations, assuming that they are not already supplied in XML or other form by the publisher. 

This basic processing seems uncontroversial, even if the precise algorithms are not used. 

Nevertheless, there can be errors for unusual cases, such as for conference papers dual 

published as journal articles and for consortia listed as authors of academic papers. 

Dimensions.ai uses public Crossref data provided freely by publishers as well as 

arrangements with other publishers to directly harvest their bibliometric metadata, and 

 
2 https://www.elsevier.com/solutions/scopus/how-scopus-works/content 
3 https://mjl.clarivate.com/search-results 
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crawlers to harvest various repositories, such as PubMed and arXiv4. It does not publish a list 

of journals indexed but explains how to check if a journal is indexed5.  

2.1.2 Metadata and citation indexing 

In addition to ingesting publication information, bibliometric databases typically have layers 

of extra information from largely or completely automated processes to add value to end 

users. These algorithms range from simple heuristics to deal with routine or unexpected 

information to AI for non-trivial tasks. Routine automation tasks include the following. 

• Identifying and dealing with apparent data errors, such as malformed DOIs. 

• Matching affiliations to author names for an article. 

• Connecting author names in an article to author IDs to connect all the articles by the 

same author and support searches by researcher rather than by article. 

• Identifying multiple copies of the same publication from different sources. 

• Matching reference lists to cited documents in the absence of DOIs. 

The last of these is the most important for research evaluation since errors in reference 

matching can reduce citation counts (e.g., Harzing, 2017; van Eck & Waltman, 2019), and 

duplicate publications can cause the same problem by sharing citations (van Eck & Waltman, 

2019). Errors can originate from many minor sources, and no commercial organisation seems 

to have published the algorithms used, which may be regarded as commercial secrets. These 

algorithms presumably use a range of heuristics to cope with slightly different versions of 

article titles and author names, and perhaps also more sophisticated AI to connect citations 

to preprints with citations to the published version. In practice, the complexity of such 

processes probably means that publishing transparent versions would not be very helpful. 

Citation indexing errors should become rarer over time with the inclusion of DOIs within 

reference lists. 

2.1.3 Field classification 

Classifying articles into academic fields is important in research evaluation because the fields 

are used to identify the reference set for each article for research indicator calculations or 

evaluations. In Scopus and the Web of Science, journals are first manually classified into one 

or more fields, then all articles in each journal are assigned to all the fields of that journal. In 

this context, the procedure used to classify journals into fields categories is the key to 

transparency. For both organisations, the classification seems to be manual but probably 

helped by automated analyses of the references and citations of each journal to see which 

other journals and fields it connects to most frequently. Journal classification is an important 

aspect of non-transparency because a journal’s categories can have a substantial influence on 
whether its articles tend to be cited above or below the world average for its categories. 

The most accurate taxonomies of science algorithms that operate at the article level 

rather than the journal level (Klavans & Boyack, 2017). Dimensions.ai uses an AI algorithm to 

classify articles into fields rather than using a primary journal-based classification system 

(Hook et al., 2018). Clarivate also has the option to classify articles by field algorithmically for 

field normalised indicator calculations for its InCites tool (the Citation Topics option at: 

https://incites.help.clarivate.com/Content/Research-Areas/research-areas.htm). In the 

latter case, the algorithm is fully public, but it is too complex to be fully transparent to end 

 
4 https://plus.dimensions.ai/support/solutions/articles/23000018860-how-is-the-publications-data-harvested- 
5 https://www.dimensions.ai/submit-journal-and-book-titles/ 
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users because it depends on relationships between tens of millions of references and/or 

keywords (see also: Ruiz-Castillo & Waltman, 2015). This is arguably a minor issue since the 

human decision making of Clarivate and Elsevier for journal-based classification is similarly 

opaque.  

2.1.4 Research indicator calculations 

Bibliometric databases report a range of article-level and journal-level indicators, often in 

products that are available separately from the main database (e.g., InCites from Clarivate 

Analytics, Perspectives & Insights from Dimensions.ai). These include journal impact 

indicators, such as the Journal Impact Factor (JIF) and field normalised citation counts or 

percentiles for papers or sets of papers (e.g., paper x is in the top 10% cited for its field). 

 Some of the indicators reported by bibliometric databases seem to be relatively 

transparent in the sense that the formulae are published and tend to be simple and checkable. 

This strategy presumably helps scientists to understand and adopt them. Clarivate6, Elsevier7 

and Dimensions8 publish formulae for their indicators and explain them. The JIF is an example 

of a relatively transparent calculation because it is the simple ratio of the number of citations 

from items published in a given year to items in a journal published in the previous two years, 

divided by the number of articles published in that journal in the previous two years. This still 

contains elements of hidden transparency, however, in the form of the selection of journals 

to index in the first place (which affects the JIF numerator) and the AI to match cited and citing 

items. Unfortunately, the better algorithms tend to be less transparent. For example, field 

normalised journal impact indicators are an improvement on the JIF because they take into 

account that citation rates vary naturally between academic fields, but field normalised 

citation impact formulae are more complex and have added complexity through whichever 

field classification procedure is used. 

Some citation indicators, such as SCImago Journal Rank, are too complex to be 

transparent, even if fully described (Mañana-Rodríguez, 2015), because they rely on large 

matrix factorisations that integrate the entire bibliometric database in one high-dimensional 

matrix calculation that a human could not understand. Another non-transparent indicator is 

the Relative Citation Ratio (Hutchins et al., 2016) because insufficient information is published 

to make it reproducible. 

2.2 Peer review databases 

AI software has been developed to write or evaluate peer review assessments of academic 

journal articles (e.g., Kumar et al., 2022). If this software is used, then the datasets used to 

develop it create an indirect transparency issue. Since machine learning AI software all works 

by identifying patterns, its capabilities depend on the data it is trained on. Essentially, the 

software will try to replicate is training data. Thus, peer review software developed on one 

type of data may not work well on another, creating an accuracy problem and, indirectly, a 

transparency issue. As an extreme example, peer review software developed exclusively on 

physics articles and/or peer review reports may be unable to identify important ethical 

concerns when it is applied to health-related research. Thus, a transparency issue if/when 

peer review AI software is applied in research evaluation is that those evaluated need to know 

 
6 https://clarivate.com/webofsciencegroup/wp-

content/uploads/sites/2/2021/06/JCR_2021_Reference_Guide.pdf 
7 https://www.elsevier.com/solutions/scopus/how-scopus-works/metrics/citescore 
8 https://plus.dimensions.ai/support/solutions/folders/23000031268 
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what type of data the software was trained on. This is also an efficiency and accuracy 

consideration. 

 Most peer review reports are not published and so not available for training machine 

learning solutions. The main exceptions include many BioMed Central journals, some articles 

in most MDPI journals, and a few individual journals including the BMJ, Quantitative Science 

Studies, SciPost Physics, and the F1000 publication platform. Publishers producing in-house 

peer review AI may also be able to use their own private peer review reports. Software trained 

on in-house private peer review would clearly have a transparency issue. 

2.3 AI algorithms for TARA 

Many TARA tasks benefit from AI algorithms. As mentioned above, these include identifying 

evaluators, detecting plagiarism, checking methods details, and estimating the overall quality 

or future citation impact of articles from bibliometrics and/or text and/or other metadata. 

This section discusses the extent to which AI algorithms for these tasks can be transparent. 

For example,  thresholding, regression or AI approaches have been proposed to estimate the 

quality of academic publications or their future citation counts from bibliometric information 

(e.g., Chen & Zhang, 2015; HEFCE, 2015; Thelwall et al., 2022; Traag & Waltman, 2019). If such 

a system is used in important applications, then end user understanding and transparency 

may help to give confidence in the system and allow researchers to verify the input and 

understand all the steps that the algorithm used to get the answer (e.g., a score or 

recommended assessor for an output). This would typically sacrifice accuracy, however, since 

state of the art algorithms are not transparent for most machine learning tasks (see below). 

2.3.1 Opaque AI algorithms 

Away from the field of research evaluation, AI researchers have discussed the problem that 

most machine learning algorithms are almost completely opaque in the sense of being too 

complex for an intuitive understanding of how they work in a particular case. 

Deep learning is an example of an effective but opaque AI approach. A deep learning 

model may be a neural network with thousands of interconnected nodes, with each 

connection having its own weights. Whilst the input and output layers may be interpretable, 

the intermediate layers may not have an intuitive understanding even if there were not too 

many nodes to follow. This is even more complex that the matrix case mentioned above 

because the matrices used for bibliometric indicators are two dimensional (n x n, where n is 

the number of journals, for example) and matrix calculations are typically simple, whereas 

neural networks can have many more than two layers (n x m x …) and connections between 
layers can be driven by functions rather than simple formulae. Support Vector Machine (SVM) 

algorithms are opaque through complexity, not allowing an intuitive understanding of how 

they work for a specific problem. This is because SVMs operate in high dimensional spaces 

that are beyond human understanding. 

For contrast, the decision tree is an example of a relatively non-opaque simple 

algorithm that is easy to understand because it requires checking multiple transparent 

decisions. A decision tree has a set of binary (or n-way) decisions that lead to the final 

recommendations. Figure 1 illustrates a decision tree that might be made to decide whether 

a cited article matches a given article in the database in the absence of a DOI. Ignoring the 

term “nearly” in the tree, which could be operationalised with a precise formula, this is fully 

transparent in the sense that it is easy to identify why a match was made or not. Nevertheless, 

decision trees still have a degree of opaqueness in the sense that they are built by complex 
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AI algorithms that made decisions about which nodes to add by identifying patterns within 

the (huge) database. 

 

 
Figure 1. A decision tree to decide whether a cited reference matches an article in a 

bibliometric database. 

 

Three current state-of-the-art machine learning algorithms, random forest, gradient 

based classifier, and extreme gradient boost, all use hundreds of simultaneous decision trees, 

combining them using mathematical formulae for the output (Chen et al., 2015). In this case, 

all their building blocks are just transparent decision trees, the algorithms overall are opaque 

due to their complexity because it would be unreasonable to check 200 decision trees for 

each decision made, and impossible to intuitively understand the effect of combining 200 

decision trees. 

2.3.2 Explainable AI 

Algorithmic opaqueness makes it more difficult to check that an algorithm has not introduced 

made biases and makes it more difficult for the algorithm owner to be accountable for the 

decisions (e.g., Diakopoulos & Koliska, 2017). This has led to the field of eXplainable AI (XAI) 

or “white box” AI (Vilone & Longo, 2020; Xu et al., 2019), which focuses on algorithms with 

decision making process that a human expert could understand, such as linear regression, a 

finite set of rules, or a decision tree (as above). This might also allow a specialist to adjust part 

of the AI based on their knowledge that it was incorrect even though it was consistent with 

the dataset that the AI had been trained on (Gunning et al., 2019). There are different grades 

of transparency in XAI, with the most transparent being explainable to end users rather than 

AI experts. 

 As mentioned above for decision trees, even XAI built on large datasets is not fully 

transparent in the building process because it relies on identifying patterns in huge amounts 

of data, even if the final result is understandable. 

2.3.3 Implications for TARA and comparison with human judgements 

As the above abstract discussion shows, most machine learning algorithms, including the 

most accurate, are opaque. Thus, the most accurate systems to estimate article quality, 

predict long term citation counts, or support any other complex research assessment task are 

likely to be fully opaque. Whilst the opaqueness of AI is concerning, the same is true of aspects 

of peer review, as discussed below.  
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3 Peer review transparency 

Although peer review is the has been the cornerstone of academic quality judgement for at 

least half a century, it varies from being relatively transparent fully opaque. Many types of 

peer review have transparency in the judgements in the form of an explicit justification for a 

score or recommendation. For example, a journal or conference would normally return a set 

of peer review reports to an author alongside the editor’s decision (e.g., publish, major 

revisions), and the same is true for grant proposals for many funders. Similarly, a rejected 

candidate at an academic interview might expect to be given feedback about why they were 

not selected. In other contexts, no feedback might be given, such as if a candidate is not 

selected for an interview or an academic prize. 

One of the most transparent forms of academic peer review is fully open journal peer 

review, where the authors and reviewers know each other’s identities and the reviewer 
report and recommendation is published online. Here, the decision, decision maker and main 

reasons are transparent. Nevertheless, there are still two important aspects that are typically 

obscured. First, journal article reviewers are normally selected by journal editors using their 

expertise and/or technology (e.g., keyword searches or text matching suggestions from a 

publication management system) and the details are usually not fully explained. In any case, 

the expert knowledge of the selecting editor is tacit and so it would be impossible to write it 

down in the form of an algorithm, although the editor might be able to write a justification of 

their choice. The same is true for reviewer reports: although a reviewer can describe 

shortcomings in a paper and write a justification for their decision, the outcome is necessarily 

derived at least in part from their tacit knowledge and subjective judgements so the process 

leading to the peer review report and overall recommendation is opaque, even if it can be 

justified by the report. Of course, most journal peer review anonymises reviewer identities 

and this is believed to increase its credibility (e.g., Karhulahti & Backe, 2021). 

At the other extreme, an example of fully opaque peer review is the national research 

assessment system of the UK, the UK Research Excellence Framework (REF, www.ref.ac.uk). 

In particular, the REF panel members (1000+ mostly senior researchers) that conduce the 

expert review use their subject expertise, knowledge of the REF rules and discussions with 

other panel members to reach decisions about the quality score to allocate to each output. 

Many of the decisions about scores are probably based on intuition with a component of 

emotional reaction, “is this research exciting”, rather than through simple explainable 
processes, especially in the arts and humanities. In any case, the decision-making process is 

not communicated to the output authors and so is 100% opaque. Instead, authors are only 

given vague feedback about large sets of outputs, such as “within the [set of 100 outputs 

submitted] those on the topic of [x] were considered particularly strong”. 
As the above examples illustrate, non-transparent forms of TARA would not necessarily 

result in a loss of transparency for those assessed because peer review always has important 

non-transparent components including the cognitive processes leading to scoring decisions 

or recommendations. Thus, forms of non-opaque TARA can potentially increase transparency. 

4 Bias in technology assisted research assessment 
Bias is an “inclination or prejudice for or against one person or group, especially in a way 
considered to be unfair”9. In the context of research evaluations, biases might be against 

 
9 https://www.lexico.com/definition/bias 
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individual people, institutions, research methods, genders, career stages, output types, or 

negative findings.  

4.1 Bibliometric biases 

When bibliometric data is used to support assessment then there is the potential to introduce 

many types of bias, and some are summarised here. Although gender bias is widely believed 

to occur (e.g., Rowson et al., 2021), this is not an issue from and article-level evaluation 

perspective because female first-authored articles tend to be slightly more cited than male 

first-authored articles in the UK (Thelwall, 2020). This is counter-intuitive because men 

typically dominate citation-based lists based on career citations or the h-index. This 

domination tends to happen because men tend to have fewer career gaps, are less likely to 

leave academia, and retire later. Because of these factors, they tend to accrue more career 

citations. In addition, today’s older academics started when there were larger obstacles to 

women entering academia than there are today. 

Field biases: Academic fields cite at different rates, with different length reference 

lists, citing different balances of journal articles, books, and other outputs, and citing different 

age outputs. Because of this, average citation counts differ substantially between fields. 

Citation counts should therefore only be compared between articles from the same field, 

unless field normalised or percentile indicators are used instead (Bornmann et al., 2013; 

Thelwall, 2017; Waltman, et al., 2011). This also applies to Journal Impact Factors, which 

should not be compared between fields. Of course, citation counts should also not be 

compared between articles of different ages, unless with field normalised or percentile 

scores. 

Research type biases: Some types of research are naturally more cited than others, 

which introduces another citation bias. Review papers are the clearest example of a type that 

is usually more cited (Aksnes, 2003). Articles using some methods can also tend to be more 

highly cited (Antonakis et al., 2014; Fairclough & Thelwall, 2022; Thelwall & Nevill, 2021). In 

particular, it seems likely that, within mixed methods fields, papers making more hierarchical 

contributions (e.g., incremental method improvements) or contributing to faster publishing 

specialisms (e.g., simulation modelling rather than interview-based studies) will tend to be 

more cited, or at least cited more quickly. Papers in an expanding research area are also likely 

to be more cited because there are relatively many citing papers compared to the number of 

potentially cited papers. Positive results are also more likely to be cited (e.g., Jannot et al., 

2013; Tincani & Travers, 2019; Urlings et al., 2021), although in REF terms these might also be 

judged to be more significant. 

Country biases: Citation bias is likely against research from, about, or in the languages 

of, countries that are not well indexed in the bibliometric databases used for a citation 

analysis. All major citation databases make decisions about which journals to cover, and, as 

mentioned above, they seem to primarily cater for English-language documents so this leads 

to a bias against research that is from countries where research is often not written in English 

(Mongeon & Paul-Hus, 2016; van Leeuwen et al., 2001; Vera-Baceta et al., 2019). Since 

researchers are disproportionately cited from their own country (Lancho Barrantes, et al., 

2012; Thelwall & Maflahi, 2015), under-indexing the work of a country creates a citation bias 

against the few articles from that country that are indexed. This is exacerbated for nationally-

focused research that would expect to rarely be cited from other countries, perhaps including 

studies on national politics, indigenous plants and animals. Even for countries that are well 

indexed by all major databases, academics with interests that focus on less well-indexed 
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countries (e.g., some Area Studies) may be disadvantaged in national evaluations. Another 

issue is that research evaluators may subscribe to part of a bibliometric database, such as the 

core Web of Science without the Chinese Science Citation Database component, because of 

cost considerations, causing bias against research mainly indexed in the omitted sections. 

Research volume bias: Related to country biases, an article on a topic that few 

researchers are publishing about may tend to be less cited than articles on popular topics. 

This may be legitimate if the more researched topic is more important but not legitimate if 

the topics are equally important but there is more activity about one topic for economic 

reasons. For example, an ecological researcher in a region with a relatively unusual 

characteristics and few researchers may be rarely cited for this reason (Culumber et al., 2019). 

Recognition/prestige bias: Researchers may prefer to cite work from well-known 

people (the “Matthew effect”, Merton, 1968), or prestigious sources (journals, institutions) 

because they are biased in its favour or consider it to be a safe option. Well known works can 

also be cited as concept markers for a topic rather than for their contents (Case & Higgins, 

2000). 

4.2 Algorithmic bias  

Algorithms can show bias and make biased decisions (Kordzadeh & Ghasemaghaei, 2021; 

Mehrabi al., 2021; Navarro et al., 2021), as illustrated by some high-profile cases outside of 

scientific applications. For example, a recruiting tool from Amazon was discontinued after it 

was shown to be biased against women10. AI systems can be biased because they are fed 

biased rules, learn from biased data, or accidentally introduce bias as a side-effect of 

something else. There are different types of algorithmic bias. 

Design bias: This can occur if a system is poorly designed. For example, a facial 

recognition system that is only trained on white faces because of the prejudice or 

thoughtlessness of its creators would be biased (Furl et al., 2002; Lee, 2018) and this could 

have unpleasant effects when it is used in practice. Alternatively, an inappropriate set of 

inputs to a system might be selected so that it is not shown important information because 

the designers did not realise its value. For example, an AI system to estimate the quality of 

candidates based on their career achievements would be biased against women if it was not 

fed career gap information. 

Existing bias: The system learns existing prejudices in society from its input data and 

conforms to them. For example, since some job categories are heavily gendered (e.g., nurse, 

carpenter), a machine learning system designed to recommend jobs to candidates based on 

their CVs could easily learn and then exacerbate existing gender divisions by only 

recommending carpentry to men and nursing to women. Such an algorithm might also 

primarily recommend senior jobs to men, or lower paid jobs to ethnic minority candidates. 

Here the system notices a pattern (e.g., most previously interviewed candidates for top jobs 

have been male) and then uses the gender on a CV, together with other information, to help 

predict whether the person should apply for a senior role. Whilst women and nonbinary 

people might still be recommended to apply, their CVs would have to be better to trigger this 

recommendation. 

Indirect bias: An AI system makes biased decisions because of factors unrelated to its 

primary design goals. For example, a system paying to show adverts to users of an electronic 

 
10 https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-

recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G 
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system might primarily target the cheapest demographic to reach the largest audience. This 

might lead to career adverts disproportionately targeting the cheapest gender (Lambrecht & 

Tucker, 2019) or age group unless the system is configured specifically for demographic 

equality. Similarly, sentiment analysis systems have been shown to disproportionately reflect 

the opinions of demographics that express sentiment most clearly, such as women compared 

to men (Thelwall, 2018). 

4.3 Bias in AI-based TARA 

A TARA system that uses machine learning can reflect existing biases in the data use to build 

it or can generate new types of bias, as outlined above. This section reviews the practical 

implications for various research assessment tasks and applications. 

A system to predict peer review scores by learning patterns associated with research 

quality from bibliometric and other data is likely to inherit some but not all the biases of 

bibliometrics and peer review and may even generate new ones, as discussed above. In terms 

of bibliometric inputs, higher citation counts associate with higher quality research to varying 

extents in most fields, so an AI system is likely to leverage citation counts. If it is fed field 

normalised citation counts rather than raw citation counts, then this will avoid substantial 

biases against low citation fields. Even with field normalised specialisms, AI systems will still 

inherit biases against low citation types of research, as well as the country, prestige and 

research volume biases discussed above. Since the AI system will learn from peer review 

scores and assuming that the peer review scores did not reflect the same biases as the 

citations, then the AI system would, in theory, be able to learn to correct the AI bias with the 

human scores. In practice, this is unlikely to work perfectly because an AI system is unlikely 

to be fed with enough training data to learn any patterns reflected in a small minority of the 

article scores. Thus, depending on the volume of training data and the number of articles in 

the set that the bias is against, the bibliometric bias may be largely replicated by the AI or 

partially bypassed. 

One previous study has developed an AI system to estimate the quality of research 

articles and evaluated whether it has biases, in comparison to peer review scores, along 

multiple dimensions. Using provisional REF2021 peer review scores and an AI system 

designed to predict them from bibliometric data, it found that the most accurate AI solution 

did not create (or correct) biases against women, early career researchers or larger 

institutions (which tend to be more prestigious in the UK) but it did create a minor bias against 

departments publishing higher quality research because the AI errors tended to reduce their 

higher scores (except in Chemistry) (Thelwall et al., 2022). 

Some but not all peer review biases are also likely to be learned by an AI system that 

predicts quality scores and is trained on a set of journal articles with bibliometric information 

and peer review scores, or that learns to write peer review reports based on an existing 

collection of article and reviews. This essentially depends on whether the relevant biasing 

information is fed into the AI system in the learning phase and the variety of the reviewer 

judgements. In the case of prestige information, if the AI system is not fed author career 

information, then it could not directly learn a prestige bias from the human reviewer scores 

and if it is not fed the gender and nationality of the authors then it cannot learn gender and 

nationality bias directly, even if it is present in the peer review scores. AI is also likely to ignore 

layout bias, as it would presumably not be fed with layout information. 

A system could learn cognitive distance bias and confirmation bias if they dominated 

the peer review scores of relevant articles. For example, if all education reviewers gave low 
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scores to qualitative research because they thought that quantitative research was inherently 

superior, then the AI system would probably learn to be biased against qualitative research. 

On the other hand, if the reviewers were evenly split between those that favoured 

quantitative and those that favoured qualitative research, then the AI system may well not 

learn a qual/quant bias and be less biased than individual reviewers in this regard. Similarly, 

if one topic was cognitively distant from all reviewers then the AI might learn to allocate lower 

scores to that topic. 

Finally, research assessments many need to use linguistic TARA systems to support 

some of its tasks. Automatic translation systems can introduce gender biases (Prates et al., 

2020) and so AI systems relying on translation (e.g., for articles not written in English and 

without an English translation) may introduce gender biases. AI systems processing textual 

input as part of quality score prediction may generate biases against minority groups through 

language expression (Cheuk, 2021). For example, one empirical study has developed AI 

systems to predict conference review accept/reject decisions from word frequency text 

analysis of the submitted papers. The factors found most useful by the system were all 

superficial and indirectly associated with higher quality rather than measures of it: avoiding 

“quadratic”, few sentences, many difficult words, many pages, and many syllables per word 

(Checco et al., 2021). This approach seems likely to generate a bias against non-native English 

speakers who may prefer to use more straightforward language. 

5 Peer review bias 

Several factors are known to influence peer review decisions, as summarised in a recent 

comprehensive review (Lee et al., 2013). These biases might be removed or reduced by TARA, 

including bibliometrics, but they are also likely to translate into citation biases if academics 

have similar biases when deciding what to cite. It is known that even the most expert 

academic peer reviewers sometimes make poor decisions, such as editorial rejection of 

important articles (Siler et al., 2015), but this section focuses on systematically sub-optimal 

decisions with an identifiable cause. 

Prestige bias: Reviewers may form more favourable judgements for outputs from 

successful researchers (Merton, 1968; Tran et al., 2020), from more prestigious institutions, 

or for articles that they believe are standard to cite in the field (Brooks, 1986). 

Nepotism: Academic reviewers may form more favourable judgments of the work of 

people that they know (Sandström & Hällsten, 2008). 

Gender bias: Although universities have historically been extremely sexist institutions, 

there is not a consensus about whether gender bias in academic evaluations remains a 

problem. There is not strong empirical evidence of overall gender bias in judgements (Ceci et 

al., 2011) despite persistent problems with the underrepresentation of women in senior 

positions. Nevertheless, there are areas or aspects of science that are chilly climates for 

female researchers (Biggs et al., 2018). 

Nationality/ethnicity: Reviewers may be prejudiced against the work of academics 

from particular countries or ethnicities (Hojat et al., 2003). 

Cognitive bias and distance: This occurs when judgments are influenced by the 

reviewers’ beliefs about the subject matter without considering whether their beliefs are 
universal (e.g., Bader et al., 2021). This can occur in two ways: a researcher from a distant 

field may undervalue a study through a lack of understanding of its importance, or a 

researcher from a competitive paradigm may not value a study at all. Thus, variations of 

cognitive bias seem likely to be widespread or universal and unavoidable, at least in the first 
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form. Nevertheless, empirical evidence in limited contexts shows the opposite of what might 

be predicted: reviewers are stricter on topics closer to their own area (Boudreau et al., 2016; 

Wang & Sandström, 2015). Cognitive distance presumably applies to all interdisciplinary 

research to some extent, since reviewers seem more likely to be unfamiliar with some of the 

component disciplines (Rinia et al., 2001). 

Confirmation bias: A reviewer may be more critical of work that challenges their 

beliefs (Mahoney, 1977). 

Novelty bias: The most novel research can sometimes have difficulty in passing peer 

review and eventually be published in less prestigious journals than the subject merits 

(Campanario, 2009; Gans & Shepherd, 1994; Wang et al., 2017). 

Layout bias: Reviewers may be influenced by first impressions based on article layout 

(e.g., Moys, 2014). For example, if they review a preprint in an awkward format (e.g., double 

spaced, with figures and tables at the end) they may be more likely to give a negative 

evaluation than if they had read the journal printed version. 

As the many examples above suggest, there are many known potential biases in peer 

review. The presence and strength of these biases is likely to vary substantially between 

contexts, including by country, assessment purpose, and assessor experience. It is very 

difficult to detect them in practice because peer review is the gold standard for research 

assessment. Because of this it seems impossible to be sure whether TARA biases, if known, 

increase or decrease human biases, and are stronger or weaker than them.  

6 Conclusions: Transparency, bias and perverse incentives 

As the review above shows, TARA can lack transparency either through hidden processes or 

algorithms that are opaque by design or through complexity. In situations in which they 

replace or support more fully transparent evaluations, such as peer review where the 

reviewers must explicitly justify scores, this can be unfortunate. In situations where the peer 

review decision process are opaque to those reviewed, lack of transparency in TARA can still 

be a problem from the perspective of checking for bias (except in decisions) and more 

effectively supporting reviewers. Nevertheless, since peer review is never fully transparent 

and some aspects of TARA are usually not opaque, such as the inputs if not the algorithms, 

introducing TARA is likely to often increase some aspects of transparency in research 

assessments and decrease others. When deciding whether to use TARA it is therefore 

important to identify and evaluate both of these changes.  

 Using TARA to support or replace peer review in research assessment could introduce 

new biases or correct peer review biases (e.g., nepotism). There is little strong evidence about 

the net effect of bibliometrics, the most important current type of TARA, because there are 

field differences in its value and, since peer review also has biases, there are no ground truths 

to compare bibliometrics (or peer review) against. Nevertheless, the most comprehensive 

study so far suggests that bibliometrics if used in an AI system to estimate published journal 

article quality for a single country, would not increase or decrease gender, institutional size, 

or early career researcher biases compared to expert peer review (Thelwall et al., 2022). Of 

course, even if a fully automatic research evaluation system is used, human judgements will 

still play a role in the selection of the algorithms and input data as well as the interpretation 

of, and actions based on, the results. Thus, automatic solutions do not bypass the need for 

fair human judgements within the wider research evaluation system. Automation would also 

not bypass the need for understanding the limitations of citation counts as evidence in 

research evaluation and likely inputs into future technology assisted assessment systems. 
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 A final very important consideration for research assessments is whether they 

generate perverse incentives. In this context, transparency is a disadvantage for research 

assessments where those assessed are told the assessment procedure in advance because 

this gives an opportunity to change behaviour towards the thing assessed. For example, in 

the Italian assessment system (Ancaiani et al., 2015), knowing that JIFs and citation counts 

will be used in some fields increases transparency but incentivises publishing in high impact 

journals. This may be seen as a perverse incentive since the researchers might otherwise 

choose a journal that gets a larger audience, such as a national journal for an issue of mainly 

national relevance. Peer review has an advantage here, assuming that academics will not try 

to persuade the reviewers, in that the cognitive processes they use are opaque. Of course, 

there is still some theoretical potential for perverse incentives, such as citing or befriending 

the assessors, but this seems to be minor in comparison.  
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