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HexNet: An Orientation-aware Deep Learning
Framework for Omni-directional Input

Chao Zhang*, Stephan Liwicki*, Sen He, William Smith and Roberto Cipolla, Senior Member, IEEE

Abstract —While omni-directional sensors provide holistic representations typical deep learning frameworks reduce the bene�ts by
introducing distortions and discontinuities as spherical data is supplied as planar input. On the other hand, recent spherical
convolutional neural networks (CNNs) often require signi�cant memory and parameters, thus enabling execution only at very low
resolutions and shallow architectures. We propose HexNet, an orientation-aware deep learning framework for spherical signals, that
allows for fast computation as we exploit standard planar network operations on an ef�ciently arranged projection of the sphere.
Furthermore, we introduce a graph-based version for partial spheres, allowing us to compete at high-resolution with planar CNNs using
residual network architectures. Our kernels operate on the tangent of the sphere and thus standard feature weights, pretrained on
perspective data, can be transferred, enabling spherical pretraining on ImageNet. As our design is free of distortions and discontinuity,
our orientation-aware CNN becomes a new state of the art for semantic segmentation on the recent 2D3DS dataset, and the
omni-directional version of SYNTHIA introduced in this work. Moreover, we experimentally show the bene�t of our spherical
representation over standard images on the Cityscapes dataset by reducing distortion effects of planar CNNs. We implement object
detection for the spherical domain. Rotation invariant classi�cation and segmentation tasks are additionally presented for comparison
to prior art.

Index Terms —Spherical Deep Learning, Omni-directional Cameras, Semantic Segmentation, Object Detection

F

1 INTRODUCTION

D EEP convolutional neural networks (CNNs) have
pushed the performance on a wide array of high-

level computer vision tasks, including image classi�cation,
object detection and semantic segmentation. However, most
frameworks focus on perspective images with small �eld of
view ( e.g.[1], [2], [3], [4]). In our work, we focus on omni-
directional input that provides a holistic understanding of
the surrounding scene, which is especially important for
autonomous driving systems and robotics. Further, with
the rising availability of omni-directional cameras and the
increasing number of datasets with omni-directional signals,
CNN-based processing with spherical input is very relevant
for modern applications.

While spherical input could be represented as planar
equirectangular images where standard CNNs are directly
applied, such choice is limiting due to latitude dependent
distortions and discontinuities at boundaries. Instead, in
[5] a perspective network is distilled to work on equirect-
angular input. The main drawback is that weight sharing
is only enabled along longitudes. Therefore, the model
requires more parameters than a perspective one. SphereNet
[6] projects equirectangular input onto a latitude-longitude
grid. A constant grid kernel is convolved with each vertex
on the sphere by sampling on the tangent plane. However,
it is not straightforward to implement pooling and up-
sampling for dense prediction tasks.

Alternatively, the input could be seen as graph on 3D
shape manifolds. One of the challenges in applying CNNs
on such non-euclidean surfaces is how to de�ne a natural
convolution operator. Works like [7], [8], [9] have focused on

Manuscript received February ??, 2022.
*main contributors.

beam board
bookcase ceiling
chair clutter
column door
�oor sofa
table wall
window unknown

Fig. 1. Given spherical input, we convert it to an unfolded icosahedron
mesh. Hexagonal �lters are then applied under consideration of north
alignment, as we ef�ciently interpolate vertices. Our approach is suited
to most classical CNN architectures, e.g. U-Net [2]. Since we work with
spherical data, �nal segmentation results provide a holistic labeling of
the environment.

networks for manifolds or graphs. However, unlike general
3D shapes, omni-directional images can be oriented if north
and south poles are well de�ned. Therefore, the lack for
shift-invariance on surfaces or graphs could be overcome
with an orientation-aware representation.

Most recently, several works proposed to use an icosa-
hedron mesh as the underlying spherical data representa-
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Planar CNN

Proposed Spherical CNN

Input Image

x

road sidewalk building wall fence
pole traf�c light traf�c sign vegetation terrain
sky person rider car truck
bus train motorcycle bicycle

Fig. 2. Image distortion is challenging when a planar image representa-
tion is used. After formulating our spherical CNN as graph-based CNN
for partial input, we propose an in-place substitution to work on the less
distorted sphere manifold. Note, since geometric distortion is reduced,
the `truck' is correctly classi�ed.

tion [10], [11], [12], [13]. The base icosahedron is the most
regular polyhedron, consisting of 12 vertices and 20 faces. It
also provides a simple way of resolution increase via sub-
division. In [10], UGSCNN used the linear combinations
of differential operators weighted by learnable parameters.
Since the operators are precomputed, the number of pa-
rameters is reduced to 4 per kernel. The main issue of this
approach, also con�rmed in our experiments, is that a large
amount of memory is required for the mesh convolution,
especially at high-resolution input/output quality. Similar
to our method in the use of icosahedron, [12] proposed
a gauge equivariant CNN. Here, �lter weights are shared
across multiple orientations. Note however, while rotation
equivariance and invariance is essential in applications such
as 3D shape classi�cation and climate pattern prediction, it
might be undesired for semantic segmentation and object
detection, which we consider here. On the contrary, we
argue that the orientation information of cameras attached
to vehicles or drones is an important cue and should be
exploited. Hence, we propose and investigate a novel frame-
work for the application of CNNs to omni-directional input,
targeting semantic segmentation and object detection. We
take advantage of both, the icosahedron representation for
ef�ciency and orientation information to improve accuracy
in orientation-aware tasks (Figure 1). Our hypothesis is that
aligning all learnable �lters to the north pole is essential for
omnidirectional semantic segmentation. We also argue that
high-resolution meshes are needed for detailed segmenta-
tion. Due to memory restrictions, CNN operations need to
be implemented ef�ciently to reach such high resolution.

Further, apart from omni-directional input we also ad-
dress CNN computation quality on standard images (Fig-
ure 2). Motivated by our observation of geometrical dis-
tortions on the image plane, we hypothesize results could
be improved by projecting standard high-resolution images
onto the manifold of a sphere using known camera intrinsics
and then applying spherical CNN. Note however, while
most planar CNNs work on high-resolution input and very
deep architectures, existing spherical CNNs are not suitable
for such settings. In particular, partial input is often not

supported on spheres [10], [11], [12], while in practical
scenarios (e.g.the driving environments of Cityscapes [14])
the active view covers less than 3%of the sphere's manifold.
Processing the invalid region is computational inef�cient
and costly in memory. Thus, memory issues need to be
addressed to enable a fair comparison between results using
planar CNNs and spherical CNNs by exploiting partial
spheres.

1.1 Contribution

In order to enable deep learning on spherical data without
introducing distortions, we �rst map the spherical data to
an icosahedron mesh, which we unfold along the equator,
similarly to cube maps [15], [16] and [12], [17]. In the
icosahedron, vertices have at most 6 neighbors. Therefore,
we propose to use a hexagonal �lter that is applied to each
vertex's neighborhood. After simple manipulation of the un-
folded mesh, standard planar CNN operations compute our
hexagonal convolutions, pooling and up-sampling layers.
We validate our approach on semantic segmentation and
object detection tasks, as we use the omni-directional 2D3DS
dataset [18] and additionally prepare our Omni-SYNTHIA
dataset, which is produced from SYNTHIA data [19]. Qual-
itative as well as quantitative results demonstrate that our
method outperforms previous state-of-the-art approaches in
both scenarios. Moreover, we emphasize, since our �lters are
similar to standard 3� 3 kernels applied to the tangent of the
sphere, weight transfer from pretrained perspective CNNs
is possible. Performance on spherical MNIST classi�cation
[20] and climate pattern segmentation [21] is also shown in
comparison with previous methods in literature.

Building on our spherical CNN, we then reformulate
our framework as a graph-based network, which facilitates
selective computation on masked spherical data. Our im-
plementation improves memory cost and running times,
enabling deep spherical learning at much higher resolution
than typically possible on spheres when partial input is
used. In our evaluation we apply our spherical representa-
tion and consistently achieve performance gains on popular
off-the-shelf architectures [2], [22] and common datasets
[14], [19]. Finally, we introduce spherical pre-training with
ImageNet [23], and further improve accuracy to a competi-
tive level. In summary, our contributions are:

1) We propose a memory ef�cient icosahedron-based
CNN framework for spherical data.

2) We introduce fast interpolation for orientation-
aware �lter convolutions on the sphere.

3) We reformulate our spherical CNN as graph-based
CNN for arbitrarily masked input data, for ef�cient
computation on partial spheres.

4) We present weight transfer from kernels learned
through planar CNNs on perspective data.

5) We implement spherical pretraining from planar
datasets such as ImageNet [23] for ResNet-50 [24].

6) We evaluate our method on both non-orientation-
aware and orientation-aware, public datasets.

Our earlier results are presented in [25] and [26]. We
extend the evaluation and introduce further ablation studies
throughout. Furthermore, we enable the use of HexNet
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for object detection on spheres, leveraging our introduced
spherical bounding cycles in this work. Thus we show
general applicability of HexNet to different tasks.

In the following, we discuss related work in Section 2.
Our motiviation for our spherical CNN framework is pre-
sented in Section 3. Our HexNet framework and its partial
input setup is introduced in Section 4 and Section 5 respec-
tively. Pretraining and weight transfer from planar datasets
is discussed in Section 6 and Section 7 de�nes our bound-
ing cycles for the object detection task. Section 8 presents
our evaluation on 3 tasks across 5 datasets, and Section 9
concludes this work. Additional details on experiments are
given in our appendices.

2 SPHERICAL DEEP LEARNING

Spherical CNNs are gaining popularity with the increasing
availability of omnidirectional sensor inputs in computer
vision such as LiDAR, 360� -cameras and other domains. We
summarize the most prominent methods here.

CNNs on Equirectangular Images: Although classical CNNs
are not designed for omnidirectional data, they could still be
used for spherical input if the data are converted to equirect-
angular form. Conversion from spherical coordinates to
equirectangular images is a linear one-to-one mapping, but
spherical inputs are distorted drastically especially in polar
regions. Another artifact is that north and south poles are
stretched to lines. Lai et al. [27] applied this method in
the application of converting panoramic video to normal
perspective. Another method along this line is to project
spherical data onto multiple faces of convex polygons, such
as a cube. In [15], omnidirectional images are mapped to
6 faces of a cube, and then trained with normal CNNs.
However, distortions still exist and discontinuities between
faces have to be carefully handled.

Spherical CNNs: In order to generalize convolution from
planar images to spherical signals, the most natural idea is
to replace shifts of the plane by rotations of the sphere. Co-
hen et al. [20] proposed a spherical CNN which is invariant
in the SO(3) group. Esteves et al. [28] used spherical har-
monic basis to achieve similar results. Zhou et al. [29] pro-
posed to extend normal CNNs to extract rotation-dependent
features by including an additional orientation channel.

CNNs with Deformable Kernels: Some works [30], [31]
consider adapting the sampling locations of convolutional
kernels. Dai et al.[30] proposed to learn the deformable con-
volution which samples the input features through learned
offsets. An Active Convolutional Unit is introduced in [31]
to provide more freedom to a conventional convolution
by using position parameters. These methods requires ad-
ditional model parameters and training steps to learn the
sampling locations.

CNNs with Grid Kernels: Another line of works aim to
adapt the regular grid kernel to work on omnidirectional
images. Su and Grauman [5] proposed to process equirect-
angular images as perspective ones by adapting the weights
according to the elevation angles. Weight sharing is only
enabled along longitudes. To reduce the computational cost
and degradation in accuracy, a Kernel Transformer Network

[32] is applied to transfer convolution kernels from per-
spective images to equirectangular inputs. Coors et al. [6]
presented SphereNet to minimize the distortions introduced
by applying grid kernels on equirectangular images. Here, a
kernel of �xed shape is used to sample on the tangent plane
according to the location on the sphere. Wrapping the kernel
around the sphere avoids cuts and discontinuities.

CNNs with Reparameterized Kernels: For the ef�ciency of
CNNs, several works are proposed to use parameterized
convolution kernels. Boscani et al. [9] introduced oriented
anisotropic diffusion kernels to estimate dense shape corre-
spondence. Cohen and Welling [33] employed a linear com-
bination of �lters to achieve equivariant convolution �lters.
In [34], 3D steerable CNNs using linear combination of �lter
banks are developed. Recently, Jianget al. [10] utilized pa-
rameterized differential operators as spherical convolution
for unstructured grid data. Here, a convolution operation
is a linear combination of four differential operators with
learnable weights. However, these methods are limited to
the chosen kernel types and are not maximally �exible.

CNNs on Icosahedron: Related to our approach in using
discrete representation, several works utilize an icosahedron
for spherical image representation. As the most uniform and
accurate discretization of the sphere, the icosahedron is the
regular convex polyhedron with the most faces. A spherical
mesh can be generated by progressively subdividing each
face into four equal triangles and reprojecting each node to
unit length. Lee et al. [11] is one of the �rst to suggest the
use of icosahedrons for CNNs on omnidirectional images.
Here, convolution �lters are de�ned in terms of triangle
faces. In [10], UGSCNN is proposed to ef�ciently train a
convolutional network with spherical data mapped to an
icosahedron mesh. Liu et al.[17] used the icosahedron based
spherical grid as the discrete representation of the spher-
ical images and proposes an azimuth-zenith anisotropic
CNN for 3D shape analysis. Cohen et al. [12] employed
an icosahedron mesh to present a gauge equivariant CNN.
Equivariance is ensured by enforcing �lter weight sharing
across multiple orientations.

3 REDUCING DISTORTION THROUGH SPHERES

Our motivation for spherical CNNs goes beyond spherical
input, as we observe reduced geometric distortion by using
a spherical input domain for standard planar images.

In particular, we note that an image consists of rays
representing a reduced description of the 3D world. Let us
denote 3D points P i projected onto the image plane and
the sphere's manifold as p i = hom(P i ) and si = P i

kP i k
respectively, where hom(�) computes the homogeneous co-
ordinate. For general out-of-plane camera rotation R , we
observe distortions for planar, but not spherical projections,
since it typically holds that (Figure 3 and Appendix A)

khom(R TP i ) � hom(R TP j )k 6= kp i � p j k; (1)

but for spheres the distance has no distortion, as





R TP
kR TPk

�
R TQ

kR TQk




 = ksi � sj k: (2)

Therefore we hypothesize that CNN learning on spher-
ical images should be able to generalize to more pixel
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World Coordinates

Planar Projection

Spherical Projection

(a) Translation Distortion

World Coordinates

Planar Projection

Spherical Projection

(b) Rotation Distortion

Fig. 3. Planar projection suffers from translation and rotation distortion,
while spherical projection reduces distortions at translation and removes
them completely for rotation.

locations. As we strive for a con�rmation of this, we note,
since most datasets provide planar images, we require the
camera calibration matrix to project to the sphere. Finally,
we emphasize, distortion on alternative projections such as
equirectangular or panorama images are reduced only along
longitudes.

4 PROPOSED FULL -HEXNET FRAMEWORK

We represent the spherical input through vertices on an
icosahedron mesh (Figure 4). The mapping is based on the
vertices' azimuth and zenith angles – e.g. the input color
is obtained from an equirectangular input through inter-
polation. Similar to cube maps [15], [16], the icosahedron
simpli�es the sphere into a set of planar regions. While the
cube represents the sphere only with 6 planar regions, the
icosahedral representation is the convex geodesic grid with
the largest number of regular faces. In total, our grid consists
of 20 faces and 12 vertices at the lowest resolution, and
f r = 20 � 4r faces andnr = 2 + 10 � 4r vertices at resolution
level r � 0. Note, a resolution increase is achieved by
subdivision of each triangular face into 4 equal triangular
parts. In the following, we present an ef�cient orientation-
aware implementation of convolutions and our down- and
up-sampling techniques.

4.1 Orientation-aware Convolutions

If a camera is attached to a vehicle, the orientation and
location of objects such as sky, buildings, sidewalks or roads
are likely similar across the dataset. Therefore, we believe an
orientation-aware system can be bene�cial, while tasks with
arbitrary rotations may bene�t from rotation invariance [20]
or weight sharing across rotated �lters [12], [35].

4.1.1 Ef�cient Convolutions through Padding

We �rst de�ne the north and south pole as any two nodes
that have maximum distance on the icosahedron mesh.
Similar to [12], [17], the mesh is then converted to a planar
representation by unfolding it along the equator (Figure 4).
Finally, we split the surface into �ve components, denoted

(a) Input sphere (b) Icosahedron (c) Unfolded representation

(d) Image-grid-aligned representation of spherical data

Fig. 4. Spherical input data (a) is represented by an icosahedron-based
geodesic grid (b). Similar to cubes [15], [16], we unfold our mesh (c)
and align its 5 components to the standard image grid (d) for ef�cient
computation of convolution, pooling and up-sampling.

West East

(a) Convolution

WestWest

(b) Up-sampling

Fig. 5. Convolution with our hexagonal �lters (a) and up-sampling (b)
reduce to standard CNN operations after padding the sphere component
with features from neighboring sphere parts. Pooling is computed with a
standard 2x2 kernel with stride 2.

f Ci g5
i =1 , and align the nodes with a regular image grid

through a simple af�ne transformation.
Notice, each node has a neighborhood of either 5 or 6

points, denoted pi 2 V ( r ) = f pi g
n r
i =1 and N ( r )

i = f qi
j g5

j =1

or f qi
j g6

j =1 respectively, where N ( r )
i � V ( r ) and j indexes

the neighborhood of pi in a clock-wise fashion. We write
V( r ) � V ( r +1) , since only new nodes are introduced when
resolution is increased. Note also, the connectivity at dif-
ferent resolutions changes (i.e. N ( r )

i 6= N ( r +1)
i ). In the

following we omit r for simpli�ed notation where possible.
We employ hexagonal �lters in our work, instead of

regular 3 � 3 kernels. Let us ignore the vertices at the poles
(e.g. through reasoning of dropout), and adjust the neigh-
borhood cardinality to 6 for all vertices with 5 neighbors
through simple repetition. Now, our planar representation
of the icosahedron simpli�es the convolution with hexago-
nal �lters to standard 2D convolution with a masked kernel,
after padding as shown in Figure 5.

4.1.2 North-alignment through Interpolation

In its natural implementation, our �lters are aligned to the
icosahedron mesh. Consequently, the �lter orientation is
inconsistent, since the surfaces near the north and south
poles are stitched. We reduce the effect of such distortions by
aligning �lters vertically through interpolation (Figure 6).
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(b) Interpolated �lters

Fig. 6. Given arc-based interpolation of the neighborhood for north-
alignment (a), our convolution is computed with 2 weighted �lters (b).
The weights are precomputed for all vertices.

The non-interpolated convolution with weights f wj g7
j =1

at node pi and its neighbors f qi
j g6

j =1 , is computed as
P 6

j =1 wj qi
j + w7pi . Instead, we north-align the neighbor-

hood with interpolations using arc-based weights f � i
j g6

j =1
as follows:

6X

j =1

wj (� i
j qi

j + (1 � � i
j )qi

( j mod 6)+1 ) + w7pi : (3)

Since the hexagonal neighborhood is approximately sym-
metric, we further simplify (3) by introducing a uni�ed
weight � i , such that f � i � � i

j g6
j =1 holds. Hence we write

� i

0

@
6X

j =1

wj qi
j

1

A +(1 � � i )

0

@
6X

j =1

wj qi
( j mod 6)+1

1

A + w7pi : (4)

Thus, north-aligned �lters can be achieved through 2 stan-
dard convolutions, which are then weighted based on the
vertices' interpolations � i .

The arc-interpolation � i is based on the angle distance
between the direction towards the position of the �rst and
sixth neighbors, denoted q i

1 and q i
6 respectively, and the

north-south axis when projected onto the surface of the
sphere. In particular, we �rst �nd the projective plane of
the north-south axis a =

�
0 1 0

� T
towards the position

p i of pi as the plane with normal n i = p i � a
jp i � aj . Since the

spherical surface is approximated by the plane of vectors
p i � q i

1 and p i � q i
6, we only require the angles between

these vectors and the plane given by n i , to �nd interpolation
� i = � i

� i +  i
with

� i = arccos
(p i � q i

1)T(I � n i nT
i )(p i � q i

1)
�
�(p i � q i

1)
�
�
�
�(I � n i nT

i )(p i � q i
1)

�
�

 i = arccos
(p i � q i

6)T(I � n i nT
i )(p i � q i

6)
�
�(p i � q i

6)
�
�
�
�(I � n i nT

i )(p i � q i
6)

�
� : (5)

The resulting interpolation is visualized in Figure 7.

4.2 Pooling and Up-sampling

Down-sampling through pooling and bi-linear up-sampling
are important building blocks of CNNs, and are frequently
employed in the encoder-decoder framework of semantic
segmentation (e.g.[2]). Pooling is aimed at summarising the
neighborhood of features to introduce robustness towards
image translations and omissions. Typically, a very small
and non-overlapping neighborhood of 2� 2 pixels is consid-
ered in standard images, to balance detail and redundancy.

Fig. 7. Interpolated convolutions on the unfolded mesh (r = 2 ). Orien-
tations are north-south aligned, while 5-degree connections (red) are
padded through duplication, and poles (blue) are ignored.

Algorithm 1: Pad & WestPad (top & left only)

Result: Given sphere components f Ci g4
i =0 of height

2W and width W compute padded f Pi g4
i =0

for i  f 0; : : : ; 4g do // pad each component
Cw  C( i � 1) mod 5 ; // west neighbor
T  

�
Cw (W; W ) to Cw (1; W ) 0

�
;

L  

2

4

�
Cw (W + 1 ; W ) to Cw (2W; W )

� T

�
Cw (2W; W � 1) to Cw (2W; 1)

� T

0

3

5 ;

Pi  
�

T�
L C i

�
�
; // top & left

if pad all sidesthen
Ce  C( i +1) mod 5 ; // east neighbor
B  

�
0 Ce(2W; 1) to Ce(W + 1 ; 1)

�
;

R  

2

4
0�

Ce(1; W ) to Ce(1; 1)
� T

�
Ce(1; 1) to Ce(W + 1 ; 1)

� T

3

5 ;

Pi  
� �

Pi

B

�
R

�
; // bottom & right

end
end

Bi-linear up-sampling is used in the decoder to increase sub-
sampled feature-maps to larger resolutions.

We note, in our icosahedron mesh the number of nodes
increases by a factor of 4 for each resolution (excluding
poles). Therefore during down-sampling from resolution r
to r � 1, we summarize a neighborhood of 4 at r with 1 node
at r � 1. A natural choice is to pool over f pi ; qi

6; qi
5; qi

4g for
nodes pi 2 V ( r � 1) . Thus, we apply a simple standard 2 � 2
strided pooling with kernel 2 � 2 on each icosahedron part.

Analogously, bi-linear up-sampling or transposed con-
volutions are applied by padding the icosahedron parts at
left and top followed by up-sampling by a factor of 2 in
height and width (Figure 5). Due to padding, this results
in a 1-pixel border at each size which we simply remove
to provide the expected up-sampling result. Finally we em-
phasize, methods like pyramid pooling [3] can be computed
by combining our pooling and up-sampling techniques.

4.3 Implementation Detail

We include the pseudo code of our main CNN opera-
tors, applied to the icosahedron mesh components, denoted
f Ci g4

i =0 . Note, many operations will be a direct result of a
combination of these operators (i.e.Pyramid Pooling Layers



IEEE TRANSACTION ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. ??, NO. ?, ? ???? 6

Algorithm 2: Hexagonal Convolution (HexConv)

Result: Given components f Ci g4
i =0 and precomputed

interpolation weights f A i g4
i =0 get �lter results

f F i g4
i =0 of same size.

f Ci g4
i =0  Pad(f Ci g4

i =0 ); // Alg. 1

W 1  

2

4
w5 w6 0
w4 w7 w1

0 w3 w2

3

5 ; // Hexagon filter

W 2  

2

4
w4 w5 0
w3 w7 w6

0 w2 w1

3

5 ; // Shift weights

for i  f 0; : : : ; 4g do
F 1

i  conv2d(Ci ; W 1); // standard 2D conv
F 2

i  conv2d(Ci ; W 2);
// Element-wise Interpolation
F i  A i 
 F 1

i + (1 � A i ) 
 F 2
i

end

Algorithm 3: Bi-linear Up-sampling on Sphere

Result: Given components f Ci g4
i =0 get bi-linear

up-sampling f F i g4
i =0 .

f Ci g4
i =0  WestPadding( f Ci g4

i =0 ); // Alg. 1
for i  f 0; : : : ; 4g do

F i  upsample(Ci ); // 2� up-sampling
Cut 1 pixel width from all sides of F i ;

end

[3]). First we detail padding in Algorithm 1. Our orientation-
aware hexagonal convolutions with arc-based interpolations
for north-alignment are given in Algorithm 2. Note, inter-
polation weights are precomputed. Algorithm 3 presents
up-sampling. We emphasize, convolutions with kernel size
1, pooling, batch normalization, non-linearities and biases
are directly computed on the spherical components without
padding, through standard CNN operators ( e.g.pooling in
Algorithm 4).

4.4 s-Ring Convolutions

It is possible to include multiple rings to the convolution.
Speci�cally, for an s-ring convolution, we include all nodes
that have less than s graph distance to the convolution
center. Again, after simple padding following the discon-
tinuities on the icosahedron, an s-ring convolution can be
expressed by a (2s + 1) � (2s + 1) -kernel similar to the
3 � 3-kernel in Figure 6. We note however, since the arc-
based interpolation is de�ned between neighbors q1 and
q6 at 1 graph distance, it will be located somewhere be-
tween 3 nodes at graph distance 2 (Figure 8). Our uniform
convolution across the sphere can thus be computed by an
interpolation of s + 1 standard convolutions. It is worth
mentioning here that an interpolation weight for each graph
distance – as later presented in Section 5.3 – is also possible
to similar effect.

5 MASKED -HEXNET FOR PARTIAL INPUT

Most deep learning literature focuses on novel network
architectures (e.g. [1], [2], [3], [4], [22]) and new datasets
(e.g. [14], [19], [36], [37]) for incremental performance im-
provements. In contrast, we aim to improve accuracy on

Algorithm 4: Pooling on Sphere

Result: Given components f Ci g4
i =0 get pooling f F i g4

i =0 .
for i  f 0; : : : ; 4g do

F i  pooling(Ci ); // stride 2 pooling
end

ip

6q i
1q i

ip

6q i
1q i

Fig. 8. North alignment, as computed by nodes at graph distance 1, will
be located somewhere between s + 1 nodes at graph distance s.

planar images through our geometric motivation in Sec-
tion 3. Hence, we project onto the manifold of a sphere using
known camera intrinsics, and reduce the distortion prob-
lem with spherical CNN. However to date, most existing
spherical CNN methods cannot compete on high-resolution
datasets [10], [11], [12], [13]. In particular, existing spherical
CNNs assume that the visual information covers the whole
sphere. As a result, the convolution operations have to be
applied on all vertices of the icosahedron mesh. In practical
scenarios however, such as the driving environments of
Cityscapes [14], the active view covers less than3% of the
sphere's manifold. Consequently, a complete icosahedron of
more than 9:6 � 106 vertices is required to be equivalent to
the resolution of a 380px� 760px image. We reformulate our
spherical CNN for partial input to overcome this shortfall.

5.1 Graph-based Formulation of HexNet

Let us reformulate the full-HexNet from Section 4 using
a graph-based interpretation, as we rede�ne convolutions,
pooling and up-sampling (Figure 9).

5.1.1 Orientation-aligned Convolutions

All vertices that are not on the base icosahedron, i.e. pi =2
V(0) , have a neighborhood cardinality of six. As above, we
increase the neighborhood of base verticespi 2 V (0) to six
through duplication. Now, we can apply 1 � 7 convolutions
on the gathered neighborhoods, an nr � 7 feature map
where each row contains pi and its neighborhood N ( r )

i (Fig-
ure 9(a)).1 We apply our arc-based interpolation to ef�ciently
enforce north-alignment of the kernel, as in (4). Note, the
na�̈ve implementation of (4) requires signi�cant memory
and is slow in running time. We address implementation
details of masking and the execution in Section 5.2.

5.1.2 Pooling and Up-sampling on the Sphere

We rede�ne the pooling mechanisms as follows: During
pooling we sub-sample from resolution r to r � 1. Specif-
ically, we gather each vertex pi 2 V ( r � 1) and its neighbor-
hood N ( r )

i into an nr � 1 � 7 feature map and apply a 1 � 7
pooling (Figure 9(b)). Note, any pooling operator can be

1. We omit notation of input and output channels for simplicity.
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Fig. 9. Proposed graph-based CNN operations on the (full) icosahedron at resolution r . (a) For convolutions, sorted neighborhoods are gathered
and north-aligned to generate a (10 � 4r + 2) � 7 feature map. (b) During pooling, a feature map of the 10 � 4r � 1 + 2 vertices at resolution r � 1 is
built. (c) Up-sampling �nds the parents at resolution r + 1 and interpolates.
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Fig. 10. We present alternative graph-convolutions to save memory
and running time. (a) Only three m r � 2 feature maps are needed to
compute equivalent convolutions sequentially. (b) Stacking and padding
the neighbourhood further reduces gathering needs.

used. Figure 9(c) shows the up-sampling process, where we
increase resolution from r to r + 1 . We �nd the new vertices
pi 2 V ( r +1) n V( r ) through averaging their parents, given
by vi

1; vi
2 2 V ( r ) \ N ( r +1)

i . The existing vertices pi 2 V ( r )

remain unchanged.
It is worth noting, in Section 4 only 3 nodes are used for

ef�ciency, while here we use all 6 nodes for pooling. Either
mechanism is possible, but since we want to re�ect the up-
sampling where two parents create a new node, we chose to
have each node affecting the pooling of its two parents.

5.2 Masking the Active Areas of the Sphere

Typical camera setups utilize only one or few camera views.
The active area which these views project onto are usually
small. We emphasize, the computation of icosahedron-based
CNNs on high-resolution usually requires the full sphere,
and are thus unfeasible for such data [10], [12]. In con-
trast, with our graph-based implementation, it is possible to
compute convolutions ef�ciently on a subset of pixels. We
denote subset M � V , with cardinality mr = jV ( r ) \ Mj ,
and typically mr � nr . Convolution, pooling and up-
sampling only requires the points in V \ M , and we apply
zero padding for neighbourhoods outside M .

5.2.1 Ef�ciency Consideration with Connected Masks
In a na�̈ve implementation, a 1 � 7 convolution needs to
be applied to two sets of mr � 7 feature maps simultane-
ously to compute an interpolated convolution (Figure 9(a)).
Since this is costly in memory, we present an alternative
approach. By rearranging the convolution weights and
the summations, we only require three sequential 1 � 2

Algorithm 5: Graph-based Convolutions

Result: Given 1 � M ( r ) � C input, gather-indices for gj , and
reverse gather-indices for F j , compute convolution
with �lter wj 2 R1� 1� O , where C and O are number
of input and output channels, and j = 1 ; : : : ; 7.
Output is F 2 R1� M ( r ) � O .

for j = f 1,3,5g do
gj  gathered 1 � L ( r )

j � C feature map for qi
j +1 = qk

j
// interpolation ) 2 convolutions as ~
Ga

j  gj ~
�

wj wj +1
�

Gb
j  gj ~

�
w(( j +4) mod 6)+1 wj

�

F a
j  gather 1 � M ( r ) � O results from Ga

j
F b

j  gather 1 � M ( r ) � O results from Gb
j

end

F7  [pi ]M
( r )

i =1 ~ [w7 ]
// Using � as element-product

F  [� ( r )
i ]M

( r )

i =1 � (F a
1 + F a

3 + F a
5 )

+[1 � � ( r )
i ]M

( r )

i =1 � (F b
1 + F b

3 + F b
5 ) + F7

convolutions on two mr � 2 feature maps which reduces
memory requirements (Figure 10(a) and Appendix B). While
the mask can be arbitrary, we can also reduce run time,
if vertices in the mask are highly connected (as is the
case in image data). Speci�cally, we exploit the fact that
the neighborhoods of vertices frequently coincide, i.e. often
there exists two vertices pi and pk such that qi

j +1 = qk
j .

Thus we optimize neighborhood connectivity, denoted gj =�
: : : qi

j qi
j +1 = qk

j qk
j +1 : : :

�
of size l ( j )

r � 1, where

mr < l ( j )
r � 2mr (Figure 10(b) and Appendix B). Now,

three sequential 1 � 2 kernels are applied on the 1 � l ( j )
r

feature map. Note, the ordering of gj is precomputed.
Algorithm 5 details the computations.

5.3 s-Ring Convolutions

We separate the neighbors within the s-ring based on the
graph distances to implement graph-based s-ring convo-
lutions: N i =

S s
j =1 D j

i , where nodes in D j
i have graph

distance j . Here north-alignment is de�ned for each D j
i sep-

arately by arc-interpolation for the 2 most northern nodes in
D j

i , resulting in s interpolation weights. While all nodes in
the s-ring are gathered at each convolution center, only 2
convolutions are required in contrast to s + 1 in Section 4.4.
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Fig. 11. The weights of conventional 3� 3 kernels trained on perspective
data can be transferred to our model via simple interpolation as our
�lters operate on the sphere's tangent planes.

(a) Projected Sphere Kernel

(b) Planar Filters (c) Spherical Filters

Fig. 12. Spherical ImageNet pretraining: (a) Data is sampled on a
hexagonal grid and projected with a shear transform to provide input with
standard image grid on which masked 3 � 3 convolutions are employed.
(b) First layer �lter response is similar to planar �lters. (Visualization is
normalized and sorted by intensities.)

6 WEIGHT INITIALIZATION FROM PLANAR DATA

We argue that spherical methods are advantageous as they
allow for a holistic interpretation of the environment. How-
ever, standard CNNs have so far focused mainly on planar
projected images. Since we want to bene�t from the vast
research and datasets of planar domains, we discuss planar
to spherical weight transfer in Section 6.1 and pretraining
from planar data in Section 6.2.

6.1 Weight Transfer from Trained Planar Networks

Similar to SphereNet [6], our network applies an oriented
�lter at the local tangent plane of each vertex on the sphere.
Consequently, the transfer of pretrained perspective net-
work weights is naturally possible in our setup. Since we
apply hexagonal �lters with 7 weights, we interpolate from
the standard 3� 3 kernels as shown in Figure 11. Speci�cally,
we align north and south of the hexagon with the second
and eighth weight of the standard convolution kernel re-
spectively. Bi-linear interpolation provides the remaining

o
r

y

x

Fig. 13. Bounding circles are de�ned by the nearest vertex on the sphere
using the offset � x and � y on the sphere's tangent plane, and object size
is given by radius r , which is the angle between center and boundary of
the object on the sphere (o = (0 ; 0; 0) denotes the sphere's center).

values for our �lter. After transfer, weight re�nement is
necessary, but can be computed on a much smaller dataset
(as done in [6]), or reduced learning iterations.

6.2 Spherical Pretraining from Planar Datasets

Pretraining leverages large datasets (e.g.ImageNet [23]) to
provide improved initialization of common network param-
eters (e.g.ResNet-50 [24]). Unfortunately, however, spherical
datasets are rare. Weight transfer from planar networks
is an option. However, since we have access to training
data, a direct training algorithm for spherical parameter
initialization from planar data is likely more suited.

Since our kernels operate on the tangent plane of the
sphere, planar equivalents can be found. We visualize our
input data in (Figure 12(a)), where we also link spherical
convolutions to masked 3 � 3 kernels on the planar image
domain. Since the camera matrix is unknown for ImageNet,
we apply scale and crop data augmentation to simulate
different camera intrinsics. Note, pretraining only needs to
provide parameters with a good initialization.

In our work, we utilize ResNet-50 [24]. Following [3], we
replace the initial 7� 7 �lter by two consecutive 3� 3 kernels,
or more speci�cally, the hexagonal kernel. The ImageNet
classi�cation task completes with 25:03% error rate (7:55%
error for top 5). In Figure 12(b) we visualize the �lter
weights of the initial layer. Note, our weights have similar
properties to standard planar convolution layers [38].

7 BOUNDING CIRCLES ON SPHERES

HexNet is a general convolutional framework and so not
limited to spherical semantic segmentation. The core layers
described above enable most common deep learning tasks.
The use of HexNet for pixel-based segmentation and holistic
classi�cation is easily derived from planar approaches. The
task of object detection with boundaries is however non-
trivial and thus discussed in this section.
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Classical object detection employs axis aligned bounding
boxes on planar images to highlight detected objects. Specif-
ically, Redmon et al. [39] de�ned YOLO-v3 with bounding
boxes that use quantized pixel location x and y with related
offset � x and � y , and height and width h and w respectively,
such that the boundary is given by coordinates

top left = ( x + � x �
w
2

; y + � y �
h
2

) (6)

bottom right = ( x + � x +
w
2

; y + � y +
h
2

): (7)

We now introduce an alternative representation of ground
truth for the spherical domain (Figure 13). Similarly to
YOLO-v3, we �rst �nd the nearest vertex on the icosahedron
mesh. Using the orientation aligned tangent plane of the
vertex, we de�ne offsets � x and � y . The size of the object is
given by radial radius r .

Typically, object detection loss and non-max suppression
needs object overlaps. On spheres, we calculate the overlap
A of two bounding circles through the intersection between
two caps [40]:

A = 2 � � 2� cos (r 1) � 2� cos (r 2)

� 2 arccos
�

cos (� ) � cos (r 1) cos (r 2)
sin (r 1) sin (r 2)

�

+2 cos (r 1) arccos
�

cos (r 1) cos (� ) � cos (r 2)
sin (r 1) sin �

�

+2 cos (r 2) arccos
�

cos (r 2) cos (� ) � cos (r 1)
sin (r 2) sin �

�
(8)

where r 1 and r 2 is the estimate radius of each prediction,
and � is the arc-distance between the centres of the sphere
caps on the sphere's manifold. Finally we note, while this
representation is suitable for simple objects, elongated ob-
jects may be represented by slanted ellipses in future work.

8 EVALUATION

Our evaluation presents HexNet on 3 tasks across 5 datasets,
comparing to planar and spherical methods. First, in Sec-
tion 8.1 and Section 8.2, rotation invariant classi�cation
and segmentation is shown. Section 8.3 presents results on
an orientation aware indoor segmentation task. Spherical
semantic segmentation in urban road scenes are compared
to spherical and planar state of the art in Section 8.4, which
also shows a detailed ablation study of HexNet. Finally,
object detection results are shown in Section 8.5.

8.1 Spherical MNIST: Rotation-invariant Classi�cation

We follow [20] in the preparation of the spherical MNIST
dataset, as we prepare non-rotated training and testing
(N/N), non-rotated training with rotated testing (N/R) and
rotated training and testing (R/R) tasks. Speci�cally, planar
images of digits are projected onto the unit sphere surface.
For the non-rotated version, digits are moved to the equator
to prevent ambiguity at north or south pools, while for
the rotated version, a random rotation is applied without
ruling out pole-coverage. Both non-rotated and rotated ver-
sions are generated using public source code provided by
UGSCNN [10].2 Training set and test set include 60,000 and

2. https://github.com/maxjiang93/ugscnn

10,000 digits, respectively. Input signals for this experiment
are on a level-4 mesh (i.e. r = 4 ). The residual U-Net
architecture of [10], including the necessary modi�cations to
adapt to the classi�cation task, is used in our experiments
(Appendix C.1). We call this network Hex-RUNet-C.

TABLE 1
Spherical MNIST with non-rotated (N) and rotated (R) training and test
data. Orientation-aware Hex-RUNet-C is competitive only when training

and test data match (i.e. N/N and R/R).

Method Orientation N/N N/R R/R
Spherical CNN [20] invariant 96. 94. 95.

Gauge Net [12] part-invariant 99.43 69.99 99.31
UGSCNN [10] aware 99.23 35.60 94.92
Hex-RUNet-C aware 99.45 29.84 97.05

Hex-RUNet-C is compared to other spherical frame-
works: Spherical CNN [20], Gauge Net [12] and
UGSCNN [10] in Table 1. Our method outperforms previous
methods for N/N, achieving 99.45% accuracy. In R/R, our
method performs better than competing Spherical CNN
and UGSCNN. Gauge Net bene�ts from weight sharing
across differently oriented �lters, and achieves best accu-
racy for this task amongst all approaches. Similar to [10],
our method is orientation-aware by design and thus not
rotation-invariant. Therefore, it is expected to not generalize
well to randomly rotated test data in the N/R setting, while
Spherical CNN performs best in this case.

8.2 Climate Pattern: Orientation-free Segmentation

TC

AR

BG

Fig. 14. Semantic segmentation results of Hex-RUNet-32 on climate
pattern (right) in comparison to ground truth (left).

We further evaluate our method on the task of cli-
mate pattern segmentation. The task is �rst proposed by
Mudigonda et al. [21], and the goal is to predict extreme
weather events, i.e. Tropical Cyclones (TC) and Atomo-
spheric Rivers (AT), from simulated global climate data. The
training set consists of 43,916 patterns, and 6,274 samples
are used for validation. As above, we use the same residual
U-Net architecture as UGSCNN [10] (Appendix C.2). We
include two variants using different numbers of parameters:
Hex-RUNet-8 and Hex-RUNet-32 use 8 and 32 as output
channels for the �rst convolution layer, respectively. Eval-

TABLE 2
Climate pattern segmentation results. We include mean class accuracy
and mean average precision (mAP) where available. (The background

class is denoted BG.)

Method BG TC AR Mean mAP
Gauge Net [12] 97.4 97.9 97.8 97.7 0.759
UGSCNN [10] 97. 94. 93. 94.7 -
Hex-RUNet-8 95.71 95.57 95.19 95.49 0.518
Hex-RUNet-32 97.31 96.31 97.45 97.02 0.555
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TABLE 3
Mean intersection over union (IoU) comparison on 2D3DS dataset. Per-class IoU is shown when available.

Method mIoU beam board bookcase ceiling chair clutter column door �oor sofa table wall window
UNet-sphere 35.9 8.5 27.2 30.7 78.6 35.3 28.8 4.9 33.8 89.1 8.2 38.5 58.8 23.9
Gauge Net 39.4 – – – – – – – – – – – – –
UGSCNN 38.3 8.7 32.7 33.4 82.2 42.0 25.6 10.1 41.6 87.0 7.6 41.7 61.7 23.5

Hex-RUNet 43.3 10.9 39.7 37.2 84.8 50.5 29.2 11.5 45.3 92.9 19.1 49.1 63.8 29.4

TABLE 4
Mean class accuracy (mAcc) comparison on 2D3DS dataset. Per-class accuracy is shown when available.

Method mAcc beam board bookcase ceiling chair clutter column door �oor sofa table wall window
UNet-sphere 50.8 17.8 40.4 59.1 91.8 50.9 46.0 8.7 44.0 94.8 26.2 68.6 77.2 34.8
Gauge Net 55.9 – – – – – – – – – – – – –
UGSCNN 54.7 19.6 48.6 49.6 93.6 63.8 43.1 28.0 63.2 96.4 21.0 70.0 74.6 39.0

Hex-RUNet 58.6 23.2 56.5 62.1 94.6 66.7 41.5 18.3 64.5 96.2 41.1 79.7 77.2 41.1
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beam board bookcase ceiling chair
clutter column door �oor sofa
table wall window unknown

Fig. 15. Qualitative segmentation results on 2D3DS dataset.

uation results on the validation set are shown in Table 2
and Figure 14. Hex-RUNet-8 and Hex-RUNet-32 outperform
UGSCNN in terms of mean accuracy. With 32 features, Hex-
RUNet-32's mean accuracy is similar to best performing
Gauge Net. However, our method does not match Gauge
Net in terms of mean average precision (mAP). We attribute
this to the fact that there is no direct orientation information
to exploit in this climate data. In contrast, Gauge Net shows
its advantage of weight sharing across orientations.

8.3 Stanford 2D3DS: Indoor Segmentation

For our �rst orientation-aware omnidirectional semantic
segmentation experiment, we evaluate our HexNet frame-
work on the 2D3DS dataset [18], which consists of 1,413
equirectangular RGB-D images. The groundtruth attributes
each pixel to one of 13 classes. Following [10], we convert
the depth data to be in meter unit and clip to between 0 and
4 meters. RGB data is converted to be in the range of [0, 1]

(a) Synthia-O (b) Synthia-S (c) Cityscapes

Fig. 16. We use (a) omni-directional view Synthia to compare with
state-of-the-art spherical CNNs, and (b) single view Synthia and
(c) Cityscapes to compare with planar alternatives.

by dividing 255. Finally, all data is mean subtracted and
standard deviation normalized. The preprocessed signals
are sampled on a level-5 mesh (r = 5 ) using bi-linear
interpolation for images and nearest-neighbors for labels.
Class-wise weighted cross-entropy loss is used to balance
the class examples. Using our proposed network operators,
we employ the residual U-Net architecture of [10], which we
call Hex-RUNet (Appendix C.3). We evaluate following the
3-fold splits of 2D3DS.

Qualitative results are shown in Figure 15 and we report
the mean intersection over union (mIoU) and class accu-
racy (mAcc) in Table 3 and Table 4, respectively. Proposed
Hex-RUNet outperforms orientation-aware UGSCNN [10],
rotation-equivariant Gauge Net [12] and the U-Net baseline
[2] on equirectangular images (denoted UNet-sphere) that
have been sub-sampled to match level-5 mesh resolution.
As for per-class evaluations, our method achieves best per-
formance in most classes. This demonstrates that semantic
segmentation bene�ts from an orientation-aware framework
with more expressive �lters than UGSCNN [10].

8.4 Segmentation on Urban Roads

We now test HexNet in more detail, �rst in comparison
to other spherical methods, and then as substitute to other
planar CNNs using partial spheres.

8.4.1 Datasets

It is important to realize that we require camera calibration
matrices to project onto the sphere. Therefore, two datasets
with known camera intrinsic are used.

SYNTHIA: The SYNTHIA dataset [19] contains photo-
realistic frames of synthetic sequences rendered from a
virtual scene. It provides pixel-level semantics for 13 classes.
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TABLE 5
Mean IoU comparison at r = 6 on Synthia-O dataset.

Method mIoU building car cyclist fence marking misc pedestrian pole road sidewalk sign sky vegetation
UNet 38.8 80.8 59.4 0.0 0.3 54.3 12.1 4.8 16.4 74.3 58.2 0.2 90.4 49.6

UGSCNN 36.9 63.3 33.3 0.0 0.1 73.7 1.2 2.3 10.0 79.9 69.3 1.0 89.1 56.3
Hex-UNet 43.6 81.0 66.9 0.0 2.9 71.0 13.7 5.6 30.4 83.1 67.0 1.5 93.3 50.2

TABLE 6
Per-class accuracy comparison at r = 6 on Synthia-O dataset.

Method mAcc building car cyclist fence marking misc pedestrian pole road sidewalk sign sky vegetation
UNet 45.1 91.9 63.6 0.0 4.5 57.1 17.9 5.0 19.7 88.8 73.9 0.2 94.8 69.3

UGSCNN 50.7 93.2 81.4 0.0 5.3 83.2 33.7 2.5 14.9 90.8 82.7 1.3 96.1 74.0
Hex-UNet 52.2 88.7 72.7 0.0 3.3 85.9 36.6 6.2 42.5 89.6 83.7 1.6 95.6 71.6

TABLE 7
Datasets' training and test samples, the native resolution and coverage

of sphere.

Dataset #Train #Test Resolution Coverage
Synthia-O 1818 451 2096 � 4192 54.69%
Synthia-S 7272 1804 760 � 1280 14.92%
Cityscapes 2975 500 1024 � 2048 2.74%

We use a subset of the SYNTHIA datset, and create an omni-
directional version. In particular, we select the “Summer”
sequences of all �ve places (2� New York-like, 2� Highway
and 1� European-like) to create omni-directional data. We
split the dataset into a training set of 1818 images (from
New York-like and Highway sequences) and use 451 images
of the European-like sequence for validation. Only RGB
channels are used in our experiments. The icosahedron
mesh is populated with data from 4 viewing direction per
camera pose using interpolation for RGB data and nearest
neighbor for labels. We use two setups: Omnidirectional and
Single-view, denoted Synthia-O and Synthia-S respectively
(Figure 16). In Synthia-O, we use the omnidirectional images
merged from 4 single-view images. In Synthia-S, images of
different viewpoints are projected to the same place on the
sphere, and treated as individual samples. Further details
are given in Table 7.

Cityscapes: We also evaluate on Cityscapes [14]. This
dataset contains a diverse set of high-resolution images
captured from 50 different cities in Europe. It comes with
high quality semantic labels and we use 19 classes for our
evaluation. The training set consists of 2,975 images and 500
images are used for validation (Table 7).

8.4.2 Comparing Spherical CNNs

We report mIoU and mAcc. Here we use the standard U-
Net architecture [2]. We call this network Hex-UNet. We
compare our method to UGSCNN [10] using data sampled
at mesh level-6 (r = 6 ). We also include planar U-Net [2]
using original perspective images, which have been sub-
sampled to match the icosahedron resolution. Speci�cally,
we count the number of vertices on the icosahedron mesh
that fall onto the image region. We then set the image
resolution to be approximately equivalent to this number
of vertices, resulting in image resolution 48 � 80 for level-
6, 96 � 160 for level-7 and 192 � 320 for level-8 meshes.
Table 5 and 6 report mIoU and mAcc respectively, while
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Fig. 17. Segmentation results on Synthia-O dataset.

Figure 17 shows qualitative results. Hex-UNet outperforms
previous state of the art with signi�cant margin across most
classes. The performance on small objects,e.g.“pedestrian”
and “sign”, is poor, while all methods fail for “cyclist”. We
attribute this to an unbalanced dataset. It is worth noting
here, class-wise weighted cross-entropy loss is not used.

Finally we note that most previous methods report re-
sults only up to mesh resolution level r = 5 which con-
sists of merely 2,562 vertices to represent omnidirectional
input. We evaluate our method at different resolutions
(r = f 6; 7; 8g), shown in Table 8. Our method achieves
best performance at r = 7 . Since we use a standard U-Net
structure consisting of only 4 encoder (and decoder) layers,
perception of context is reduced at r = 8 . This is further
illustrated by Figure 18 (last column), where a car's wheel
is misclassi�ed as road-markings at r = 8 . Resolution r = 6
and r = 7 are able to adequately label this.

8.4.3 Comparing Spherical with Planar CNNs
Motivated by reduced distortion (Section 3) we investigate
the impact of the spherical representation for planar datasets
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Fig. 18. Unfolded visualization of semantic segmentation results of Hex-UNet at different resolutions on Synthia-O dataset.

TABLE 8
Evaluation at different resolution on Synthia-O. (Current

implementation of [10] could not �t data with resolution at r = 8 . Note
ground-truth at lower resolution is sub-sampled, thus evaluations of

different resolutions are only indicative.)

Method r = 6 r = 7 r = 8
mIoU mAcc mIoU mAcc mIoU mAcc

UNet 38.8 45.1 44.6 52.6 43.8 52.4
UGSCNN 36.9 50.7 37.6 48.9 – –
Hex-UNet 43.6 52.2 49.5 57.1 47.1 55.1

Hex-UNet-T 36.7 44.8 38.0 47.2 45.3 52.8
Hex-UNet-nI 42.4 50.6 45.1 53.4 45.4 53.2

as we compare planar and spherical projections on the
single-view semantic segmentation task of Synthia-S and
Cityscapes. Both datasets have known camera intrinsics,
which is necessary for projecting planar images onto the
unit sphere. We project planar images onto the sphere using
bi-linear interpolation. All results are evaluated after back
projecting into the planar domain at full resolution for fair
comparison.3

Our graph-based interpretation of HexNet provides es-
sential building blocks for existing CNN architectures. We
choose U-Net [2]4 and DANet [22] 5 for evaluation. Specif-
ically, we employ a residual U-Net which comprises a
residual encoder and decoder branch [10], [25]. As for
DANet, ResNet-50 [24] is adopted as feature extraction

3. In fact, the evaluation is biased towards improved planar accuracy
due to evaluation on planar ground truth.

4. We reimplement original U-Net with residual blocks used in [10]
5. Code available at https://github.com/junfu1115/DANet

backbone, then dual attention blocks (spatial and channel)
are employed to facilitate accurate segmentation [22]. In our
implementation we follow [3], and replace the initial 7 � 7
convolution with two 3 � 3 convolutions, or more specif-
ically our hexagonal kernel with 1-ring neighborhood. 6 In
all experiments, we use Adam optimizer [41] with learning
rate 0.001, without learning rate decay, and train until con-
vergence. Data augmentation is not used. The number of
trainable parameters for spherical U-Net is 3.3M (5.0M for
planar), and 41.8M for DANet (50.1M for planar). Since we
reduce 3 � 3 kernels with 1-ring neighborhood kernels of 7
weights, our networks use less parameters.

We study different input size as we match spherical reso-
lution to similar planar equivalents (Table 9). On Synthia-S,
a mesh for level-7 (r = 7 ) and level-8 (r = 8 ) is matched
to 1/6 and 1/3 of full resolution respectively. In Cityscapes,
level-9 and level-10 is employed and matched to 1/6 and
1/3 resolution respectively. Since r 2 N, mesh resolution
cannot be arbitrary ( e.g. 1/2 or 1/4). We sub-sample to
ensure minimal interpolation artifacts.

In Table 9 we report mean intersection over union
(mIoU) for the residual U-Net and the DANet architecture.
First, we discuss results without pretraining. Our spherical
representation consistently achieves improved results over
the standard planar version on both datasets. We also note,
both methods improve at higher resolution. Therefore we
conclude, it is necessary to develop spherical CNN methods
that support high-resolution data.

6. In the appendix we show that two 1-ring convolutions are more
ef�cient with similar accuracy to one 3-ring convolution
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TABLE 9
U-Net and DANet results on Synthia-S and Cityscapes for planar and spherical images at different resolutions. Results are computed on ground

truth in planar domain at full resolution. Planar and spherical pretraining with ImageNet (Section 6.2), and pretrained weight transfer (Section 6.1)
is additionally reported for DANet.

Dataset Input U-Net DANet mIoU (%)
Resolution #Points mIoU(%) No Pretraining Pretraining Transfer

Synthia-S

planar@1/6 24,563 53.2 47.0 51.0 -
sphere@lv-7 24,467 54.3 50.0 51.4 49.29
planar@l/3 98,494 56.5 54.9 58.6 -
sphere@lv-8 97,750 57.6 56.0 58.7 59.35

Cityscapes

planar@1/6 72,200 51.5 51.2 57.9 -
sphere@lv-9 71,652 54.3 52.5 56.6 56.56
planar@l/3 288,800 55.5 63.0 67.0 -

sphere@lv-10 286,175 56.3 63.1 67.8 66.69

Input Ground-truth Planar Ours (Projected) Ours (Sphere)

building car cyclist fence marking misc pedestrian
pole road sidewalk sign sky vegetation

Fig. 19. Qualitative results using DANet on Synthia-S for mesh level-8 or resolution 1/3. The sign is missed by planar methods, while our spherical
CNN labels this correctly.

Input Ground-truth Planar Ours (Projected) Ours (Sphere)

road sidewalk building wall fence pole traf�c light traf�c sign vegetation terrain
sky person rider car truck bus train motorcycle bicycle

Fig. 20. Qualitative results using DANet on Cityscapes for mesh level-10 or resolution 1/3. The bus in the centre of the image is missed with planar
distortions, while spherical projection correctly labels this. Planar methods detect terrain on image boarder more accurately.

(a) Training Distribution (b) T Ps (i ) � T Pp (i )

Fig. 21. Training data location bias (a) and results difference (b) be-
tween spherical and planar method for `pedestrian' in Synthia-S (after
Gaussian �lter).

DANet employs ResNet-50 for its feature extraction. We
now compare planar and spherical pretraining (Section 6.2),
and the spherical weight transfer of pretrained weights
(Section 6.1). In Table 9, the planar representation bene�ts
more from pretraining, e.g.achieving 6.74% gain at 1/6 res-
olution for Cityscapes. Nevertheless, pretraining improves
the spherical performance by more than 4% in Cityscapes
data. Overall, we can improve segmentation accuracy to
a competitive level with spherical pretraining throughout

all experiments.7 We believe that since our pretraining uti-
lizes ImageNet data with planar images, improvements are
slightly reduced. A spherical version of ImageNet with cam-
era calibration matrices may be bene�cial in future work.
Finally we note for most cases, that even simple interpo-
lated weight transfer improves the overall performance of
spherical methods, but at a reduced scale.

In Figure 19 and Figure 20, qualitative results are given.
We observe that objects with �xed size are distortion depen-
dent and therefore the spherical projection improves results
(e.g. `bus', `traf�c sign'), while continuous objects suffer
less from distortion ( e.g.`terrain'). We further compare, and
compute a per-class prediction heatmap, which shows the
difference between the true positive numbers per method,
T Ps(i ) and T Pp(i ) for spherical and planar respectively,
at pixel location i , i.e. T Ps(i ) � T Pp(i ). Figure 21 shows
the heatmap for `pedestrian' in Synthia-S. Note, while the
training distribution biases the class to left and right part
of the frame, our method is able to improve recognition
results in centre and bottom of the image. This supports
our hypothesis of Section 3, where we suggest that fewer

7. Cityscapes accuracy @ 1/2 and @ 1/4 is 71.8% [42] and 59.1% [43],
hence 67.8% @ lv-10 is competitive.
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TABLE 10
Omni-directional Synthia-O results for our method, as full and partial

input, compared to UGSCNN. Inference memory and run-time is given
for batch size 1, per sample.

Method mIoU (%) Memory (MB) Time (s)
UGSCNN 37.6 6,831 1.52

HexNet (full) 48.3 1,063 0.02
Graph-HexNet (full) 49.5 3,596 0.16

Graph-HexNet (masked) 50.1 595 0.07

distortion aids generalization.

8.4.4 Ablation Study

Weights Transfer: While we have already shown perspec-
tive weight transfer for pretraining in Table 9, we now apply
direct weight transfer from a perspective network. Initial-
ized with the learned �lters ( 3� 3 kernels) from perspective
U-Net, we perform weight re�nement of only 10 epochs (in
contrast to up-to 500 epochs otherwise), and report results
as “Hex-UNet-T” in Table 8. The proposed �lter transfer
obtains competitive results, especially at resolution level
r = 8 .

Arc-based Interpolation: We evaluate our method without
north-alignment (Section 4.1), denoted as “Hex-UNet-nI” in
Table 8. Here, Hex-UNet performs better than Hex-UNet-nI,
thus verifying the importance of orientation-aware �lters in
semantic segmentation.

Spherical CNN Runtime: It is not uncommon that the valid
information only covers partial areas on the sphere. In this
scenario, most spherical CNNs require costly memory and
runtime by consuming full spheres. In this experiment,
we compare execution of Full-HexNet and Masked-HexNet
with UGSCNN [10] using Synthia-O data. All networks
employ the residual U-Net architecture. Table 10 shows
accuracy, memory and run-time at mesh level-7. Overall,
our partial implementation performs best, since only active
areas are used for computations. It is worth noting that
Synthia-O input is not of full spheres, thus Full-HexNet
remains less ef�cient than Masked-HexNet due to computa-
tion of unused data.

Gathering Ef�ciency: In Table 11, we compare our imple-
mentation of Algorithm 5 (Sph-v3) with na �̈ve convolutions
in Figure 9(a) (Sph-v1) and sequential version in Figure 10(a)
(Sph-v2). We include planar DANet as baseline. We note, for
spherical convolutions, the grouped version (Sph-v3) has
overall best memory and run-time performance. However,
compared to planar training, spherical CNN is still inferior.
Here we note, our current implementation of feature gath-
ering is costly in back-propagation as we do not exploit the
one-to-one mapping nature of most indices. Nevertheless,
our method is competitive for test time where planar is
only twice as fast, due to the arc-based interpolation needed
for spherical data, making spherical versions of semantic
segmentation feasible for deployment.

Checking Kernel Bias: We check if the improved results
in Table 9 are due to the hexagonal �lter, rather than the
spherical projection. In particular, using the method applied
to pretraining in Section 6.2, we now apply a hexagonal

TABLE 11
Comparison of memory usage and computation time for training and

inference on Cityscapes (level-10 and 1/3) with NVidia Titan X
(Maxwell) using Pytorch v1.12. Batch size 1 for all cases. Run-time is

reported per sample.

Method Training Inference
mem. (MB) time (s) mem. (MB) time (s)

DANet 3,524 0.92 1,367 0.23
Sph-v1 9,110 11.47 2,889 0.40
Sph-v2 8,112 12.57 1,771 0.50
Sph-v3 5,358 10.36 1,847 0.43

kernel on a planar version of Cityscapes. Table 12 shows the
results, where the hexagonal kernel consistently performs
with slight reduced accuracy to standard 3 � 3 kernels.
Thus we conclude, the hexagonal kernel is not the reason
for improved results.

TABLE 12
Ablation study for hexagonal kernel without spherical projection
(hexagonal) on Cityscapes. Overall, hexagonal performs very

comparable to planar, but consistently with slightly reduced accuracy.

Resolution U-Net DANet mIoU (%)
mIoU(%) No Pretraining Pretraining

planar@1/6 51.5 51.2 57.9
hexagonal@1/6 51.4 51.1 57.1

planar@l/3 55.5 63.0 67.0
hexagonal@1/3 55.2 62.9 66.9

8.5 Object Detection with Bounding Circles

TABLE 13
Synthia-O vehicle detection results, evaluated by average precision

(AP). Resolution is given by W for ERP, and r for icosahedron methods.

Method Resolution Predictions Average Precision

ERP
256 43,008 8.9
512 172,032 46.2
1024 688,128 52.8

HexNet 6 53,766 56.8
7 215,046 67.6

spherePHD 6 107,520 39.8
7 430,080 52.4

In this section, we apply HexNet to object detection
following the YOLO-v3 framework [39]. Each node in the
icosahedron mesh predicts an offset, a circle dimension
(Section 7) and a detection con�dence score. All meth-
ods predict at multiple scales, using feature pyramid net-
works [44]. Speci�cally, we append convolutional layers
after each block of the feature extractor and predict the 3D
tensor encoding of bounding circles ( � x ; � y ; r ), and detection
con�dence c. Similar to [39] we predict circles based on three
anchor radii. The anchors' radius sizes is computed using
k-means clustering on training data. We use ResNet-50 as
our base feature extractor but using HexNet operations.
Non-maximum suppression using (8) is employed to �lter
overlapping predictions. Again, we use Synthia-O with the
same training and test split as in Section 8.4, and we extract
car object ground truth from instance segmentation labels
of SYNTHIA [19]. We keep every 5 th frame to reduce tem-
poral redundancy in the dataset. In total, our training and
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Fig. 22. Visualization of vehicle detection results on Synthia-O. Green represents ground-truth bounding circles, and red, yellow and blue denote
HexNet (ours), ERP (equirectangular images), and spherePHD [11], respectively.

testing set has 354 and 102 images respectively. We compare
HexNet results to planar YOLO-v3 [39] directly applied to
equirectangular images (ERP), and spherePHD [11]. Note,
since the number of YOLO predictions depends on the num-
ber of pixels/vertices, each method has different prediction
quantitites: For equirectangular height H and width W , and
icosahedron resolution r , we get H � W predictions for ERP,
20� 4r for spherePhD, and 2 + 10 � 4r for HexNet. 8 During

8. Numbers differ as HexNet uses icosahedron nodes as vertices,
while SpherePhD uses faces.

training, all methods use per-pixel color jittering and left-
right �ipping for data augmentation. Performance is based
on average precision (AP). The Network architecture is the
same for all methods.

Table 13 shows the results. A higher resolution leads
to better performance for all methods. Nevertheless, even
though HexNet has a relatively small number of predic-
tions available for its resolution, the best performances
are reached. The distortions of ERP make object detection
challenging, while spherePHD does not use axis aligned
�lters as kernels are mesh aligned and their shape differ
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TABLE 14
Evaluation of rotation invariance and equivariance for SO(2) rotations

round the north-south axis, and random SO(3) rotations.

Task Dataset r Original SO(2) SO(3)
Classi�cation MNIST 4 99.45 98.39 29.84
Segmentation Synthia-O 7 49.5 47.9 22.4

Detection Synthia-O 6 56.8 55.9 5.3

at each icosahedron face [11]. In particular, we see an AP
of 67.6, while spherePHD reaches 55.6 and ERP only 50.8
at highest resolution level. Qualitative results are shown in
Figure 22. While ERP struggles with discontinuities at the
equirectangular image edge, and distortions, spherePHD
fails to detect the smaller objects in the scene as the kernels
are not as optimal at �ne detail.

8.6 Rotation Equivariance

In this section, we conduct experiments on multiple tasks
with horizontal rotations, and random rotations. Speci�-
cally, we consider three tasks: MNIST classi�cation, urban
semantic segmentation and vehicle detection as introduced
above. For each task, the model trained on the original
(non-rotated) training set is evaluated on two versions of
the test set: horizontally rotated ( SO(2) around the north-
south axis) and randomly rotated in full SO(3). Table 14
shows that HexNet performs with similar accuracy for
horizontal rotations in all experiments, while it fails for
random rotations. This supports HexNet as horizontal ro-
tation equivariant spherical convolution framework. We
node, true rotation equivariance is achieved for horizontal
rotations with equivalent quantization of the icosahedron
(i.e. rotations with angles that are multiples of 72� ).

9 CONCLUSION

We introduce HexNet, an orientation-aware deep learning
framework for processing omnidirectional input data. Our
method builds on common CNN operations, and can there-
fore operate ef�ciently on full spherical data. Furthermore,
we introduce a partial equivalent method to overcome the
resolution challenge for spherical images where only a par-
tial �eld of view is used. Finally, weight-transfer and pre-
training is introduced for HexNet which exploits commonly
available planar datasets or pretrained network weights.
In our experiments, we outperform alternative spherical
networks in multiple orientation-aware experiments. More-
over, through reasoning of geometric distortion, we mo-
tivate improved accuracy for common planar estimation
tasks, which we then con�rm on popular planar datasets by
exploiting our Masked-HexNet at high resolution. Our eval-
uation presents competitive performance of the proposed
HexNet framework on 3 tasks and 5 public datasets.
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