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ABSTRACT

The deployment and use of AI systems should be both safe and

broadly ethically acceptable. The principles-based ethics assurance

argument pattern is one proposal in the AI ethics landscape that

seeks to support and achieve that aim. The purpose of this argu-

ment pattern or framework is to structure reasoning about, and to

communicate and foster confidence in, the ethical acceptability of

uses of specific real-world AI systems in complex socio-technical

contexts. This paper presents the interim findings of a case study

applying this ethics assurance framework to the use of Dora, an

AI-based telemedicine system, to assess its viability and usefulness

as an approach. The case study process to date has revealed some

of the positive ethical impacts of the Dora platform, as well as unex-

pected insights and areas to prioritise for evaluation, such as risks to

the frontline clinician, particularly in respect of clinician autonomy.

The ethics assurance argument pattern offers a practical framework

not just for identifying issues to be addressed, but also to start to

construct solutions in the form of adjustments to the distribution

of benefits, risks and constraints on human autonomy that could re-

duce ethical disparities across affected stakeholders. Though many

challenges remain, this research represents a step in the direction

towards the development and use of safe and ethically acceptable

AI systems and, ideally, a shift towards more comprehensive and

inclusive evaluations of AI systems in general.
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1 INTRODUCTION

As AI-based systems increasingly permeate society, it is widely

recognized that new approaches to ensuring the safety and effi-

cacy of such systems are needed. But merely ensuring the safety

of AI-based systems is not enough. The human tendency to de-

fer to suggestions generated by AI systems, their łblack boxž and

dynamically updating nature, gaps in regulation and an emphasis

on being first to market all conspire to threaten not just the safe

deployment and use of AI systems, but their ethical acceptability

as well. This paper attempts to address the gap between meeting

minimum safety requirements and ethical acceptability by evaluat-

ing the plausibility, viability and value of instantiating the ethics

assurance argument pattern proposed by Porter et al. [41] in the

healthcare context for an AI-based telemedicine system. Our in-

terest is not only in safety, but rather something more ambitious:

ethical acceptability. As impressive as AI systems are, their abilities

are still derived from humans and as such lack the sort of normative

commitments and capacity for considered judgement that humans

have [47]. It therefore falls on us, the developers, investors, reg-

ulators, users, researchers and affected stakeholders, to carefully

consider the consequences of deploying AI systems. Our research

is, we maintain, one step towards ensuring the responsible devel-

opment of AI systems whose impacts can be difficult to predict,

far-reaching and long lasting.

This paper is structured as follows. In section 2, we introduce

the system, Dora, and describe its place in the clinical pathway as

well as the regulatory landscape governing its use. In section 3, we

describe the principles-based ethics assurance argument pattern

and in section 4 apply the argument pattern to Dora and explain

our preliminary results. Lastly, in section 5 we draw out some

conclusions of our research including limitations of our work and

areas for future research.

2 THE TECHNOLOGY (DORA) AND ITS
CONTEXT

2.1 Introduction to Dora

Healthcare is facing a workforce crisis. In the UK, demand on the

National Health Service (NHS) is increasing beyond the current

capacity of healthcare staff [50]. With increasing demands, and a



TAS ’23, July 11, 12, 2023, Edinburgh, United Kingdom Marten Kaas et al.

shortage of healthcare workers, new ways of working with artificial

intelligence (AI) enabled tools can help us to meet demand. These

tools range from clinical decision support systems (CDSS) [23], to

AI-enabled clinical services that make fully autonomous diagnoses

such as radiographic imaging systems [4].

The clinical conversation is a fundamental part of the delivery

of healthcare. This is an area in which AI-enabled automation can

offer significant relief to an over-stretched healthcare system and

workforce.

One example of meeting this need is ‘Dora’, an autonomous,

voice-based, natural-language clinical assistant that has clinical

consultations with patients over the telephone [27]. Dora speaks

to patients via a phone call, meaning there is no requirement for

patients to have access to or experience with any ‘digital technolo-

gies’; they simply receive a phone call on their landline or mobile

phone and speak to the system naturally. The aim of the system

is to provide a like-for-like replacement of routine clinical calls,

whilst identifying patients with symptoms or complications which

mean they need to speak to a human clinician. Dora is currently in

routine use in the NHS across a number of clinical pathways, and

is commissioned across 12 Trusts.

Technically, Dora incorporates a number of different AI tech-

nologies. During phone calls, streamed audio from the patient is

converted to text input in real-time using a blend of commercial

application programming interface-based (API) services to optimise

the transcription. To classify the patient’s conversation inputs, nat-

ural language processing is conducted on the text using a custom

entity and intent extraction pipeline [19]. Custom tooling allows

continual testing and training to take place to improve the sys-

tem’s capacity to deal with a broad spectrum of inputs from diverse

patient’s clinical conversations.

To respond to the patient’s inputs, a conversation machine learn-

ing model, which has been trained on complete conversation flows

to enable contextual conversations and deliver secure modular dia-

logue, is used. Finally, the output from the conversation engine is

converted to audio using a commercial API and is streamed back to

the patient on the call. These different AI processes are conducted in

real-time without noticeable latency. All of the data associated with

the call is stored securely in local data-centres. The developer acts

as the data processor with the individual hospital client remaining

the data controller.

The Dora platform can conduct a variety of clinical conversa-

tions, all of which are part of high volume-low complexity clinical

pathways. The most evidenced and widely deployed pathway is

the cataract pathway. Pre-publication results from a study looking

at safety and efficiency of using Dora for post-operative cataract

follow-up shows a high sensitivity 94% (95% CI: 85-98) and speci-

ficity of 86% (95% CI:80-92) when comparing Dora’s clinical recom-

mendation to that of an ophthalmologist blinded to Dora’s decision

[39]. More recently, in a real-world setting, 1015 consecutive Dora

calls were retrospectively reviewed, demonstrating that, of the 742

patients that answered and completed the call, 445 (60%) no longer

required a clinician appointment after assessment with Dora [22].

There is also evidence that the Dora technology is acceptable to

patients as part of their care pathway. In a study focused on accept-

ability, 170 patients with a mean age of 76 gave Dora a median net

promoter score of 9 out of 10, and high rates of acceptability were

documented using the Telephone Usability Questionnaire [27].

2.2 How Dora fits into the clinical pathway

Like many digital technologies, the full benefit of Dora can only

be realised when it is effectively integrated into hospital clinical

pathways. At any clinical site, before calls are delivered, information

governance and clinical safety approval are sought. A standard

operating procedure (SOP) is agreed with each clinical team, usually

with input from the lead clinician, manager, and representatives

from each clinical area where Dora will be implemented.

The standard model describing how Dora calls fit into a path-

way is shown in Figure 1. Generally, patients are booked into a

Dora clinic by admin staff in the same way they are booked for

a clinician-led appointment. A list of patients is then sent to the

developer (either via email or integration) who generates the Dora

calls. After the calls are autonomously delivered by Dora, they are

quality assured by the developer. The outcomes from the calls are

then returned to the hospital either via email or through electronic

healthcare record integration as per the SOP. For some conver-

sations, a clinician reviews all the outcomes and then arranges

additional clinical consultation for those patients in whom Dora

identified potential concerns.

2.3 The regulatory context

The pace of development of AI technologies underlying increasingly

autonomous healthcare systems is rapid. For example, state-of-the-

art natural-language AI models such as OpenAI’s ChatGPT and

Google’s Med-PaLM have recently even demonstrated the ability

to pass medical school exams with minimal additional training [28,

46]. Similarly, an increasing number of algorithms seem to exceed

human performance for tasks such as the reporting of a plethora

of images, scans and investigations across various specialties and

modalities [4, 8, 10].

Despite this rapid development and regulatory approval for these

technologies in healthcare in the UK and beyond, there are concerns

around current frameworks for ensuring the effectiveness and trust-

worthiness of these technologies in a real-world clinical setting.

Questions remain around how to analyse, report, and act upon

errors and potential harms from their real-world use, whilst having

an agile and capable regulatory framework for addressing their re-

sponsible deployment through product life-cycles [45]. Regulators

and academics [29] are responding, for example, with the Food and

Drug Administration’s (FDA) AI/machine learning (ML) software

as a medical device action plan [12] and the Medicines & Health-

care Products Regulatory Agency’s (MHRA) change programme

for regulating software and AI as a medical device [33], but gaps

exist in our understanding of how we maintain the trustworthiness

of these ever-learning systems as we scale their adoption across

new clinical settings and incorporate the latest AI models (Figure

2). Additionally, it is increasingly clear that a gap exists between

legislated minimum safety requirements and ethical acceptability.

The Dora platform is a medical device Class 1 as an active medi-

cal device (clinical management support software), under Directive

93/42/EEC, classification rule 12. The product has a registered UKCA

mark Class 1 for its intended use as recognised by the MHRA. In
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Figure 1: A typical illustration for how a Dora call fits into the pathway from a healthcare provider’s perspective.

Figure 2: An overview of best-practice standards and guidance for assurance of AI-based clinical systems.

most deployments, its use is also subject to NHS England standards

DCB0129 and DCB0160 [35]. These two standards are designed

to help manufacturers of health information technology (IT) soft-

ware evidence the clinical safety of their products and healthcare

organisations assure the clinical safety of their health IT software,

respectively.

As systems like Dora move beyond meeting the bar for initial

regulatory clearance and clinical safety into widespread use, few

practical frameworks exist to help guide developers and users to-

wards ‘what good looks like’ when it comes to continual model

monitoring, maintenance, and update. The post-deployment phase

of development in the product life cycle is also where clinical AI

systems have the most potential for exponential patient and system

impact, but also where existing guidance has struggled to provide

useful and comprehensive guidance around how to responsibly as-

sure these systems at scale [7, 13]. Tension exists between realising

the full potential of AI models by allowing them to ‘learn’ from

real-world input data and improve dynamically, but also maintain-

ing the high levels of assurance and trust that the systems continue

to perform at the level that they did following regulatory clearance.

Responsible Research and Innovation (RRI) policies encourage

actors and institutions to go beyond regulatory compliance and

strive for ethically acceptable and ethically sustainable science,

technology and innovation outcomes [48, 49]. If current regulation

and standards set a ‘minimum threshold’ for the acceptability of

systems like Dora, the principles-based ethics assurance argument

offers a higher, more comprehensive and more ambitious threshold.

It can be seen as an example of RRI in action: a practical, dynamic,

and human-centred assurance framework to provide guidance on

how AI systems can scale and deploy to wide use whilst maintain-

ing high levels of performance and trustworthiness to clinicians,

patients and the public.

3 THE PRINCIPLES-BASED ETHICS
ASSURANCE ARGUMENT

3.1 Overview of the argument

In recent years, the recognition that, while AI can bring benefits, the

use of AI can also cause a wide range of harms and entrench existing

inequalities has led to a proliferation of ethics declarations and

ethical principles for AI [15, 24]. Several researchers have noticed a

striking overlap between the recurring themes in these declarations

and the four classical principles of biomedical ethics [3]: beneficence

(bringing benefit); non-maleficence (preventing harm); respect for

human autonomy; and justice [16, 17, 34]. Though these principles

are most closely associated with medical ethics, they are not limited
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Figure 3: Overview of the Principles-based Ethics Assurance Argument Pattern [41].

to a medical AI context. Another common theme in sets of AI ethics

principles is the emphasis on transparency [15, 24].

The principles-based ethics assurance argument pattern [41]

offers a route to translating these principles into a practicable,

human-centred assurance framework. It combines the four ethical

principles (adapted to the AI context) and a supporting principle

of transparency (the ‘4+1 ethical principles’) with the assurance

case methodology. This is a methodology for presenting a clear,

structured and defensible argument that justifies confidence in a

desired goal, concerning a property of interest [26]. Within engi-

neering, that property of interest has most commonly been safety.

Ethics assurance covers a broader range of normative properties of

interest [5].

There are several different notations for presenting assurance

cases; the principles-based ethics assurance argument pattern uses

the Goal-Structuring Notation (GSN) [26, 31]. Assurance cases pre-

sented in GSN are hierarchically decomposed: there is a top-level

goal which is supported, via an argument strategy, by sub-goals,

which in turn are supported by evidence. The modular structure of

the argument is provided in Figure 3 below.

The1 modular structure enables the overall flow of the argument

pattern to be shown before its component modules are ‘opened up’

and described in more detail [41].

In contrast to other approaches, this argument pattern provides

a framework for structured, systematic reasoning about these nor-

mative goals/ethical desiderata, which also supports holistic de-

liberation about the trade-offs between them within and across

stakeholder groups. To be clear, this argument pattern is not merely

a series of rules that one ought to follow, or checkboxes that ought

to be crossed off. Rather, it is a reusable template that facilitates

reasoning about a particular issue at an abstract level [41].

Indeed this argument pattern, because it is inspired by the assur-

ance case methodology often used for safety assurance cases, has

significant advantages in the context of ethical acceptability. The

assurance case methodology enables scrutiny, debate and continued

improvement via its explicitness, which also facilitates understand-

ing without requiring specialist knowledge, all of which are key to

1Modularity was introduced into GSN in order to support a compositional approach
to reasoning about complex systems [25]. It enables the overall flow of the argument
pattern to be shown before its components are ‘opened up’ and explained in more
detail.
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solutions in the complex arena of ethical AI [41]. This framework

also allows for the integration and consolidation of multiple evi-

dence sources that will be required to substantiate claims about

ethical acceptability [41].

A summary of the argument is as follows. The top-level goal is

contained in the module at the top, titled ‘Principles-based Ethics

Assurance Argument’.2 This top-level goal is that, for the intended

purpose, the use of the AI-enabled system will be ethically accept-

able in the intended context. What constitutes ‘ethically acceptable’

is based on the notion of a social contract: the system will be ethi-

cally acceptable if none of the stakeholders affected by its use could

reasonably object to its use in the intended context. The motivation

for taking this approach, which has its roots in the work of T. M.

Scanlon and John Rawls, is grounded in a commitment to equal

respect for all affected stakeholder groups [42, 46]. Autonomy, the

capacity to live and act according to one’s own reasons and motives,

plays a key role here since the basic idea is that rational agreement

amongst autonomous individuals with equal moral status is what

provides the justification for the decision [41]. The idea is that, if

the distribution of benefits, tolerable residual risks and tolerable

constraints on autonomy is equitable ś taking into account exist-

ing asymmetries between stakeholder groups and aiming to treat

people fairly in light of them ś no rational autonomous stakeholder

could reasonably reject the decision to use the system, and hence

we can claim that its use would be ethically acceptable [41]. By

‘reasonably reject,’ we mean on the assumption that they are not

merely seeking some kind of advantage to themselves but are also

aimed at finding a conclusion that other autonomous stakeholders,

similarly motivated, could not reject [46].

The principles-based structure of the argument pattern is in-

tended to provide a framework to achieve this goal of ethical ac-

ceptability. The principle of justice is ‘first amongst equals’. The

top-level goal of ethical acceptability is immediately supported

by the sub-goal that there is an equitable distribution of benefit,

tolerable risks of harm and tolerable constraint on human auton-

omy across affected stakeholders from the use of the system. This

sub-goal is contained within the module titled ‘Justice Assurance

Argument.’

The modules titled ‘Beneficence Assurance Argument,’ ‘Non-

maleficence Assurance Argument,’ and ‘Human Autonomy Assur-

ance Argument’ each contain sub-goals about actualising bene-

fits, controlling risks of harm, and managing undue constraints

on human autonomy, respectively. Crucially, this information is

documented in matrices ś a benefits matrix, a risk matrix, and a con-

straint on autonomy matrix ś which furnish the information that is

required for reasoning about equitable distributions in the ‘Justice

Assurance Argument’. The ‘Transparency Assurance Argument’

plays a vital supporting role by ensuring that there is sufficient

visibility and high-quality evidence to have confidence in the claims

being made.

2The ‘4+1 Ethical Principles Confidence Argument’ module to the left at the top gives
the rationale for structuring the argument according to these four ethical principles,
with a supporting principle of transparency.

4 APPLYING THE ASSURANCE ARGUMENT
TO DORA

4.1 Introduction to the case study

This paper gives the early findings of the first case study applying

the principles-based ethics assurance argument pattern to a real-

world AI-enabled system. The multi-disciplinary team of authors

have applied the assurance argument to Dora over the course of

four workshops. Each workshop covered different modules of the

argument pattern as set out in Figure 3. The workshops followed

the format of semi-structured discussions, where the structure was

provided by the detailed decomposition of the argument pattern in

[41]. The sections below describe the findings and insights yielded

by the semi-structured discussions to date. To note, these are interim

results; further workshops with a wider range of stakeholders are

being planned.3 Additionally, it is important to mention that one

could apply this ethics assurance argument pattern at several stages

in the lifecycle of AI development and deployment. This reasoning

would be carried out and communicated pre-deployment of an AI

system in its intended context, on the basis of some understanding

of its effects during trials, and it would also be reviewed post-

deployment to evaluate and address its actual effects.

4.2 Interim Results: Overview

Table 1 below gives an overview of a selection of key interim re-

sults and insights by stakeholder groups. Table 1 is a high-level

presentation of only a few selected results. The full description is

given in sections 4.3 - 4.5.

To clarify, considerations having to do with autonomy (row three

of Table 1) extend only to a subset of stakeholders, specifically those

risk-bearers who are most directly in contact with the system in

operation. For Dora, this is patients and clinicians, not the health-

care provider or developer, hence the ‘not applicable’ result to the

latter in the autonomy row. Further, the empty cells for healthcare

providers and the developer in the justice row do not indicate that

there are no potential inequalities for either stakeholder. Rather,

they indicate that none were identified in the relevant workshop.

These interim results may be revised as the case study evolves.

4.3 Beneficence and Non-Maleficence: interim
results and insights

The principle of beneficence in the argument pattern requires that

use of the system brings benefit to affected stakeholders. While

beneficence is central to many of the sets of ethical principles for AI

[11, 18, 37], demonstrating that a system will bring benefit in prac-

tice is not in general required by emerging regulation, even though

it is implicit in health economics and expected by a body such as

The National Institute for Health and Care Excellence (NICE). The

principles-based ethics assurance argument seeks to make benefi-

cence more explicit, in order that the good reasons for deploying

the AI system are made clear, as is who stands to benefit from its

use.

3Ethics approval has been granted for recording the views of workshop participants
concerning the use of Dora.
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Table 1: High-level summary of selected interim results from instantiating the principles-based ethics assurance argument

pattern with Dora.

Ethical principleDescription of

the ethical

principle

SELECTED interim results by stakeholder group (note this is not the

full list)

Insights and priorities for

evaluation
Patients Clinicians Healthcare

Providers

Developer

Beneficence The use of

Dora should

bring benefit

to affected

stakeholders

Benefit:

Physical health

and

convenience

Benefit:

Opportunity to

work at the top

of their licence

Benefit: Allows

delivery of

care in

constrained

contexts

Benefit:

Financial and

reputational

benefits

Some practical and physical

benefits are very well

substantiated (e.g.

cost-effectiveness and

patient’s practical benefits).

Other benefits, such as

benefits to clinicians, are

presently a little more

uncertain and contingent on

systemic/structural factors.

Non-

maleficence

The use of

Dora should

not cause

unjustified

harm to

affected

stakeholders

Potential risk:

Harm from

algorithmic

bias

Potential risk: To

undermine

professional

competence

Potential risk:

Integration

complexities

(across

different IT

systems)

Potential risk:

Legal risks and

financial risks

The identified risks are

appropriately mitigated ś

but risks to patients,

providers and developers are

more extensively considered

than potential risks to

clinicians.

Autonomy The use of

Dora should

not unduly

constrain the

autonomy of

patients and

clinicians

Potential

constraint:

Dora may

‘nudge’ patient

behaviour

Potential

constraint:

Limited

understanding of

the system and

limited

opportunity to

consent to its use,

as this is a

decision made by

providers

Not applicable Not applicable Within the context of

modern clinical practice,

patient autonomy and

clinician autonomy is more

limited than might be

expected. In this human

context, the impact on

autonomy from the use of

Dora may not be

disproportionate, but this

requires further

consideration.

Justice The

distribution of

benefit,

tolerable

residual risks

and tolerable

constraints on

autonomy

from the use

of Dora should

be equitable

across affected

stakeholders

Potential

inequity:

May

disadvantage

patient cohorts

who require

additional

support

(although may

also increase

accessibility to

care for some

patient

cohorts)

Potential

inequity: May

disproportion-

ately constrain

clinician

autonomy

(although may

help to share best

practice amongst

clinicians).

Frontline

clinicians may

also bear the

burden of liabil-

ity/responsibility.

Though risks (and benefits)

were identified for

healthcare providers and the

developer, for greater equity

we need greater support to

patient subgroups and

frontline clinicians.
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Assessment of the Dora platform revealed that all of the affected

stakeholders stand to benefit in various ways from its use. Iden-

tified and anticipated benefits to patients were grouped into four

kinds: (1) physical health benefits, because Dora delivers a reliable,

comprehensive, consistent and safe service to patients, and facil-

itates continuity of care; (2) benefits to psychological well-being,

for example a reduction in emotional harm amongst some patients

who noted that Dora eliminates human prejudice from their clinical

interaction [14, 40]; (3) practical benefits, because Dora is accessi-

ble and convenient; and (4) financial benefits, because there is no

associated travel cost for patients.

Many of these are likely tomaterialise. For example, that practical

benefits will be realised for patients is well-supported by a user

acceptability study by Khavandi et al. [27]. The authors note that

patients łappreciated the convenience, availability, and accessibility

of Doraž and that 56% of patients surveyed were ‘promoters’ of the

system, i.e., when asked how likely, on a scale of 1-10, they were to

recommend the system, they responded with 9 or 10 [27].

Another interesting observation are the impacts on individual

patients who are not suitable for a Dora call (for example, if unable

to speak English or cognitively impaired). In one pathwaywith Dora

for cataract follow-up, the authors observed the average follow-

up time reduced from 6 weeks to a target of 3-4 weeks following

implementation ś meaning that although individual patients who

aren’t able to have the calls are disadvantaged, they potentially still

benefit from a systemic increase in clinical capacity.

Identified and anticipated benefits to clinicians were: (1) contri-

bution to professional competence, because use of Dora can allow

clinicians more opportunity to work at the top of their licence, have

better oversight of patient outcomes, allow access to improved pa-

tient data, allow the sharing of best practice and enable research

opportunities to be involved with pioneering technology; and (2)

contribution to psychological well-being, because use of Dora can

reduce repetitive, routine tasks and, potentially, reduce burnout.

As we highlight in the ‘insights’ section below, there is relative un-

certainty here about the realisation of benefits for this stakeholder

group.

Identified benefits to healthcare providers were: (1) contribution

to organisational competence, because use of Dora can allow for

better workforce management and standardisation of best practice

- being relatively free of acute workforce constraints also allows

providers a degree of clinical capacity towards delivering consistent,

basic care; (2) financial benefits, because use of Dora can allow

providers to save costs; and (3) reputational benefits, because use

of Dora can allow providers to hit performance targets, improve

patient experience and receive hospital kudos and other research

opportunities.

Here, too, there is a reasonable expectation that many of these

benefits will materialise. Use of Dora is also likely to result in or-

ganisational and financial benefits for healthcare providers, for

example Bajre and Hart [2] calculate that, when comparing 97 stan-

dard post-operative patient follow-ups with 92 Dora post-operative

patient follow ups, the cost savings amount to approximately £2,550.

Moreover, the authors state that because Dora łmay help with re-

duction in clinicians performing the face-to-face follow-up callsž

this łwould allow staff resource to be allocated to perform other

tasks within the ophthalmology settingž [2].

Identified benefits to the developer were: (1) financial benefits,

because Dora meets a demand within the healthcare system and

can generate profit; and (2) reputational benefits, because Dora is

one of the first products of its kind on the market and part of a

sustainable financial model.

The principle of non-maleficence requires that the use of the

system does not cause unjustified harm. Physical harm is the tra-

ditional concern of safety engineering and safety assurance, and

is the central concern of patient safety. But the introduction of

data-intensive, increasingly autonomous AI-based systems intro-

duces risks of an extended range of harm, including: psychological

harm; misuse of personal data and privacy invasions; harms as a

consequence of algorithmic bias against demographic groups; and

environmental damage. For reasons of scope, environmental dam-

age was not considered, but this is noted for future instantiations of

the argument pattern. Risks such as financial and legal risks were,

however, considered in the case study.

Assessment of the Dora platform revealed that all of the affected

stakeholders bear various kinds of risks. Identified potential risks

to patients were grouped into four kinds: (1) physical health risks,

for example if there are false negatives or patient misidentification;

(2) risks to psychological well-being, which is a plausible expec-

tation from the fact that fully expressing oneself to Dora is not

always possible; (3) risk of bias/discrimination [30], which may

occur because Dora’s natural language processing is based on a

pre-trained language model and because there is an element of

human judgement when deciding which patients use Dora; and (4)

data security risks, because sensitive patient information is shared.

Many of these risks to patients have been sufficiently managed.

The generation of safety evidence through the completion of an

FMEA (Failure Modes and Effects Analysis) by the developer, for

example, helped to ensure that risks to patient physical health and

their sensitive healthcare data are managed. Healthcare providers

must also comply with different standards to ensure that risks

to patient physical health are managed. In the case of Dora, the

DCB0129/0160 standards are of particular importance because they

set out context-specific requirements to ensure the effective appli-

cation of clinical risk management for the deployment, use and

maintenance of health information technology systems within the

health and care environment (NHS Digital 2018).

Identified potential risks to clinicians were grouped into three

kinds: (1) risks to professional competence, which may arise from

the fact that use of Dora may deprive trainees from developing their

skills by making routine follow-up calls with patients; (2) risks to

psychological well-being, because clinicians may see only the diffi-

cult cases and consequently could burn out quicker if Dora handles

all of the easy non-complicated cases; and (3) legal risks, because

the degree to which a clinician is liable for either failing to con-

form to Dora’s recommendation when they should or conforming

to Dora’s recommendation when they should not, is unclear [29].

As identified in the insights section below, and picked up in the

autonomy and justice stages of the case study, these are questions

around which there is substantial uncertainty.

Identified potential risks to healthcare providers were: (1) inte-

gration complexity risks, which is a plausible expectation given

that Dora may over-refer patients and because sensitive patient
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information is shared between different systems; (2) legal risks, be-

cause automated and AI-based systems are novel technologies and

regulated via different patchworks of legislation; (3) financial risks;

and (4) reputational risks, for example if comments/complaints

surface from a vocal minority, even if incidents occur infrequently.

Identified potential risks to the developer were: (1) legal risks,

because the regulatory landscape for AI-based technologies is in

flux and ill-defined at present; (2) financial risks, because Dora

may not be profitable; (3) reputational risks, because the negative

experiences of a vocal minority could rapidly proliferate; and (4)

security risks, because humans-in-the-loop may make mistakes and

because sensitive patient information is shared.

4.3.1 Insights. The work is evolving and more data is required to

reduce uncertainty as to whether all identified benefits will materi-

alise andwhether all identified risks have been sufficientlymanaged.

It is unclear whether, for example, benefits to clinicians will ma-

terialise. Use of Dora has the potential to free up clinician time

that could presumably be spent on professional development. The

reduction of routine, repetitive and inefficient work processes may

also alleviate clinician burnout, and so use of Dora may enhance

clinician psychological well-being. But these benefits are largely

contingent upon other factors in the workplace.

It is unclear whether risks to clinician psychological well-being

have been managed and if there is any residual risk to clinicians.

As with benefits to clinicians, context appears to play a pivotal role

in mitigating risks to psychological well-being (e.g., personality

factors, organisational factors, social support, interests outside of

medicine, etc.) as does specialty [32]. Further complicating matters

is the fact that the use of health information technology can in some

contexts increase clinician burnout, but in other contexts help to

mitigate burnout [52]. What is clear is that these questions provide

developers with a useful guide towards active investigation and

evaluation at a deeper, more nuanced level.

4.4 Autonomy: interim results and insights

‘Autonomy’ (of human beings and not machines) concerns people’s

capacity to control their own destiny to some degree [43], and to

live and act according to their own reasons and motives [51].

Within the assurance argument, a principle of respect for hu-

man autonomy is broken down into five sub-goals: (1) that the

use of Dora should not unduly nudge people into behaviours they

would not rationally endorse; (2) that the use of Dora should not be

deceptive or misinform people; (3) that Dora makes its decisions

on the basis of features or facts in the world that people would

consider to be salient; (4) that people should be able to give their

informed consent to the use of Dora; and (5) that people should

be able physically to intervene in the use of Dora if required, for

example if it is malfunctioning.

To note, only the autonomy of immediate risk-bearers from

use of the system is considered within the assurance argument,

since these are the people who are most immediately subject to

harm from the system and therefore most require the capacity to

exercise control over it or its influence in their lives. For Dora, this

subset of risk-bearers (called ‘autonomy risk-bearers’) comprises

two stakeholder groups: patients and (frontline) clinicians. Also

note that the focus is on constraints to autonomy, and not benefits

arising from increases in autonomy, which would be covered in the

beneficence argument module.

After deliberation within the multi-disciplinary team, the fol-

lowing conclusions concerning the autonomy risk-bearers were

reached. Use of Dora does not deceive or misinform people (2). It

does, however, to some degree nudge patients (1), since they may

adjust their manner of speaking during the call, and this seems to

vary across different patient sub-groups. It is uncertain whether

clinicians are nudged by the system (1), for example if its use affects

how they interpret patient data. Dora does make its recommen-

dations on the basis of features or facts in the world that people

would rightly consider to be salient (3), since it has been developed

on the basis of the relevant clinical features. Patient capacity to

give informed consent to the use of Dora is limited (4), although

this is implicit in their accepting and continuing the Dora phone

call. Individual clinicians are not generally able to give informed

consent to the use of Dora (though providers agree to use it on the

whole). This also raises issues around whether there is widespread

understanding of the Dora system amongst clinicians, which would

contribute to informing their implicit consent to its use. Lastly, both

patients and clinicians are able to intervene in the use of Dora (5), in

the sense that patients can discontinue the call and clinicians have

this capacity at the start of the process, but this capacity decreases

for clinicians once the process is underway, i.e., once Dora is given

a list of patients to contact. Between points (4) and (5), we noticed

an inherent trade-off between clinician autonomy (i.e. having the

ability to ‘intervene’ in real-time on the call), and realising the full

benefits of an autonomous system (for example, having 80 patients

on a clinic list being simultaneously called at the same time).

4.4.1 Insights. Human autonomy is highly context-sensitive. Anal-

ysis of the use of Dora revealed that patients and clinicians possess

less autonomy in a healthcare setting than one might initially sus-

pect. But it was noted that these restrictions on human autonomy

are not entirely outside the norm. Patients, for example, often have

the chance to opt-out but not always opt-in to specific healthcare

treatments or pathways, and this holds for the use of Dora which is

why patient capacity for giving informed consent and intervening

is minimal (sub-goals 4 and 5). Given this context it is not, perhaps,

an undue constraint on autonomy.

This brings an important question to the fore: what exactly in the

healthcare setting constitutes an undue constraint on autonomy?

Like patients, the capacity of individual clinicians to give informed

consent specifically to the use of Dora is relatively constrained.

Yet, especially within the context of a public health system like the

NHS, protocols and procedures are often decided at a departmental,

regional or even national level ś and individual clinicians already

have only limited capacity to ‘consent’ to the use of these in their

individual practice. In this context, whether a system like Dora

unduly constrains clinician autonomy remains an open question ś

and one which can be explored further as the case study evolves

with the participation of a wider group of stakeholders in future

workshops.

One possible impact of the identified constraints on human au-

tonomy is that it risks making those closest to the system ś and

particularly, in this case, the frontline clinician ś a ‘moral crum-

ple zone’ [9], whereby they may in practice bear responsibility for
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harmful outcomes involving an AI despite having limited control

over its use or behaviour. This prompts the observation that ad-

justments to increase or maintain clinician autonomy should be

identified, and the lines of responsibility and accountability for the

consequences of using Dora need to be made explicit by providers

as well as regulators. This is picked up in the discussion below.

4.5 Interim Results: Justice

Prior to the justice workshop, we considered the assumptions and

reasons underlying claims made in the previous workshops, e.g.,

that because Dora is consistent, this will lead to better patient health

outcomes. This was the purpose of the transparency workshop,

where ‘transparency’ refers broadly to the łvisibilityž of informa-

tion. Implicit assumptions underlying claims made in the previous

workshops were therefore made explicit for reasoning about.Where

possible, evidence was also produced to support claims made in

earlier workshops (e.g., user acceptability study, economic analy-

sis report, sustainability report, etc.). Transparency is intimately

connected to the entire assurance argument (beneficence, non-

maleficence, human autonomy and justice). This is because making

the implicit explicit helps to justify confidence in the claims made

throughout, and ultimately it helps to ensure that what is reasoned

about at the level of justice is not merely conjecture.

In the principles-based ethics assurance argument pattern, the

principle of justice requires that the distribution of benefit, tolerable

residual risks of harm and tolerable constraints on human auton-

omy be equitable across all affected stakeholders. This reasoning

underscores the social contract approach. The idea is that, if this

distribution is equitable, no affected stakeholders could reasonably

object to the use of Dora.

The first stage of the justice workshop was to consider whether

the use of Dora incurs any ethically problematic role combinations.

This part of the argument derives from the ethical risk analysis work

of Hansson [21]. Problematic role combinations are broken down as

follows: (1) there should be no risk-bearer who bears only risk from

Dora; (2) no risk-bearer who only receives minimal benefit should

be left uncompensated for that risk; (3) no immediate risk-bearer

should have their autonomy unduly constrained. If problematic

role combinations cannot be eliminated, it would not be ethically

acceptable to deploy the described system in the intended context.

The initial findings were that ethically problematic role combina-

tions do not clearly arise from the use of Dora, on the assumption

that the analysis in the previous stages of the case study is correct ś

and assuming that, within the context, the constraints on autonomy

do not count as ‘undue’ or ‘intolerable’. As such, this discussion

also raised questions for consideration about whether the identified

constraints on patient and frontline clinician autonomy (i.e., the

manner or degree to which Dora ‘nudges’ behaviour, and the lim-

ited options for ‘opting out’ of the use of Dora) need to be managed

or adjusted in the clinical pathway.

The next stage was to consider whether use of Dora entrenches

existing inequalities amongst stakeholder groups. This prompted

the observation that use of Dora may entrench some existing in-

equalities against frontline clinicians. Given the inability of clin-

icians to give their informed consent to the use of systems such

as Dora, coupled with the fact that the use of AI-based systems

complicates and obscures ascriptions of accountability [36], there

is a danger that clinicians will be held responsible (hence the poten-

tial ‘moral crumple zone’) for the consequences of using systems

they had limited capacity to consent to use in the first place. This

consideration needs to be balanced against the fact that, in the

presence of the right conditions, use of Dora could also facilitate

increased clinician autonomy by allowing them to work at the top

of their licence as well as pursue in-depth training and skills. Use of

Dora may also entrench existing inequalities against sub-cohorts of

patients. Patients whose native language is not English, who have

more nuanced healthcare needs, and patients less comfortable on

the telephone continue to be marginalised and may perceive that

they are receiving, and may in fact receive, substandard healthcare

as a result of use of Dora.

The third stage was to conduct a ‘reflective equilibrium’ decision

procedure about the distribution of benefits, tolerable residual risks

and tolerable autonomy constraints across affected stakeholders

ś and to consider what adjustments could be made at stages of

the product development and deployment lifecycle to make this

distribution fair. Reflective equilibrium is inspired by the work of

the political philosopher John Rawls [42]. It is the end-point of a

decision-procedure which is reached when people work backwards

and forwards between their judgements about a state of affairs

and ethical principles (as well as non-moral considerations, such

as practical or legal facts), and make adjustments as appropriate,

until an acceptable coherence of opinion is reached [6, 42]. Reflec-

tive equilibrium is achieved when none of the people involved are

inclined to make any further adjustments in order to accept the

state of affairs in question. One approach is to apply a hypotheti-

cal ‘veil of ignorance’ when engaging in this decision procedure,

whereby participants do not know their position in society [42] ś

or, in the Dora case study, which stakeholder group they belong to.

Another approach is to require everyone to focus on the same goal

ś in this case, the goal of ethical acceptability across all affected

stakeholders ś and to use this as a reference point for what it would

be reasonable to agree to and what adjustments should be made.

Because in practice it may be unrealistic to expect people to reason

from behind a ‘veil of ignorance,’ the ethics assurance argument

takes the latter approach; but this may change in later iterations of

the argument pattern.

4.5.1 Insights. The following three themes emerged from the re-

flective equilibrium decision procedure.

Theme 1: Certain sub-cohorts of patients require additional sup-

port. While most patients could be expected not to have a reason

to object to the use of Dora, certain sub-cohorts of patients, such as

those with more nuanced healthcare needs or those that are socially

isolated, may require additional protection. Suggested adjustments

to accommodate these patients included giving patients the choice

to have a human call instead of Dora and/or to have a contact num-

ber to call when they have concerns. Healthcare providers and/or

the developer could also reinvest some of their gains in people and

in infrastructure.

Theme 2: Clinicians may bear disproportionately more risk. The

second theme extracted touched on issues mentioned above, around

the autonomy of frontline clinicians, uncertainties about the risks

to them and uncertainties about the realisation of benefits for them.
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Suggested adjustments included encouraging providers to reduce

the risk to the frontline clinician by clarifying questions around

responsibility and accountability, ensuring that they are both ad-

equately supported and are, for example, given opportunities to

improve professional competence to ensure that they reap bene-

fits from use of the system. It was also suggested that healthcare

providers and/or the developer could advocate for advances in leg-

islation to clarify the clinician’s responsibilities when AI is being

used in the pathway.

Theme 3: The third theme highlighted was that there are many

systemic/structural factors that may need adjusting before the distri-

bution of benefits, tolerable residual risk and constraints on human

autonomy is such that none of the affected stakeholders could rea-

sonably object to the use of Dora. Challenges include incorporating

appropriate non-technical łopt-outž options as part of the design

of the system. Suggested adjustments included having providers

change how information is communicated and advocating for a

clear legal framework so that both clinicians and patients clearly

understand how the use of Dora affects them.

An overall insight from the workshops, which came out strongly

in the justice workshop, was that the principles-based ethics assur-

ance framework surfaced issues that might otherwise have been

overlooked or not strongly emphasised. Though challenging to ap-

ply, it prompted a candid, integrated approach to reasoning about

the ethical acceptability of the use of Dora which seems initially

promising as a framework for securing deep, well-justified accep-

tance of AI systems in complex, and often constrained, real-world

socio-technical settings.

4.6 Reflections from a clinical point of view

As AI systems such as Dora, which can operate independently of

direct and continuous human intervention, become more prevalent

in healthcare, clinicians will increasingly need to evaluate their

value, risks, and applicability to their practice, similar to how they

now routinely evaluate pharmaceutical agents or medical devices.

However, modern clinical training does not equip clinicians with a

practical framework for first-principles reasoning around the use

of an autonomous system in their practice.

Consider this thought experiment: if a hypothetical diagnostic

AI system that was perfectly efficacious, with robust long-term

follow-up data, was shown to be cost-effective with a full health

economic analysis, and if its algorithms were explainable, trans-

parent, and unbiased ś would this system be acceptable for wider

deployment? Unlike a pharmaceutical agent, an AI-enabled system

capable of influencing ś or outright making ś decisions, fundamen-

tally changes the dynamics of care [20]. In isolation, considerations

like safety, health economics or model performance, whilst all indi-

vidually crucial, do not add up to form a holistic assurance-case for

deployment of a system.

The principles-based ethics assurance approach is a powerful

framework that enables us to have this appropriately holistic view

of the complex and multifaceted nature of increasingly autonomous

AI-based systems deployed in a clinical setting. It allows clinicians

and stakeholders to balance and weigh important issues around

concerns such as bias [38], algorithmic explainability [44], and

accountability [20], within a systematic framework already familiar

to clinical practitioners.

AI-based medical devices - like any clinical intervention - are

often deployed in highly specific contexts and patient populations.

The principles-based ethics assurance argument pattern helps us

demonstrate a process of structured reasoning which forms the

basis for flexibly evaluating the ethical implications of using such

systems in their intended contexts of use. This is a uniquely human-

centred approach and, by placing the emphasis around the indi-

viduals using an AI system in a real-world context, it allows us to

surface disproportionate harms to individuals. It also enables an

appraisal of evidence appropriate to the current stage of develop-

ment and deployment, rather than relying on an individual model,

method, or disease-specific framework.

Finally, it allows a degree of transparency and consistency, en-

suring all relevant issues are considered based on a shared under-

standing of what constitutes ethical behaviours. The importance of

balancing risks and evaluating the potential benefits and drawbacks

of autonomous clinical AI systems is reflective of the real-world

decision-making processes that healthcare professionals already

engage in on a daily basis.

5 CONCLUSIONS AND FUTUREWORK

5.1 Interim conclusions

Applying the principles-based ethics assurance argument pattern

to Dora has revealed the positive ethical impacts of the platform (it

is safe, patients appreciate the convenience of it, and it is delivering

care in the highly constrained context of a stretched healthcare

system). The case study to date has also revealed areas to prioritise

for evaluation, such as consideration of the systemic factors upon

which potential benefits are contingent, and more consideration of

the risk borne by clinicians.

A key factor is that it offers a framework for integrated or holis-

tic reasoning about the ethical acceptability of using an AI system,

which accords equal status to all affected stakeholder groups. It is

grounded in notions of distributive equity and a social contract: it is

not just concerned with showing an aggregation of benefit and risk

reduction, nor is it limited to those that can be relatively easily mea-

sured. This has illuminated new insights that, if addressed, could

have significant advantages for identified stakeholders and ensure

that stakeholder subgroups are not disproportionately disadvan-

taged. One example is around the autonomy of clinicians, which

may otherwise have been overlooked. While work remains to be

done on what constitutes an ‘undue’ constraint on autonomy in the

existing context, addressing this could massively impact acceptance

of ś and ethical acceptability of ś the system when deployed at

scale.

The justice workshop in particular revealed that the argument

pattern offers a surprisingly practical framework. Working through

the reflective equilibrium process meant that participants did not

just identify problems, but started to construct solutions, in the

form of adjustments that could reduce ethical disparities and stop

inequalities from becoming entrenched. The identification of these

practical solutions suggests that muchwill be gained from including

a wider range of stakeholders in the reflective equilibrium proce-

dure to draw on their experience and insights, and this is planned
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for the next step of the case study. At the same time, though the

framework is challenging and sets a high and ambitious thresh-

old for ethical acceptability, it also enables us to be realistic about

real-world constraints ś such as the constraints faced by a public

healthcare system in which demand is increasing beyond the ca-

pacity of healthcare staff ś and the trade-offs that need to be made

in these circumstances. The point is about making these trade-offs

fairly and protecting those who might otherwise bear the burden

of risk.

5.2 Limitations and future work

In section 2.2, we said that working through a principles-based

ethics assurance argument can be seen as an example of RRI in

action. It goes beyond regulatory compliance and provides a frame-

work for deep reflection on the ethical impact of defined AI tech-

nologies, involving dialogue between different stakeholders and

facilitating trustworthy AI development and deployment.

We can also apply RRI to our own case study activities at this

interim stage, and ś as we consider the next steps ś evaluate them

against the four central dimensions of RRI: anticipation, reflexivity,

inclusion and responsiveness [50]. The process has exemplified the

‘anticipation’ and ‘reflexivity’ dimensions. It has enabled us to an-

ticipate previously unidentified possible outcomes and it has been a

reflexive process, because we have held a mirror up to assumptions,

such as the assumption that a reduction in one kind of routine task

will naturally benefit clinicians. It has also created an awareness

of the boundaries of current relevant knowledge which can and

should be explored, for example comparisons with the safety of

human-made calls in this pathway and how to measure psycholog-

ical impact, and how to evaluate informed consent. Important next

steps are to include a wider range of stakeholders in the discussion,

including patient representatives, frontline clinicians, managers,

the technical team and regulators. The imperative here will be to

be responsive to these stakeholders’ values, priorities and circum-

stances in the development of the framework, in this and future

instantiations of the argument pattern, and in reporting.

Further future work is to use the interim findings to guide

and prioritise specific, prospective evaluation metrics. An ethical,

principles-based approach to designing clinical evaluation for an

autonomous system has previously been proposed [1], but efforts

thus far have not factored in findings unearthed during the process

of applying the principles-based argument pattern. Our hypothe-

sis is that the findings help identify such gaps and also provide a

practical and ethical basis for developers and users to decide on

key areas of evaluation to prioritise.

Preliminary results of this case study also reveal that there is

important work to be done concerning the explication of łunjusti-

fiedž harm and łunduež or łintolerablež constraints on autonomy

in the healthcare context and in other contexts of interest. Facilitat-

ing dialogue between affected stakeholders is therefore critically

important to ensure that all parties understand the effects that de-

ploying a system like Dora may have. Moreover, those effects ought

to be monitored over the lifecycle of the use of the system so that

sustainable trust and acceptability can be fostered.

Relatedly, future work would tackle the problem of incommen-

surability explicitly. It is, in short, non-trivial to compare different

benefits (e.g., physical health benefits and professional competence

benefits), let alone compare benefits with risks or with constraints

on autonomy. Even granting that appropriate metrics for different

benefits, risks and constraints on autonomy exist, comparing them

will remain a challenge given their incommensurability, i.e., their

inability to be ranked on some common cardinal scale like dollars or

QALYs (quality-adjusted life years). How such comparisons ought

to proceed is an important question that should involve input from

all affected stakeholders.
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