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Abstract: Heterophases, such as precipitates, inclusions, second phases, or reinforcement particles,

often drive void nucleation due to local incompatibilities in stresses/strains. This results in a

significant life-limiting condition, as voids or their coalescence can lead to microcracks that reduce

the ductility and fatigue life of engineering components. Continuum-mechanics-based analytical

models have historically gained momentum due to their relative ease in predicting failure strain.

The momentum of such treatment has far outpaced the development of theories at the atomic and

micron scales, resulting in an insufficient understanding of the physical processes of void nucleation

and growth. Evidence from the recent developments in void growth theories indicates that the

evolution of voids is intrinsically linked to dislocation activity at the void–matrix interface. This

physical growth mechanism opens up a new methodology for improving mechanical properties

using hydrostatic pressurization. According to the limited literature, with a hydrostatic pressure close

to 1 GPa, aluminium matrix composites can be made 70 times more ductile. This significant ductility

enhancement arises from the formation of dislocation shells that encapsulate the heterophases and

inhibit the void growth and coalescence. With further investigations into the underlying theories and

developments of methods for industrial implementations, hydrostatic pressurization has the potential

to evolve into an effective new method for improving the ductility and fatigue life of engineering

components with further development.

Keywords: strength and ductility; void nucleation and growth; hydrostatic pressure; toughening

1. Introduction

Ductile fracture is a common failure process within metallic structures [1]. The earliest
studies to comprehend and predict the phenomenon of ductile fracture in metals and
alloys subjected to complex stress state conditions date back more than a century [2]. The
roles of void nucleation, growth, and coalescence in ductile fracture were identified in the
1940s, but the phenomenology of ductile fracturing was not well documented until the
1960s [3]. In their review paper on the failure of metals, Pineau et al. [4] noted that Tipper
was the first to demonstrate that metals fail early due to void formation at second-phase
particles almost 75 years ago [5]. Then, Goods and Brown reviewed the theories of void
nucleation [6], including the void nucleation mechanisms derived from plastic deformation
at grain boundaries, inclusions, and second-phase particles. Das and Chakravartty [7]
have provided a comprehensive literature review of the different void nucleating sites for
various alloys, indicating that micro voids intermittently form from a variety of elastic
discontinuities such as inclusions, second phases, grain boundaries, etc. In an early review
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by Curran et al. [8], experimentally observed nucleation sites of voids were listed along
with their associated nucleation mechanisms and loading parameters.

Voids are the primary source of ductile fractures [9]. In structural metals deformed
at room temperature, ductile fracture is typically initiated at sites where the compatibility
of deformation is challenging [10]. It is often initiated by a decohesion or fracture of the
heterophases (i.e., precipitates, inclusions, second phases, and reinforcement particles) [2]
and grows through the plastic deformation of the surrounding matrix due to plastic strain
influenced by hydrostatic stresses [11]. Then, the void coalesces by necking down the
matrix material between its adjacent voids or via localized shearing between well-separated
voids [3].

The phenomenology of ductile fracture is developed in the context of continuum dam-
age mechanics, in which ductile fracturing occurs via damage accumulation through void
nucleation, growth, and coalescence [3,12]. It is dependent on a number of factors, includ-
ing the alloy composition, the content and distribution of the heterophases (precipitates,
inclusions, second phases, and reinforcement particles), the grain size and micro-texture,
the initial strain state, and the deformation temperature [12]. One of the most popular mod-
els accounting for ductile fracture is Gurson’s void growth model [13], which links stress
triaxiality and void volume fraction to plastic potential. Later, the model was improved
by Tvergaard and Needleman [14] to better account for void nucleation and coalescence,
and by many other researchers to account for the effects of visco-plasticity [15], plastic
anisotropy [16], coalescence via internal necking [17], and failure under pure shear [18,19].
Obviously, these studies emphasised the significance of stress triaxiality on void growth
through to fracture; however, they also leave an intriguing question unanswered about
how exactly stress triaxiality interacts with the physical processes of void nucleation and
growth. Xu et al. [20] analysed strain vs. void growth rate data from the literature and
found that, under identical strain and stress triaxiality conditions, different alloys exhibited
vastly different void growth rates, indicating that material-specific calibrations may be
required for phenomenological models and that, in addition to stress triaxiality, the crystal
plasticity of the matrix influences the evolution of the voids. On the other hand, recent
molecular and dislocation dynamics simulations have provided valuable insights into the
physical process of void growth under multiaxial loading conditions [21–24] and drawn
forth several dislocation mechanisms [25] that may support mass transfer during void
growth [26–29].

To sum up, understanding the physical processes of void nucleation and growth is
important, yet a thorough review of the recent developments in physically based void
growth mechanisms is lacking. This review serves the purpose of filling this gap. We also
review a less recognized approach for mechanical property enhancement via hydrostatic
pressurization, which not only highlights the importance of understanding the physical
process of void growth but also opens up opportunities for designing materials that are
resistant to the detrimental effects of heterophases on ductility.

The present review is based on scientific articles that have reported both numerical and
experimental investigations on void formation in metals. The numerical studies based on
continuum mechanical and physics-based formulations across length scales are reviewed
in detail. In addition, the relevant laboratory and industrial experimental techniques for
void detection and characterization are studied with emphasis on their merits, limitations,
and scope for further developments. Reconciliations between hypotheses and experimental
findings about void growth mechanisms are supported by figures. Using the WebofScience,
SCOPUS, Science Direct, and Google Scholar databases, a comprehensive literature search
was conducted. The literature search included the following keyword combinations: void
nucleation, void growth, ductile fracture, dislocation/void growth, dislocation/void nu-
cleation, hydrostatic stress/void growth, hydrostatic stress/void nucleation, molecular
dynamic/void growth, molecular dynamic/void growth, stress triaxiality/void nucle-
ation, stress triaxiality/void growth, void detection methods, XCT/void, SEM/void, in
situ study/void, in situ study/ductile fracture, EBSD/void, acoustic emission, acoustic
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emission/void detection, ultrasonic, ultrasonic/void detection, hydrostatic pressurization,
diamond anvil cell, piston-cylinder instrument, dislocation at inclusion, dislocation at
second-phase particle, hydrostatic pressure and strength, hydrostatic pressure and ductility,
hydrostatic processing, and hydrostatic forming. The literature search revealed more than
300 articles, 193 of which were used to write the present review article. The literature
was categorized in accordance with the sections outlined in the present review, and their
abstracts, significant findings, and figures were reviewed in detail.

Section 2 includes background knowledge on void inspection methods, identifying
those that are suitable for the online monitoring of void evolution. Although the phe-
nomenological theories on void evolution have been thoroughly reviewed elsewhere, a
brief introduction is given in Section 3, followed by a detailed discussion of some re-
cent physics-based methodologies that account for local dislocation interactions. Section 5
demonstrates that, by exploiting the dislocation mechanisms of void nucleation and growth,
hydrostatic pressurization significantly improves both strength and ductility. In Section 6,
we conclude the article by putting forward our understanding and thoughts on how to
further implement these toughening mechanisms to improve the strength and ductility of
engineering components.

2. Methods to Evaluate Damage Evolution

The macroscopic stress–strain response of metals does not strongly fingerprint void
nucleation events [10]. One elegant method previously proposed to detect the average
overall void nucleation strain included pre-straining samples to various strains, followed
by heat treatment to restore the strain-hardening capacity, and then loading again to failure.
Assuming that the fracture strain is independent of pre-straining as long as there is no
void nucleation, the level of pre-straining that leads to a reduction in the fracture strain
after heat treatment indicates the void nucleation strain [30,31]. A slightly less laborious
approach may involve the elastic modulus degradation technique [32,33], where multiple
unloadings are performed during a tensile test, and the loss of elastic modulus is assumed
to be related to the loss of load-carrying capacity due to the nucleation and subsequent
evolution of the voids.

Caution must be taken while interpreting the results from such experiments, as the
shape change of the sample gauge, especially during necking, may exaggerate the fraction
of the damage extracted from the test results [34]. In such cases, finite element methods
may be helpful in assisting the data interpretation [33,34]. While this approach is helpful
in assessing either the overall void nucleation strain or the evolution of the void volume
fraction during deformation, a local approach, through indentation testing [35,36], may be
more appropriate for studying the influence of the local microstructure, such as the grain
boundary character, and the shape, size, and spacing of the heterophases on the nucleation
strain of the voids or cracks.

Based on the same principle of elastic stiffness degradation during damage evolu-
tion, an ultrasonic pulse-echo method has been utilized to evaluate the damage during
deformation, as the ultrasonic wave velocity is proportional to the density and stiffness
of materials. This technique has been applied to porous ceramics [37,38] and deformed
metals [39,40]. Recently, the ultrasonic method has been applied in situ during fatigue
testing to monitor the initiation of cracks [41], and its industrial relevance may be further
enhanced by combining ultrasonic testing with machine learning [42]. While this technique
is conceptually simple and relatively easy to implement in an industrial setting, a quantita-
tive damage assessment must be accompanied by properly calibrated theoretical models so
that the loss of wave speed and attenuation can be linked to the elasticity degradation [33].
Ultrasonic testing has gained popularity in porosity inspections of additive manufactured
parts [43–46]. A comparison between ultrasonic detection and X-ray computed tomography
(XCT) highlighted a relatively poor correlation of the porosity distribution between the
maps of wave speed/attenuation and the XCT tomogram, except when the void size was
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large. Furthermore, such measurements were subject to error due to the anisotropy of
grains [43].

Numerous studies have found strong correlations between the build-up of dislocation
structures and void nucleation [47,48], as discussed in detail in Section 4. The detection of
dislocation activities and the associated critical events that lead to this void nucleation in
bulk metallic materials is therefore of interest. Ultrasonic testing falls short in this regard
due to its insensitivity to dislocation activity, while its close relative, acoustic emission, may
be useful for studying dislocation accumulation, thereby predicting the onset of void nucle-
ation at an early stage. Many different kinds of microstructure evolutions (e.g., dislocation
co-operative motion, annihilation and breaking away from pinning points, deformation
twinning, and particle breaking) release transient elastic waves that are readily detected in
the form of acoustic emissions (AE) [49–52]. Typical AE signal analysis methods include
the extraction of characteristics such as signal counts, pulse duration, AE power, amplitude,
frequency, and information entropy [53–56], which are usually interpreted together with
online or offline stress–strain data to deduce their correlations with microstructure evolu-
tions. Furthermore, the technique is used to monitor the imitation and growth of fatigue
cracks, as well as the decohesion and fracture of reinforcing particles within metal matrix
composites [57,58]. While it is quite straightforward to correlate AE signals with the event
of crack or void nucleation and to experimentally verify such correlations, correlating these
AE signals with dislocation activity presents some challenges. As shown in Figure 1 [59],
the AE signal peaks around the macroscopic yield point and decays quickly during work
hardening, which has been observed in virtually all experimental investigations on pure
single and polycrystalline metals with various types of crystal structures during monotonic
plastic deformation [60–62].
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Figure 1. Tensile stress–strain curve and the corresponding acoustic emission signal for a 7075-T6

specimen. Figure reproduced from [59]. Copyright 2023, Elsevier.

Earlier studies have attributed the AE pulse rate to the rate of total dislocation multi-
plication [63], the number of mobile dislocations [59], and the rate of mobile dislocation
multiplication [64]. Based on an argument involving dislocation velocity during plastic
deformation, James and Carpenter [64] ruled out the possibilities from the first two mecha-
nisms and argued that the AE pulse rate is proportional to the rate of change in the mobile
dislocation densities:

pulse rate ∼= 10−4

(

dNm

dt

)

(1)

The fundamental mechanism underlying Equation (1) was postulated to be the dis-
location breaking away from the pinning points in a collective manner that involves a
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total dislocation length of several thousand centimetres [64]. In fact, determining the AE
sources and using the AE to identify the deformation mechanisms seem to be long-standing
problems. Numerous models have been proposed based on the dislocation mechanism
alone. Apart from what has been introduced above, others include the formation of a
slip line [65], dislocation multiplication from the Frank–Read source [66], an acceleration
or deceleration of the dislocation movement [67], and an annihilation of the dislocations,
including escape to a free surface [68–70]. Based on a literature review, Vinogradov and
Merson [71] presented a detailed argument on the contribution of each dislocation mecha-
nism to the observed AE signals and concluded that dislocation escape to the free surface is
the most probable mechanism responsible for the peak AE. This hypothesis was supported
by a compression test on solid and hollow cylindrical copper samples [72], which indicated
that the AE power increased with an increasing hollow volume, even though the volume
of the material decreased. Based on this argument, an expression was put forward linking
the AE power to the surface area of the samples [71]:

PAE = D
V0

2S
.
ε

σ2
(2)

where V0 is the dislocation velocity in the bulk, S is the surface area of the sample,
.
ε is

the strain rate, σ is the flow stress, and D is a constant for a given material. In addition,
another model is also proposed, linking AE power to the mechanical properties of the
materials [73]:

PAE = KAEρm

.
σ

σ
(3)

where KAE is a constant and fraction of the total plastic power released in the AE form and
ρm is the mobile dislocation density. This model assumes that the density of the mobile
dislocation quickly decreases after the initial yielding, so that the experimentally observed
AE count rate, with an initial sharp peak followed by a sharp decrease, can be reproduced.
The authors argued that this assumption is valid based on a thermal activation analysis of
the dislocation glide of the Arrhenius-type formulation for the plastic strain rate [74,75].

As Vinogradov and Merson [71] correctly pointed out, a practical application that may
steer the future development of AE techniques is the diagnosis of microstructure evolutions
from AE signals. This is a non-trivial task, since the recorded AE signal is an overlap of
individual AE sources with distinct waveforms and power spectral density functions (SDF).
In the context of this review, it would be of interest to comprehend the relationship between
the dislocation density and the nucleation of voids via AE so that online monitoring can
detect early signs of damage. Although this has been indirectly achieved through AE
signal analyses and mechanical damage simulations using a Gurson-type model [76], more
sophisticated micro-mechanical testing [77,78] together with AE monitoring to resolve the
temporal correlations between the AE signals and void evolution, deserve further efforts.
Furthermore, advanced signal processing techniques [79,80] may help in resolving AE
waveforms and SDFs and are applied in the online monitoring of void volume fraction
during additive manufacturing [81]. It is foreseeable that, with further development, AE
will become a potent non-destructive online monitoring technique for the early detection
of damage nucleation.

The above mentioned ultrasonic and AE methods are probably most suitable for
engineering inspections and online monitoring. However, when the 3D characteristics
of inclusions, precipitates, or voids are of interest, X-ray computed tomography (XCT)
may be useful for understanding the influences of microstructural features on void nu-
cleation and growth mechanisms. XCT can be applied to samples or components with
length scales ranging from meters to nanometres [82]. X-ray tomograms are formed by
stacking slices of images reconstructed from a series of projections (or radiographs) through
the most commonly used filtered back-projection algorithm [83]. The contrast on each
projection may derive from either attenuation contrast (or absorption contrast) or phase
contrast, depending on how the X-ray interacts with matter. For the former, the contrast
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is determined by the line integral of the attenuation of the beam as it passes through
the object. Each reconstructed slice represents a map of the linear attenuation coefficient
for the corresponding segment in the object [84]. The attenuation contrast method is
suitable for distinguishing objects with distinct atomic numbers, such as distinguishing
inclusions/voids and the hosting materials. Particularly, XCT has enabled the analysis of
void growth over time on a single sample during mechanical testing [85]. For instance, Jia
et al. [86] have examined the micro ductile fracture mechanisms of a high-Mn steel via in
situ three-dimensional X-ray CT, enabling them to study void growth in ductile fracture.
Figure 2 demonstrates a 3D rendering of the void growth in high-Mn steel samples with
increasing tensile strain. In addition to this, the volume growths of the presented voids are
also quantitatively presented in Figure 2. The volume of the voids is significantly increased
(more than 30 times for some of the voids) with an increasing strain, revealing that voids
grow along the principal tensile direction and change in shape (Figure 2) [86]. In another
recent study, the influence of hydrogen presence on the void growth (i.e., ductile failure) of
pipeline steel has been qualitatively and quantitatively examined via high-resolution X-ray
CT scans of interrupted tests at different strains (Figure 3a) [87]. It has been shown that
hydrogen charging accelerates void growth, as revealed by comparing the void volumes of
uncharged (top) and hydrogen-charged (bottom) specimens (Figure 3b).

Often, information regarding the grain or phase boundaries is required in order to
correlate the location of the voids within microstructures. In many cases, the materials
across the grain or phase boundaries may not have sufficient density differences to generate
a noticeable attenuation contrast; therefore, one needs to resort to either phase contrast [88]
or diffraction contrast [89], the details of which can be found elsewhere [90–92]. Synchrotron
X-ray sources provide much higher phonon flux than laboratory tube sources, allowing
for a complete scan within seconds [82], therefore enabling in situ 4D studies [93,94] with
extreme temporal resolutions.

In situ mechanical testing performed inside scanning electron microscopy (SEM)
has gained traction in recent years, due to its high spatial resolution and flexibility in
integrating with various quantitative analysis tools such as high angular resolution EBSD
(HR-EBSD) [95], digital imaging correlation (DIC) [96], and electron channelling contrast
imaging (ECCI) [97]. These provide a unique opportunity to study the mechanisms of
void nucleation and growth in the context of the crystallography and plasticity of the
surrounding matrix. Unfortunately, the application of quantitative in situ testing to void
nucleation and growth is scarce in the literature, as it seems that most efforts have been
devoted to numerical simulations for understanding this phenomenon.

Figure 4 demonstrates a few distinct dislocation activities that form around the voids.
Note that the voids in the copper (Figure 4a) developed a relatively homogeneous pattern of
slip traces in comparison to those in the Ni superalloy (Figure 4b), resulting in a significantly
faster void growth rate [25]. In contrast, no obvious slip traces were found around the voids
in the titanium (Figure 2c), but rather very fragmented grain structures, which may form
due to dislocation entanglement near the void surface. The surface traces demonstrated in
Figure 4d stem from a so-called dislocation channelling deformation, which is commonly
observed in deformed irradiated metals and is perhaps the simplest way to visualize how
dislocations may contribute to void growth. This is evidenced by the two near vertical
slip traces located at the top of the void, which tend to “pull-up” the upper part of the
void into an elongated shape. This phenomenon implicitly correlates with a void growth
mechanism by the gliding of a pair of anti-parallel dislocations [25]. The evolution of meso-
scale dislocation structures was studied in situ under an SEM combined with elastic strain
measurements using HR-EBSD [25]. Here, the resolved shear stresses on the 12 slip systems
were analysed to identify the potential location around the void where dislocation could
potentially be emitted. It was demonstrated that image stress tends to pull dislocations
towards the void surface. This phenomenon reduces the tendency for dislocation emission
from the void surface and therefore decreases the void growth rate.
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Figure 2. Void growth in a high-Mn steel sample rendered in three dimensions. The images in panels

(b,d,f) are magnified versions of the grey cubic regions shown in panels (a,c,e). 3D volume size in

panels (b,d,f) is 150 × 150 × 150 µm3. Reproduced under the terms of the CC-BY Creative Commons

Attribution 4.0 International License [86]. Copyright 2023, The Authors, published by Elsevier.

A quantitative understanding of the local plasticity around voids as it evolves with
external loading is important for assisting the design of microstructures that are more
ductile and damage tolerant and, perhaps more fundamentally, for finding the missing
link between phenomenological parameters, such as stress triaxiality, and the physical
process of void growth. As will be discussed in the following sections, a step forward from
phenomenological simulations of damage evolution is needed to bridge the macroscopi-
cally measurable quantities to the microstructural factors governing void evolution, from
which the influence of voids on mechanical properties may be better predicted and the
performance of materials may be better designed.
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Figure 3. (a) 2D slices of the reconstructed X-ray volumes of hydrogen-charged tensile tests from

interrupted tensile tests; and (b) thresholded volumes of uncharged (top) and hydrogen-charged

(bottom) samples. Damage is visualized based on the equivalent diameter. R∞ denotes smooth

tensile specimen, whereas R2 and R6 refer to double-notched specimens featuring 2 mm or 6 mm

radius notches, respectively. Reproduced with permission [87]. Copyright 2023, Elsevier.
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Figure 4. Dislocation activity around voids in copper [98] (a), single crystal Ni superalloy [25] (b), tita-

nium [99] (c), and high energy proton irradiated 304 austenitic stainless steel [100] (d). (a) Reproduced

with permission [98]. Copyright 2016, Elsevier. (b) Reproduced with permission [25]. Copyright

2021, Elsevier. (c) Reproduced with permission [99]. Copyright 2023, Elsevier. (d) Reproduced with

permission [100]. Copyright 2019, Elsevier.

3. Theories on Damage Evolution—Continuum Approach

Numerous models and criteria for void nucleation have been developed over the past
few decades, based on both dislocation and continuum mechanics theories [10,101]. For
void nucleation at precipitate interfaces, it is suggested and widely accepted that particle
size determines the scope of the application of an individual model [101]. When particles
are submicron in size, dislocation-based models are necessary [10], while continuum-
mechanics-based models are used when these particles are larger than 1 µm. However,
evidence shows that 1 µm may not be a strict delineation [6]. After all, the argument on
such a scale limit is a rationalization of whether a simplified approach can be used, while
the choice of a suitable framework depends on the expected level of complexity in the
models, which is driven by the intended outcome of the numerical analyses.

As Wcislik et al. [101] have recently discussed, the void nucleation and growth in
ductile materials are strongly dependent on stress triaxiality (i.e., the ratio of von Mises
equivalent stress to mean stress (hydrostatic pressure)). A high stress triaxiality means that
hydrostatic stress is significant, for instance in the vicinity of geometric notches, whereas
a low stress triaxiality corresponds to stress states where deviatoric stress dominates,
for example, uniaxial tension conditions. The influence of stress triaxiality on the strain
required for void nucleation has been extensively studied in the existing literature [11].
It has been reported that stress triaxiality governs whether particle cracking or particle–
matrix decohesion occurs first [102]. For instance, Pathak et al. [102] recently proposed a
stress-state dependent nucleation model by introducing a nucleation strain surface as a
function of stress triaxiality via the modification of a previous nucleation model. Bonora
et al. [103] proposed a new continuum-mechanics-based model that provides a relationship
between the damage threshold strain dependence and the stress triaxiality, thereby enabling
the analysis of the nucleation strain as a function of the stress triaxiality. In addition to
stress triaxiality, the literature mentions the influence of the Lode parameter on the void
nucleation, where the Lode parameter refers to the third tensor invariant [11]. As briefly
reviewed by Wcislik et al. [11], the value of the Lode parameter has little effect on the void
nucleation strain. However, it plays a significant role, as interfacial cracks nucleate from
different positions for various Lode parameters and propagate in various patterns. This is
caused by the Lode parameter modifying the principal stress distribution, even at constant
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triaxiality values. Although the influence of the Lode parameter has been extensively
studied in void growth models, only a small number of studies have considered the Lode
parameter as a significant factor in predicting void nucleation [3,102].

In general, there are three fundamental groups of void nucleation criteria: stress, strain,
and energy [101]. Depending on the analysed void nucleation mechanism (particle frac-
turing or decohesion from the matrix), the stress criterion necessitates the local attainment
of the critical value in the particle itself or at the interface. As Pineau et al. [10] described
in detail, void nucleation is caused by particle fracturing when the energy release rate
exceeds the particle fracture toughness, which can be interpreted as an effective critical
stress condition within the particle; thus, linear-elastic fracture mechanics arguments can
be used to justify a simple one-parameter condition. This type of model can also be for-
mulated in terms of stress, such that particle fracture occurs when the maximum principal
stress inside the particle exceeds the material strength [101]. In contrast, the linear fracture
mechanics approach is irrelevant in the case of an interface fracture if the matrix surround-
ing the particle is deforming plastically [10]. Due to the significant plastic deformation
that occurs in the matrix surrounding the particle, the mechanism of void nucleation via
particle–matrix decohesion typically does not permit the definition of a simple criterion
based on a single parameter [101]. In such cases, the energy condition is easily satisfied,
but sufficient plastic deformation must be accumulated at the interface to raise the stress
above the critical strength [10]; thus, it is hypothesized that both the critical stress at the
interface and the energy criterion must be satisfied simultaneously [101].

Although it is suggested that high local tensile normal stresses are necessary for void
nucleation, pre-existing voids within the microstructure prior to mechanical loading, possi-
bly coming from manufacturing processes, can bypass the requirement for the attainment of
a critical stress condition for nucleation [104]. Thus, it is very challenging to unequivocally
generalize how one can model this void nucleation by considering numerous criteria, load-
ing states, and microstructural features. Despite the efforts outlined in this section, so far, it
has not yet been possible to define one universal condition that can be applied regardless
of the microstructural feature, stress state, and other factors, and determining whether
void nucleation is controlled by stress or strain is especially difficult [101]. In addition,
apart from the large second-large particles that cause void nucleation, large non-metallic
inclusions, such as oxides and sulfides, are frequently cracked or deboned prior to the
plastic deformation, making void nucleation relatively easy [9]. Furthermore, to create a
more accurate model for predicting void nucleation, the critical stress and particle fracture
toughness must be determined experimentally, which is not an easy task.

The earliest phenomenological models describing the growth of isolated voids in
ductile metals were developed by McClintock [105] and Rice and Tracey [106] almost
55 years ago. Following these models, the micromechanics-based Gurson model [13] and
the modified Gurson models considering the void interactions during ductile failure were
proposed (e.g., extended by Tvergaard [107,108], Chu and Needleman [109], and Tvergaard
and Needleman [14]). The Gurson and its modified models consider the void coalescence,
as opposed to the Rice and Tracey model, which is based on a single void, and these
models examine the plastic flow in a porous medium based on the assumption that the
material behaves as a continuum [9]. The empirical Gurson–Tvergaard–Needleman (GTN)
model incorporates the micro-scale effects of void nucleation, growth, and coalescence into
the macro-scale constitutive law. As a result, it ties the behaviour of the macrofracture
to the micro-scale evolution of damage and is therefore widely employed in numerical
simulations [110,111]. The GTN model implies that the material is homogeneous and
behaves as a continuum. The voids are accounted for by influencing the global flow
behaviour of the material and their effects on this behaviour are averaged [85]. The yield
surface in the GTN model is dependent on the hydrostatic stress, whereas classical plasticity
implies that this yielding is independent of hydrostatic stress [9]. For this modification
to classical plasticity, the term “strain softening” is introduced. The strain softening term
accounts for the initiation, growth, and coalescence of the voids and is used in conjunction
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with Von Mises yield criterion-driven matrix material hardening [85]. It is hypothesized that
ductile failure results from a plastic instability that causes a band of localized deformation,
which occurs due to the strain softening induced by hydrostatic stress [9]. Although the
GTN model has been widely used to analyse the ductile failure of various metals, the model
in its basic form yields inaccurate results under relatively high-stress conditions [111] or
shear dominant loadings [101]. Moreover, the model cannot estimate the necking instability
between voids, since it does not account for discrete voids [9]. In light of these limitations,
as summarized by Lee et al. [111], researchers have implemented additional modifications,
such as combining the model with the Johnson–Cook model to better describe the ductile
failure under high strain rate states, enhancing the model for low stress triaxiality conditions
and incorporating damage mechanisms due to shear.

The Gologanu–Leblond–Devaux (GLD) model was developed by expanding the Gur-
son model to include void shape effects [112]. Aldakheel et al. [113] proposed a modified
Gurson-type plasticity model at finite strains by combining the GTN-type plasticity model
with a new evolution equation for the crack phase field. The proposed model is capable
of modelling the fundamental phenomena of ductile failure, such as the experimentally
observed cup–cone failure surfaces, using an approach with low computing costs [114].
Besides the outlined GTN-based models, other phenomenological models (e.g., the Johnson–
Cook model [111,114]) have also been used to evaluate the ductile failure of metals, which
have been extensively reviewed in the literature [3,4,10,112].

Even though numerous modifications have recently been made to the void growth
models to consider various parameters during the ductile fracturing (e.g., strain harden-
ing, strain rate dependency, and void size, etc.), these void growth models use several
simplifications related to the material properties (more particularly, the microstructural
features). Although the simplified approaches are useful for predicting the forming limit
or failure condition, they are ineffective at informing on how to improve these properties
through microstructure engineering. Clearly, future research is necessary for developing
void nucleation and growth models specifically focused on dislocation-based mechanics
that can address the physical processes of the void nucleation and growth within particular
microstructures.

4. Theories on Damage Evolution—Physics-Based Mechanisms

Thus far, the classical models that attempt to understand the evolution of voids by
assuming the material as an isotropic and homogeneous medium have been discussed.
These models are being significantly extended to account for anisotropy, the heterogeneity
in the material’s microstructure, and its deformation response. This section provides
an overview of the physics-based mechanisms of void nucleation and growth that are
influenced by local plasticity and material heterogeneity.

4.1. Void Nucleation and Growth Mechanisms at Nano- and Sub-Micron Scale: Atomistic
Simulations and Dislocation Dynamics

The nucleation of voids is a complex phenomenon that makes simulating this process
difficult. The ambiguity arises in defining the precise stage at which a void can be flagged
to have nucleated within the microstructure. While it may be reasonable to define the
accumulation of critical stress as the nucleation criterion, it is also acceptable to define
either lattice delamination or dislocation-assisted delamination as the initial stage of this
nucleation. Therefore, it remains a debatable topic that has gained traction in recent years.

The homogeneous nucleation of voids occurs in three stages—the accumulation of local
critical stresses, lattice instability, and nucleation. Pang et al. [115] studied the nucleation
of the dislocations and voids in single crystal FCC metals, suggesting that exceeding a
critical strain during plastic deformation causes the formation of stacking faults that grow
to intersect and generate pillar-like vacancy strings located at their intersections, as shown
in Figure 5. These vacancy strings then grow into voids by emitting dislocations when
the stress around them exceeds the critical values. While several such vacancy strings
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form within the microstructure, only some strings grow into voids, which relax the local
stresses and suppress the formation of other voids at the vicinity (observe that only the
vacancy string in Figure 5 grows to become a void). Agarwal and Dongare [116] studied the
evolution of defects in single crystal Al and reported the nucleation of voids in a dislocation-
free microstructure loaded along the <110> direction, due to the limited mobility of plastic
waves during shock compression. In addition, this study demonstrated that the presence
of stair-rod partials in the microstructure significantly improves the capability of metals to
nucleate voids under triaxial stresses.
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Figure 5. The void nucleation process illustrating homogenous nucleation [116]. In homogenous

nucleation, stacking faults intersect to form pillar-like vacancy strings, which grow into voids by

emitting dislocations when the local stresses exceed critical values. Reproduced under the terms of

the CC-BY Creative Commons Attribution 4.0 International License [116].

In contrast, it is generally accepted that the heterogeneous nucleation process at the
precipitate–matrix interface comprises the accumulation of critical stress, the dislocation-
free delamination at the interface, and the dislocation-assisted growth of the delaminated
region. Cui and Chen [117] studied the nucleation of voids at the interface of Cu matrix
and Si particles. The nucleation in their study occurred at the dislocation-free Cu–Si
interface along the loading direction after the local stress exceeded a critical value. Then,
the subsequent delamination from the precipitate was supported by the formation of
local dislocation structures. These dislocations at the interface later formed secondary
frustum-like asymmetric structures that facilitated local material transport, leading to
further debonding and complete void nucleation. Pogorelko and Mayer [118] made similar
observations in their void nucleation studies, with Cu particles embedded in an Al matrix.
Pogorelko and Mayer [119] extended this study by incorporating Ti and Mg precipitates
within the Al matrix to investigate the effect of precipitate strengths on the nucleation of
voids. They observed that the void nucleation followed the stress concentration, dislocation-
free delamination, and dislocation-assisted growth processes in the case of an Al–Ti system,
wherein the void nucleated at the interface within the Al matrix. In contrast, the void
nucleated within the Mg precipitate in the Al–Mg system and propagated into the Al matrix.
Recently, Zhao et al. [120] suggested that the initial delamination took place with an increase
in the displacement of atoms, without the formation of local dislocation structures. This
stage, termed as the lattice-trapped delamination process, was followed by the dislocation-
assisted growth of the nucleated void. Furthermore, Paul et al. [121] studied the effect of
loading directions on the failure of nano-crystalline Al and reported the nucleation of voids
at the triple junction in all the loading directions.

After nucleation, voids grow through local material transport, which is supported
by the evolution of dislocation structures at their vicinity. In their theoretical analyses,
Lubarda et al. [26] proposed the growth of existing voids through the continuous emission
of dislocations, which interact to generate prismatic and/or shear loops, enabling mass
transport and leading to void growth. In addition, Lubarda et al. [26] also suggested
that the critical stress required for dislocation emission decreases with increasing void
size. While the formation of prismatic loops was proposed in their study as one of the
growth mechanisms [26], only shear loops are observed in the majority of numerical studies
(e.g., [122–125]). The formation of prismatic loops driven by the size of the void was also
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observed in the atomistic simulations of Xu et al. [126]. Zhao and Liu [127] identified
four distinct stages in void growth: a constant stage during elasticity, a slow growth stage
characterized by the accumulation of dislocations, a rapid growth stage associated with the
rapid formation of dislocations that speeds up the local material transport, and finally a
linear growth stage caused by the stress relaxation and severe plasticity at the vicinity of
the void. These stages, if not explicitly mentioned, have also been observed in other studies
(e.g., [117]).

The mechanism of the formation of shear loops depends on the location of the void,
the crystal structure of the matrix, and the temperature. The initiation of shear loops
on the void surface occurs at the onset of plasticity, consisting of a stacking fault ribbon
bound by two Shockley partial dislocations. With further deformation, more shear loops
approximately bowed into semi-circles form on the various {111} planes, which interact
with the existing shear loops to produce Lomer–Cottrell sessile dislocations that lead to
work hardening at the vicinity of the void. The further increase in the applied load leads
to the generation and propagation of more shear loops, resulting in complex dislocation
structures [124,128]. Similarly, Traiviratana et al. [122] also showed that a similar growth
mechanism is energetically feasible for shear loops bound by perfect dislocations. In
the case of BCC metals deformed at 10 K, Xu et al. [126] showed that the <111> {110}
perfect dislocations originate from the void source, propagate, and interact to form stable,
non-coplanar, two-fold screw cores, leading to the formation of Frank–Read dislocation
sources. The perfect dislocations continue slipping to form shear loops. Tang et al. [129]
performed a similar investigation at 300 K and observed the formation of {112} shear loops
by adjacent {110} stacking faults intersecting at the void surface at 45◦. Furthermore, Zhang
et al. [130] studied the growth of a void located at a twin boundary in nano-twinned Ni.
The void growth resulted from the material transport, which was driven by the emission of
leading partial dislocations that interacted to form sessile stair-rod dislocations that further
dissociated to form trailing partial dislocations.

In the case of HCP materials, Qi et al. [131] reported that the plasticity at the vicinity
of the void is driven predominantly by 1

3 〈1100〉 partial dislocations on the basal plane and
other unidentified dislocation structures. Tang et al. [123] studied the void growth and
coalescence in single-crystal Mg and demonstrated that the evolution of the void shape
and growth depends on the crystallographic orientation and size of the single crystal. In
orientations that are favourable for twinning and contain a single void, twins originate from
the void and grow laterally with increasing remote loading, leading to a flattening of the
void. In the double void configuration, remote loading nucleates twins, which propagate to
the end of the simulation box and grow laterally. Further loading nucleates another void at
the intersection of the twin boundary, which grows at a higher rate, resulting in a rupture.
In contrast, in orientations unfavourable for twinning with single voids, prismatic slip
originates from the void surface after the formation of deformation bands at the initial strain
levels, leading to the nucleation of another void. Similar mechanisms occur in the same
orientations with two voids, wherein the prismatic slip originates from a void nucleating
another void between the existing voids, leading to coalescence and then rupture.

The direction of macroscopic loading can lead to the shrinkage of existing voids. Xu
et al. [132] studied nano-voids within a γ-TiAl matrix under uniaxial compression and
reported three stages in the shrinkage process. In the first stage, i.e., elastic deformation, the
void was shown to shrink along the loading direction while expanding in the transverse
direction. In the second stage, the onset of plasticity caused the emission of partial dislo-
cations and planar faults, which, in the third stage, propagated, interacted, and swapped
through the entire system, resulting in void shrinkage. Similarly, Zhang et al. [133] in-
vestigated the void shrinkage in systems consisting of single and multiple voids. The
emission of dislocations in a direction opposite to the applied load (e.g., dislocations on
the upper side of the voids emitted towards the lower side and vice versa) led to material
transport into the voids, which caused the voids to shrink. In addition, the density of the
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Shockley partial dislocations and the shrinkage rate increased with the number of voids in
the simulation box.

Several factors, including the temperature, strain rate, applied pressure, presence of
other voids in the vicinity, size of voids, crystalline nature (single or polycrystal), grain
size (in the case of polycrystals), and volume fraction of the precipitates, influence the rate
of the nucleation and growth of voids. In their study, Yang et al. [134] reported that an
increase in temperature and strain rate nucleated the voids earlier during the deformation,
and the effect of the latter was more prominent than the former. While the effect of grain
size had a negligible influence on the void volume fraction, larger grains nucleated more
voids than that of smaller grains. Rawat and Raole [135] also had similar observations
in BCC iron, wherein a higher strain rate nucleated more voids, while a lower strain rate
resulted in a higher void volume fraction. This implies that nucleation is favoured at a
higher strain rate, attributing the strain rate sensitivity to the formation of voids. Zhao
et al. [120] also investigated the effect of temperature and stress on the void formation in
FCC Al and demonstrated that the lattice-trapped delamination of the void nucleation was
the rate-limiting process.

Cui et al. [117] studied the effect of Si precipitate size on the nucleation and growth
of voids in a Cu matrix and reported that the onset of void nucleation (the initial delami-
nation and dislocation emission stages) occurred early during the deformation for large
precipitates compared to that of the smaller ones. In addition, the strain for the lattice
delamination and dislocation-assisted delamination decreased with the strain rate. This
indicates that the rate of the nucleation decreased with the strain rate, contrary to the
findings reported elsewhere [135]. This may be the result of the difference in the strain rate
sensitivity and/or the crystal structure of the material, both of which must be examined
in depth.

The size of the void also influences the rate of growth. Several studies have shown that
the stress required for dislocation emission from a void surface increases with a decrease in
the void size [122,136]. This size effect is attributed to the starvation of dislocation sources
with decreasing void sizes. Zhao and Liu [127] made similar observations and reported
that the onset of void growth occurred at smaller strain levels for larger voids compared
to those of smaller ones, as shown in Figure 6a. However, after the initiation of growth,
the growth rate of the smaller voids was relatively higher than that of the larger voids (see
the rate of growth in Figure 6a). In the case of multiple voids, their study suggests that
the peak value of the stress triaxiality increased with the initial void ligament distance,
reached a maximum, and then decreased with further increases in the ligament distance.
Beyond the maxima, the void coalescence did not occur. Wang et al. [128] studied the effect
of a Ni-Ni3Al (γ/γ′) interface on the rate of void growth and concluded that the growth
rate was higher at the interface compared to that of a void located within both the Ni and
Ni3Al matrixes.

To date, it has been understood that the growth at the nanoscale occurs through
material transport, which is facilitated by the emission of dislocations from the void surface.
The nucleation of smaller voids occurs at higher strain levels compared to those of the larger
ones. After the nucleation, the smaller voids grow at relatively higher rates (Figure 6a).
However, in contradiction, the strain gradient formulations at higher length scales show
that the larger voids grow at faster rates compared to those of the smaller ones [137,138].
In order to gain more insights, Segurado and Llorca [139] deployed a 2D dislocation
dynamics-based formulation to understand the dislocation formation, interaction, and
void growth. This study confirmed that the formation of more dislocations due to the
availability of more sources at the vicinity of larger voids facilitated material transport and
a higher rate of growth for larger voids compared to smaller voids (see Figure 6b). Chang
et al. [21] extended this study by investigating the effect of void size on void growth in a
3D dislocation dynamics formulation and confirmed these conclusions (observe the higher
rates of growth for larger voids in Figure 6b).
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Figure 6. Effect of void size on rate of growth: (a) voids of nano-meter scale investigated using atom-

istic simulations. Observe that the rate of growth of smaller is greater than that of larger voids [128],

(b) voids in micron scale studied using dislocation dynamics. In contrast to previous case, the rate of

growth of larger voids is greater [21], and (c) the effect of plasticity at the void vicinity on its rate of

growth. Note that the presence of more dislocation loops drives void growth [23]. (a) Reproduced

with permission [128]. Copyright 2020, Elsevier. (b) Reproduced with permission [21]. Copyright

2015, Elsevier. (c) Reproduced under the terms of the CC-BY Creative Commons Attribution 4.0

International License [23].

Therefore, there appears to be a length-scale dependence on the type of physical
mechanism that drives the void growth. Chang et al. [22] studied the growth in void sizes
ranging from 1.5 nm to 100 nm using 2D atomistic simulations and observed the onset of
plasticity by the dislocation emissions from the void surfaces in all the cases. However,
the smaller voids (<10 nm) showed lower rates of growth than the larger ones, where
the nucleation of the dislocations in the matrix facilitated the void growth. Recently, Sills
and Boyce [23] studied void growth by introducing an increasing number of dislocation
loops into the simulation box and observed that the rate of the void growth increased
with the number of dislocation loops, as shown in Figure 6c. Therefore, Sills and Boyce
suggested that this void growth is driven by the absorption of the dislocations generated
during the plastic deformation in the matrix, instead of the dislocation emission at the void
surface. Thus, in summary, it appears that void growth is driven by length-scale depen-
dent physical mechanisms—the emission of dislocations from void surfaces in nano-meter
length scales and the dislocation absorption occurring at higher length scales. Neverthe-
less, the contemporaneous occurrence of these mechanisms during plastic deformation
remains elusive.

4.2. Mesoscale Crystal Plasticity Analyses of Voids

Typically, mesoscale physics-based numerical analyses are deployed to understand
the effect of microstructure and loading conditions on the void growth in single crystals,
bi-crystals, and polycrystals. In addition, there are a handful of studies (e.g., [140]) that
have accounted for the mesoscale treatment of the nucleation and growth of voids in
polycrystals, by implementing the classical models (e.g., GTN [14]) within the crystal
plasticity framework. The void growth and coalescence at mesoscales are often related to
extrinsic factors such as the stress states defined by the stress triaxiality and Lode parameter,
loading conditions, and intrinsic factors such as the crystallographic orientations of the
parent and neighbouring grains, the location of the voids relative to the grain boundaries,
the phase boundaries, the triple junctions, and the void size.

The effect of the void size on its growth depends on the loading conditions. In their
displacement-controlled loading conditions, Ha and Kim [141] demonstrated that the
growth rate of the smaller voids was higher than that of the larger ones, as depicted in
Figure 7a. In contrast, in several other studies based on stress-controlled loading conditions
(e.g., [142]), larger voids were often associated with higher growth rates. In addition, it is
commonly recognised that the effect of the crystallographic orientation on the void growth
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rate also depends on the loading conditions, as illustrated in Figure 7b. For instance, in their
seemingly stress-based loading conditions, Zhu et al. [143] reported a higher rate of void
growth in hard orientations (i.e., unfavourable orientations for dislocation slip), while, in
their strain-controlled loading conditions, Liu et al. [144] observed that a softer orientation
supported a higher growth rate compared to that of the harder ones. Similar results were
reported by Christodoulou et al. [145] (shown in Figure 7b) on the effect of the loading
conditions (strain- and stress-controlled) on the relationship between the crystallographic
orientation of the parent grain and the void growth in their fast Fourier-transforms-based
crystal plasticity formulation.
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Figure 7. Effect of loading conditions on void growth showing: (a) displacement-controlled loading

conditions, which seem to suggest that the smaller voids grow faster compared to the larger ones [141],

and (b) the effect of loading conditions on growth of voids within parents of different crystallographic

orientation [145]. (a) Reproduced with permission [141]. Copyright 2010, Elsevier. (b) Reproduced

with permission [145]. Copyright 2021, Elsevier.
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The growth rate of the voids in single crystals is influenced by their parent grain orien-
tations. Several studies have demonstrated that the harder the orientation, the higher the
rate of void growth, due to the accumulation of stresses at the void interface, which induces
local plasticity [143,146–148]. This is applicable mostly at lower triaxialities, as the growth
rates become less orientation-sensitive at higher triaxialities [143]. In addition, irrespective
of crystallographic orientation, the growth rate of these voids increases with increasing
stress triaxiality [141,149]. Furthermore, for a given orientation, the rate of void growth
generally decreases with an increase in the Lode parameter at all the triaxialities [150]. Guo
et al. [150] also showed that the void coalescence strain decreases with an increase in the
triaxiality for a given Lode parameter (also see [147]).

Several studies have indicated that, for a given stress triaxiality, the rate of the void
growth varies when placed within single crystal, bicrystal, and polycrystal representative
volume elements (RVEs). The effect of these RVEs on the void growth in a few parent grain
orientations is shown in Figure 8. Zhu et al. [143] demonstrated that, while the effect of
a hard crystallographic orientation on the void growth was well preserved within all the
RVEs (also see [151]), the rate of growth was highest in the single crystals compared to the
other RVEs (see single crystals in Figure 8). In other words, the presence of neighbouring
grains within polycrystals slows the rate of growth [145] (observe the rates of growth
in polycrystal RVEs in Figure 8). This may not apply to all the orientations, since Zhu
et al. [143] demonstrated that some single-crystal orientations with lower growth rates
show higher growth rates in a polycrystalline setting. In addition, the growth rate within
a given orientation is often influenced by its neighbouring orientations [146,152]. In the
polycrystalline setting, the effect of neighbours is stronger in low triaxialities compared
to that of high triaxialities [142]. However, Christodoulou et al. [145] suggested that the
presence of hard neighbours leads to higher growth rates at higher triaxialities, irrespective
of the orientation of the parent grain, while the effect of hard neighbours is minimal at
lower triaxialities. These differences in conclusion may be caused by the nature of the RVEs
considered in the respective studies. Dakshinamurthy et al. [148] found a significant effect
of neighbouring grain orientations in the case of bicrystals (intergranular voids) at high
triaxialities and showed that the presence of hard neighbours increases the growth rate
within the parent grain.

The complex interactions between the texture, shape, and location of the voids influ-
ences the forming capability of the metals [153]. Jeong et al. [146] studied the growth rate
of voids located at triple junctions and demonstrated that their orientation-specific growth
rate behaviour (“harder the faster”) in single crystals no longer holds in the presence of
neighbouring orientations (see Figure 8). This is suggested to be caused by the difference in
the relative strengths of the parent and surrounding orientations. Similarly, Liu et al. [151]
also suggested that the potential mode of failure at the void vicinity varies according to
the relative strengths of the grains, driven by differences in the local plastic deformation.
Furthermore, Liu et al. [151] also investigated the growth rate of voids located at grain
boundaries and demonstrated that the mode of potential failure at the vicinity of the voids
depended on the angle that the grain boundary made, with respect to the loading direction.
While a grain boundary orientation of 0◦ leads to a transgranular fracture, a deviation to
45◦, with respect to the loading direction, results in an intergranular failure at the void
vicinity. Similarly, Asim et al. [154] showed that the growth rate of a void located at the
interface of α-β phases in a titanium alloy increased with a decrease in the phase boundary
inclination (PBI). In addition, the growth rate in the β (BCC) phase was found to be higher
than that of the α (HCP) phase in the majority of the PBIs. In general, the anisotropic
deformation behaviour of HCP materials, driven by local slip and deformation twinning
systems, often results in complex shapes and growth rates of voids (e.g., see [155]).
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Figure 8. The evolution of growth of voids within a few selected parent grain orientations in single
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observed in single crystals are not preserved in polycrystals and bi-crystals due to the presence of

hard/soft neighbours. Reproduced with permission [143]. Copyright 2022, Elsevier.

5. Enhancement of Mechanical Properties by Hydrostatic Pressure

We have seen that the physical processes of void nucleation and growth are strongly
correlated with the dislocation activities at the vicinity of voids. We know that forest
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hardening raises the barrier to dislocation motion. An interesting question to ask is: can we
take advantage of this to slow down void growth? It is well known that in an isotropic,
homogeneous, and defect-free single crystal, the application of hydrostatic pressure does
not generate shear stress and therefore will not deform the crystal. However, in real
crystals, elastic discontinuities do exist, either through the non-uniform distribution of
solutes, compressibility variations in non-cubic crystals, or the existence of precipitates and
inclusions. These local discontinuities in the elastic properties provide various degrees of
scaling between the local strain or dislocation activity with pressure, through one or more
of the following mechanisms [156]:

1. A change in the shear modulus with pressure;
2. The generation of local shear stress at the elastic discontinuities;
3. An increase in the dislocation interaction energy and Peierls stress.

In the following, the effects of superimposed hydrostatic pressure on the plastic
flow and ductility of various material systems are discussed. A comprehensive review is
presented by Lewandowski and Lowhaphandu [157]. We introduce the essential points
of reference [157] on plastic flow and ductility, together with some recent developments
of the theories, which will form the foundation for our argument regarding the future
perspectives of developments presented in Section 6.

5.1. Effects of Superimposed Pressure on Plastic Flow

Bridgeman’s pioneering work [158,159] triggered considerable research interest into
the effect of hydrostatic pressure on the flow and fracture behaviour of materials, as
well as a series of models designed to explain and predict such behaviour. Spitzig and
Richmond [160] demonstrated that the flow stress scales linearly with the superimposed
hydrostatic pressure as:

σ = σ0(1 + 3αp) (4)

where σ0 is the the flow stress at 1 atm, p is the pressure, and α is a material-dependent
pressure coefficient that was shown to be 20.0 Tpa−1 for iron-based materials and 56.5
for aluminium-based materials [160,161], highlighting that different materials respond to
hydrostatic pressure differently.

According to Equation (4), superimposed hydrostatic stress increases the flow stress,
as shown in Figure 9a. This increase is attributed to the pressure dependence of the
shear modulus which, according to Jung [162], has the following form for edge and screw
dislocations, respectively:

G′ = G

{

1 +
p

3

[

1 − v − 2v2

1 − v

1

K

(

dK

dp
− 1

)

+
1 − v + v2
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2

G

(

dG
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K

)

+
3
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]}

(1 − γp) (5)

and

G′ = G

[

1 +
p

G

(

2
dG

dp
−

G

K

)]

(1 − γp) (6)

where G is the shear modulus at 1 atm, p is the imposed pressure, K is the bulk modulus, v
is Poisson’s ratio, and γ is the compressibility. It was argued that the pressure dependence
of the shear modulus leads to the pressure dependence of the interaction force between
the dislocations, and that it is such an increase in the interaction force that results in the
annihilation of the dislocations or their escape to the free surface. This argument was used
to explain the observation of a reduction in the dislocation density in Al and LiF crystals at a
high pressure [163]. It was shown [162] that the pressure-induced change in the dislocation
interaction force can be expressed by:

∆ f int
p = f int

0 k (7)

where f int
0 is the interaction force at zero pressure and k is the pressure-dependent terms in

Equation (5).
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On the other hand, due to the dislocation migration volume, which is also referred to
as transient dilatancy [164] and is a measure of the volumetric component of the activation
volume tensor, additional work is required to account for the imposed pressure, and it is
this additional work that gives rise to a raised Peierls barrier in the form [162]:

∆ f
f
p = f

f
0

[

2
p

G

dG

dp
(1 − γp)− γp

]

(8)

where f
f

0 is the lattice friction force at zero pressure.
By comparing Equations (7) and (8) and using the elastic constants and pressure

dependence of various monolithic metals, it was found that the magnitude of the lattice
friction increases due to the pressure and completely balances the increase in the dislocation
interaction force. Thus, the application of pressure does not increase the dislocation mobility.
This point was confirmed by a molecular dynamic simulation [164], where a transient
dilatation of 0.03 A3/A was reported for aluminium. This led to an 8 MPa increase in
the Peierls stress at a 340 MPa imposed pressure. It is worth noting that, although the
static dilatation, which arose due to the accumulation of dislocations and was possibly
contributed to by the dilatational strain field, dislocation motion, or annihilation [165,166],
was significantly higher (e.g., 6 A3/A in aluminium) than the transient dilatation, it did not
contribute to the pressure dependence of the glide stress. Nevertheless, it was shown that
this static dilatation is important when considering the interaction between the solute and
dislocations [167].

Several dislocation-based models were proposed to account for the critical resolved
shear stress required to activate the dislocation motion [162,168,169], among which the
model put forward by Jung [162] possesses the following form:

τ = τ0(1 − γ0 p)

(

1 +
2p

G0

dG

dp

)

(9)

where τ and τ0 are the critical resolved shear stresses at pressures p and 1 atm, respectively,
and γ0 is the compressibility at 1 atm, which was found to show the best agreement with
the experiments [160,164]. Additionally, Equation (9) was found to be valid at extreme
pressures tested up to 300 GPa by ramp release experiments [170,171] (although these tests
were 1-D compression rather than pure hydrostatic).

                   
 

 

  𝜏    𝜏଴                  𝑝        ‐
    𝛾଴                            ‐
                           
                         

      ‐              

 
                               

                        ‐
                                     

                      ‐          
 

                             
                           
                            ‐

                       
                                 
                               
                             
                    ‐        

                           
                             

              ‐        
                         
                          ‐
                         

                ‐        
   

                           
                               

                             
                           

                     
                             
                           

                           
                     
                             

Figure 9. (a) The effect of superimposed hydrostatic pressure on the stress–strain response of a

1100 aluminium reproduced from reference [160]; and (b) the effect of superimposed hydrostatic

pressure on the yield stress ratio (defined as the ratio between yield stress at pressure p and yield stress

at 1 atm) for a 7075 aluminium alloy, 4310 steel, and high-purity iron, reproduced from [172–174]

respectively.
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It is noteworthy that the influence of the hydrostatic pressure on the yield stress
in 7075 aluminium and 4310 steel (Figure 9b) was insignificant at the pressure range
used. This trend reflects the general response of yield stress to pressure, according to the
comprehensive survey by Lewandowski and Lowhaphandu [157]. The slight increase in
the yield stress of these alloys was due to an increase in the Pielers stress, as mentioned
above, and may be valid at low pressure ranges. At an extreme pressure (>10 GPa), the
yield stress seemed to rise quite significantly with the pressure [171] (again, it is worth
noting that the experiment in [171] was not purely hydrostatic). For high-purity iron, the
yield strength seemed to decrease with the pressure, which is common in materials that
deform initially via the Lüder’s band and exhibit an upper yield point on their stress–
strain curve [157]. Under hydrostatic pressure, the local chemical non-uniformities and
inclusions in the materials lead to local shear stresses, causing the generation of mobile
dislocations, which eliminate the yield point effect and reduce the yield strength [175,176].
This phenomenon was further demonstrated by the observation that the yield point effect
returned upon subsequent annealing, as these mobile dislocations were re-locked by solute
atoms [174,177].

In the above discussion, based on monolithic metals, it can be seen that hydrostatic
pressure increases the flow stress but has a limited improvement on the yield stress at
low pressure. As stated at the beginning of this section, the elastic discontinuities in these
monolithic metals may not be significant enough (or the imposed pressure is not high
enough) to bring about considerable dislocation hardening mechanisms, such that the
yield stress would be considerably affected, although the pressure on the order of 1 GPa
was evidenced to induce a noticeable enhancement of the flow stresses [160,173]. A more
prominent effect of the hydrostatic pressure on the plastic flow is anticipated in metal
matrix composites, as their reinforcing phases usually have different elastic constants.
Ashby et al. [178] reported an analytical solution for a spherical particle embedded in an
elastic isotropic matrix, and the maximum shear stress, τmax, at the particle–matrix interface
subjected to pressure p is given by:

τmax

GM
= −

{

3(KM − KP)

KM

(

3Kp + 4GM

)

}

p (10)

where GM is the shear modulus of the matrix and KM and KP are the bulk moduli of the
matrix and the particle, respectively. The magnitude of the maximum shear stress depends
on the difference in the bulk moduli, the decays with distance from the interface, and if the
particle size is independent [179]. Though the maximum shear stress is independent of the
particle size, the stress, hence the pressure, at which the dislocations are generated (i.e., the
local shear stress exceeding the critical resolved shear stress) depends on the particle size
and is shown to follow:

pcrit = Arn
0 (11)

where A is a constant and n = 0.6 ± 0.3 [178]. The fact that the pressure-induced shear
stress at the interface decays exponentially (∝ r−3 [179]) indicates that the dislocations are
generated locally at the interface, forming a dislocation shell encapsulating the particle.
This is reflected by the TEM observation that only a fraction of SiO2, those of larger sizes,
formed dislocation shells at a pressure of 2.5 GPa [178]. Note that Equation (11) is based
on the assumption of spherical particles, whereas for those with irregular shapes, the local
stress is higher at the same level of pressure [178].

As has been shown in previous studies, the yield stress increased by 50% for 1100 alu-
minium reinforced by 15 vol% of Al2O3 at a pressure of 1.8 GPa [157], 13% for 6016 alu-
minium reinforced by 15 vol% of Al2O3 at a pressure of 0.3 GPa [180], and 12% for 2014 alu-
minium reinforced by 20% SiC at a pressure of 0.7 GPa [181]. These improvements seem to
be more significant compared to the 10% increase in the yield stress for monolithic metals,
such as 7075 aluminium and 4310 steel at 0.6 GPa and 1.1 GPa, respectively (Figure 9b).
The composites mentioned above have less than 20 vol% reinforcing particles. As the
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dislocations generated by the hydrostatic pressure are locally distributed at the interface,
it is anticipated that a more significant enhancement of the yield stress can be achieved
by increasing the volume fraction of the particles, to an extent that the stress fields of the
local dislocation shells start to overlap. However, studies on this point are scarce in the
literature.

5.2. Effects of Superimposed Pressure on Plastic Flow

The processes of void nucleation and growth are the critical steps that lead to ductile
fracture [10]. This process is facilitated by the development of internal hydrostatic tension
during the deformation [20,182]. Thomason [183] has shown that the effective mean stress
(the hydrostatic stress developed inside the samples as they deform), σm,e f f , is modified by
the superimposed hydrostatic pressure, by:

σm,e f f = σm − P (12)

where σm is the mean stress (i.e., the hydrostatic pressure (σ1 + σ2 + σ3)/3) and P is the
magnitude of the superimposed pressure. This condition leads to the following void
nucleation criteria:

εn = Krp(σc − σm + P)2 (13)

for particles smaller than 1 µm [184], and

σc = σm + σ + P (14)

for particles bigger than 1 µm [185], where εn and σc are the critical strain and stress for
nucleating voids, respectively, K is a constant depending on the volume fraction of the
particles, rp is the particle radius, σc is the critical interface cohesive strength, and σ is the
effective stress. It is immediately apparent that the superimposed pressure counters the
internal hydrostatic tension and raises the critical stress/strain for void nucleation.

As we discussed above, the mechanical growth of voids is physically realised by the
glide of dislocations, and a proper level of hydrostatic pressure creates dislocation shells
encapsulating the void-nucleating particles. It is therefore reasonable to speculate that
hydrostatic pressure can enhance the ductility of particle-containing materials by one or
more of the following mechanisms:

1. Dislocation shells encapsulating the voids nucleated from particles serve as barriers
for the dislocations gliding away from the void surfaces. Therefore, the void growth
rate could be delayed;

2. Hydrostatic stress increases the Peierls stress and dislocation interaction energy, gen-
erating additional barriers for the dislocation glide, hence resulting in void growth;

3. Superimposed hydrostatic pressure counters the hydrostatic tension inside the de-
forming body.

Such anticipated enhancements of the ductility of particle-reinforced composites are
demonstrated in Figure 10, where the enhancement of the ductility via superimposed
hydrostatic pressure is remarkable. These enhancements could be attributed to the afore-
mentioned mechanisms that inhibit void nucleation and growth. Earlier experimental and
computational studies have also demonstrated that, after deformation under superimposed
hydrostatic pressure, the void volume fraction was reduced [186–188].
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Figure 10. The effect of superimposed hydrostatic pressure on the fracture strain ratio, defined as the

ratio between the fracture strain at applied pressure p, (ε
p
f ), and that at atomospheric pressure (ε0

f ).

Graph reproduced based on data available in [181,188,189].

Apart from enhancing strength and ductility, an added benefit of superimposed
hydrostatic pressure arises from the inhibition of void nucleation during heat treatment.
In the case of significantly differing thermal expansion coefficients between the inclusions
and matrix, strong radial tension may lead to interface delamination and therefore void
nucleation. Superimposed hydrostatic pressure is assumed to reduce or eliminate such
adverse effects and retain structural integrity after heat treatment.

6. Summary and Future Directions

In this article, we reviewed the common techniques for detecting voids in deforming
or deformed bodies in Section 2. Ultrasonic and acoustic emission techniques are probably
the most suitable for the online monitoring of void evolution in industrial settings, given
their underlying principles of application. In Sections 3 and 4, the theories on ductile
fracture were reviewed, highlighting the knowledge gap between stress triaxiality and
the physical processes of mechanical void nucleation and growth. Such knowledge is
essential for designing material properties from the first principles. In Section 5, the effects
of superimposed hydrostatic pressure on the plastic flow and fracture of metallic materials
were discussed, complementing the previous sections. We conclude that superimposed
hydrostatic pressure can enhance the yield strength moderately and the fracture strain
significantly. This can be fundamentally attributed to the generation of dislocations at the
elastic discontinuities (e.g., reinforcing particles in composites) that interact with the dislo-
cation activity and consequently slow down the void growth. Such beneficial effects have
been exploited in various forming processes [190–192] to enhance the forming efficiency
and formability of materials that would otherwise be difficult-to-form.

In light of the previous research on the effects of hydrostatic pressure, we suggest that
this field can be advanced in multiple ways. The majority of previous publications in this
field have focused on the effects of superimposed pressure. The limitations of these previous
works are twofold: first, although the outputs from these studies have been integrated into
the development of forming processes, it is arguable that the service conditions of materials
or components are often not hydrostatic. Furthermore, if hydrostatic forming is followed
by heat treatment, the dislocation structures responsible for the property enhancement may
be removed. Therefore, a part of the efforts should be devoted to pre-pressurization. Based
on the existing literature, we detailed three mechanisms for this property enhancement
by deforming materials under hydrostatic pressure at the beginning of Section 5. Here,
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we propose three mechanisms by which this pre-pressurization may provide property
enhancement:

1. Dislocation shells form around the hetero-phase particles under pre-pressurization,
which can further enhance the Orowan mechanisms;

2. The dislocation shells increase the effective range of the back stresses between the
heterophases [193];

3. The work-hardening capacity of the matrix materials is preserved after pre-pressurization.

The above proposition may potentially support hydrostatic pre-pressurization as a
potential method for increasing strength and ductility simultaneously.

Second, the existing studies fall short of sufficiently covering how the partitioning
of the hydrostatic and deviatoric parts of the stress components during pressure soaking
or pressurization would affect the mechanical properties of the sample. This concern
arises from the fact that ensuring a perfect hydrostatic environment is difficult during
experimental processing and especially a problem during industrial manufacturing, such
as hydrostatic extrusion, where deviatoric stress is necessary to bring the component into
shape. Therefore, questions arise regarding how the mechanical properties would differ be-
tween pre-pressurization and deformation under pressure, and how hydrostatic-deviatoric
stress partitioning affects mechanical property enhancement. These questions point to
the future directions of the research that is necessary for developing such a treatment
into a fully integrated manufacturing tool for high-performance components. Based on
the current status of the experimental techniques available, in situ hydrostatic pressur-
ization studies under synchrotron radiation are perhaps the most suitable solution to the
hydrostatic-deviatoric partitioning problem, and data from such experiments are valu-
able for calibrating the appropriate constitutive relationships that can be integrated into
manufacturing simulations to guide production.

In addition to the above-mentioned concerns, there are a number of other questions
relating to the impact of this treatment’s efficacy that should be addressed in future research.
Thus, future studies should focus on determining the hydrostatic pressure sensitivity (in
terms of the dislocation generation) of a particular material system and the temperature
at which the pressure is applied, the interaction between the dislocation shell and the
void nucleation and growth, and the size, shape, and volume fraction of the heterophases.
Although the industrial application of a pre-pressurization higher than 1 GPa seems difficult
at the moment, laboratory research may help to facilitate the future realization of such a
processing industry.
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