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We develop a code to extract the signal-to-noise ratio (SNR) arising from the magnetic film in a record-

ing medium. The approach allows us to separate the remanence and transition contributions from the

global spatial noise. The results are in excellent agreement with the analysis performed on the same data

sets by means of Seagate proprietary software based on ensemble wave-form analysis. We then apply this

analytical approach to the results of heat-assisted magnetic recording (HAMR) dynamics simulations by

means of the open-source multi-time-scale micromagnetic code MARS and compare these with experimen-

tal spin-stand measurements of analogous systems. The proposed model could be used as the standard

tool to understand the underlying physics of the noise components affecting HAMR operations and how

to decrease the noise arising from the medium to improve the writing performance of HAMR.

DOI: 10.1103/PhysRevApplied.19.054010

I. INTRODUCTION

The signal-to-noise ratio (SNR) describes how good the

readback signal is with respect to the background noise,

which might arise from the medium, from the reading pro-

cess, or from nearby appliances. Variation in the SNR

can lead to changes in the bit error rate (BER) and con-

sequently it can affect the areal-density capability of the

device [1,2]. This makes it one of the most important

parameters of a hard drive and as such it is the object of

constant effort aimed to improve it. The SNR for an arbi-

trary sequence can be determined by a time-domain corre-

lation analysis as SNR = 10 log Var[Vs(t)]/Var[Vn(t)] [3],

where Vs,n(t) are the signal and noise components of the

readback voltage and Var is the variance. This total spatial

SNR in a recording medium can be ascribed to two sep-

arate noise components: remanence and transition noise

[4,5]. The former is caused by grains within a bit region

that either have not been reversed or have switched back

after the writing process. As the grain size shrinks to allow

for larger areal densities, the thermal stability degrades,

favoring this process. These grains reduce the saturation

value of the magnetization at remanence and affect the

readback signal. It is important to observe that the rema-

nence noise is a low-frequency noise and would be present

even in a track where a single bit is written; hence this

*andrea.m@msu.ac.th; andrea.meo@poliba.it
†jessada.c@msu.ac.th

noise component will always be present in a recording

medium. The latter is a measure of the shift of a recorded

transition with respect to the ideal location of the tran-

sition. It is generally called jitter and is experimentally

defined as the standard deviation of the shift in transi-

tion locations [6,7]. Nonetheless, it can be characterized in

terms of the SNR. Once the total spatial noise is acquired, it

can be decomposed into remanence and transition compo-

nents by applying appropriate windowing functions to the

spatial noise. The ensemble wave-form analysis approach

developed by Seagate technology [7,8] allows us to obtain

the spatial SNR and extract the remanence and transition

components. Our goal is twofold: on the one hand, we

aim to be able to perform an analysis of bit sequences

to extract SNR components analogous to the aforemen-

tioned Seagate method by means of an in-house code. This

is motivated by the absence of freely available tools to

perform this kind of analysis: only in-house untested and

unverified calculators can be found in the literature. On the

other, we aim to apply this analysis to demonstrate that the

recently developed fully tested open-source package MARS

[9] is capable of simulating realistic HAMR media and

processes and that it can be useful tool to improve HAMR

performance.

II. EXPERIMENTAL DETERMINATION OF SNR

The spin stand is a versatile recording head tester that

can test many heads on one medium with very flexible
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settings. In this experiment, the spindle speed is 7200

rpm (revolutions per minute) and the recording heads are

tested on the middle diameter with a 0◦ skew angle. The

active fly clearance target is 1.5 nm with heater power

compensation during the laser-current sweeps. The max-

imum areal-density capability is measured for the optimal

write current. For the laser current, we first run the same

algorithm of the magnetic field strength measurement [10]

to obtain the Curie current, which produces the heat equiv-

alent to the Curie temperature. The laser currents in the

SNR experiment are varied as the ratio of the Curie cur-

rent, which can be converted into the writing temperature.

We use a 10 × 109 samples/s spin-stand built-in digitizer

to capture the analog readback wave forms for the SNR

signal processing. For more accuracy, the readback wave

forms are then up-sampled to ten samples per bit.

In spin-stand SNR measurement, 50 periods of a 255-

bit-long pseudorandom bit sequence (PRBS) are continu-

ously written in the first sector. To decouple media noise

from the noise induced by the read head, each sequence

is read back 50 times. Then, all readback wave forms are

realigned using the PRBS autocorrelation property [11]

to remove asynchronous reading. After the alignment, all

50 readback wave forms are then averaged to obtain a

reading-noise-free wave form that is called the spatially

noisy signal. The reader noise can be calculated by sub-

tracting a spatially noisy signal and each 50 aligned read-

back wave forms. However, the reader noise is not con-

sidered in this paper because the simulation does not have

the noise contribution from the read head. To acquire the

noise-free signal, 50 periods of PRBS signal are extracted

from a spatially noisy signal and all 50 spatially noisy

PRBS periods are then averaged to obtain the noise-free

signal. The spatial noise is calculated from the difference

between the noise-free signal and each chopped spatially

noisy signal. From the wave-form-averaging method, we

obtain the signal power from the noise-free signal, the

spatial noise power from the spatial noise, and the time-

random noise power from reader noise. The spatial noise

can be split into the transition noise and the remanence

noise using a proper mask function. The transition noise

can be extracted from the spatial noise using a proper mask

function, where the transition mask function is nonzero in

the transition regions and zero otherwise [8]. The rema-

nence noise can also be calculated by the same method,

using an inverted transition mask function. Finally, we can

determine the transition and remanence noise powers from

the extracted transition noise and remanence noise.

III. IN-HOUSE EXTRACTION OF SNR

The SNR obtained from simulations does not contain

contributions arising from the reader. Here, only the mag-

netic contribution to the noise is considered. The noise

from the reader could easily be removed by performing

multiple readings of the same track and extracting an aver-

age readback signal, as described in Sec. II. To extract the

SNR components, we follow a procedure analogous to the

experimental one described in Sec. II:

(1) Initially, a wave form is written multiple times on

a track with a different random seed to ensure that all

writings are independent.

(2) Each track is read back only once, since the noise

contribution from the reader is not yet accounted for in

our model. The readback model utilized here is detailed

in Sec. IV.

(3) Similarly to the experimental approach, the cross-

correlation among the individual signals is calculated to

eliminate the system asynchronous noise [11,12] caused

by the reading and writing of the sequence at different

times or locations. The calculation of the cross-correlation

is performed in the frequency domain to simplify the cal-

culation, as it involves only multiplication. Eventual time

lags and/or phase shifts resulting from the cross-correlation

analysis are then subtracted and the sequences are aligned.

It is worth mentioning that in the case of our simulations,

we expect this contribution to be minimal, since there is

jitter due to the writer or reader but only thermal effects

during the writing process.

(4) The individual signals are smoothed by applying a

low-pass filter to remove the highest component in the fre-

quency spectrum, where the cutoff frequency is determined

from the frequency of the shortest bit pattern written, as

described in Ref. [13]. Subsequently, the average signal,

defined as the noise-free signal [7,8], is computed by aver-

aging spatially over each signal. The smoothed signals

(blue), their average (red), and the magnetization config-

uration of one of the written tracks are plotted in Figs. 1(b)

and 1(a), respectively.

(5) The average signal variance associated with the

deviation of the signal from the mean value is calculated,

as shown in Fig. 1(c), and it represents the total spatial

noise.

(6) The transition and remanence noise are obtained

from the total spatial noise by the application of appro-

priate windowing functions. For transition noise, a win-

dowing function that is nonzero only around transitions is

chosen, while for remanence noise, we choose a function

that goes to zero close to transitions. The resulting noises

are depicted in Figs. 2(b) and 2(c), respectively. In both

cases, the blue line represents the spatial noise given by

the signal variance, i.e., the same as plotted in Fig. 1(c).

(7) The SNR for each of the noise components

is calculated from the power definition: SNRdB =
10 log10

(

Psignal/Pnoise

)

. The power is obtained as the area

under the signal-to-noise curves, where for transition and

remanence noise, the windowing is applied to the noise

only, since we are interested in the effect of each individual

component on the total signal power.
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(a)

(b)

(c)

FIG. 1. (a) A snapshot showing the magnetization of the grains

after the PRBS is written for a specific random seed. The palette

gives the z component of the magnetization (z = −1 red, z = +1

blue) and the extra initial 00 and final 11 bits are not plotted. (b)

The readback signals (blue) and their average (red) as a function

of the down-track position, which is the same as for the snapshot

in (a). The two shadowed areas exemplify the remanence and

transition contributions to the noise. (c) The signal variance, i.e.,

the total spatial noise, as a function of the down-track position.

Next, we consider the SNR of the HAMR writing pro-

cess with different maximum temperatures and make a

direct comparison between the SNR components extracted

from simulated data obtained by our in-house software and

the Seagate proprietary software, as demonstrated in Fig. 3,

(a)

(b)

(c)

FIG. 2. (a) The down-track profile of the individual signals

(blue) and their average (orange), where the dashed vertical lines

mark the transition locations. (b) The remanence noise (orange),

obtained by windowing the spatial noise, i.e., the total signal

variance (blue), as a function of the down-track position. (c)

The transition noise (orange), obtained by windowing the spa-

tial noise, i.e., the total signal variance (blue), as a function of

the down-track position.
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FIG. 3. A comparison of the different signal-to-noise ratio

(SNR) components as a function of the maximum temperature of

the temperature profile between our in-house results (light-blue

triangles) and the Seagate software (black dots). The lines are a

guide to the eye.

to confirm the agreement and validity of our in-house soft-

ware. In this case, the pattern is the 31-bit-long PRBS

1111100011011101010000100101100, obtained from the

polynomial x5 + x3 + 1, where in this notation, a 1 repre-

sents a down bit (magnetization along the negative z axis)

and a 0 represents an up bit (magnetization along the pos-

itive z axis). The written sequence includes extra initial

00 and final 11 bits to ensure that the PRBS is written

properly; these are then excluded from the analysis. The

sequence is repeated 20 times to give reasonable statistics.

It can be noted that the results agree very well for spatial

and transition SNR, whereas we do observe some discrep-

ancies for transition SNR as the temperature increases. At

such temperatures, the remanence SNR is 30 dB or higher

and the magnetization signal is clean in the remanence

regions, with hardly any noise. There are, however, dif-

ferences in the analytical approaches in the way the signal

is cut, and this truncation process may affect the computa-

tion of the noise, resulting in a different value for the SNR.

However, since SNR values of 30 dB are unlikely in real-

istic media, we can neglect the difference and consider the

agreement satisfactory. Thus, in the following, we present

SNR data obtained by our in-house software.

As already detailed in our previous work [9], to accu-

rately determine the SNR, a large number of total bits is

required. Figure 12 of Ref. [9] shows the SNR as a func-

tion of the total number of simulated bits. There, it can be

seen that the SNR converges as the number of total bits is
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increased, with maximum fluctuations of the order of 0.05

dB for 5000 bits or more.

IV. SIMULATIONS

To describe and simulate the magnetization dynamics of

a HAMR magnetic medium, we utilize MARS [9], an open-

source multi-time-scale micromagnetic code designed for

the modeling of advanced recording systems, where each

grain is treated as an individual macrospin of magne-

tization �M. Since HAMRs involve heating the medium

up or close to the Curie temperature (Tc) of the mag-

netic film, the approach is based on the integration of the

Landau-Lifshitz-Bloch (LLB) equation [9]:

∂ �mi

∂t
= −γ

(

�mi × �Hi
eff

)

+ γα‖

mi2

(

�mi · �Hi
eff

)

− γα⊥

mi2

[

�mi ×
(

�mi ×
(

�Hi
eff + �ζ i

⊥
))]

+ �ζ i
ad. (1)

Here, �mi = �Mi/Ms
i and mi are the reduced magnetiza-

tion and magnetization length of the ith grain, γe is the

electron gyromagnetic ratio, and �Hi
eff is the effective field

acting on grain i. α‖ and α‖ are the longitudinal and

transverse components of the damping and depend on the

phenomenological Gilbert-damping parameter λ. �ζ i
⊥ and

�ζ i
ad are the diffusion coefficients of grain i, which describe

the finite-temperature effects on the perpendicular and par-

allel components of the magnetization, respectively. The

effective field includes the contributions from the longitu-

dinal relaxation of the magnetization, the external applied

field, and the intragrain exchange field. The latter is a term

of an atomistic nature that accounts for the decrease in

length of the magnetization at finite temperature, which

is fundamental when describing processes such as those

involved in HAMR.

In HAMR technology, the medium is heated up by an

extremely narrowly focused beam to temperatures close to

FIG. 4. A schematic of the writing process in HAMR technol-

ogy (courtesy of W. Pantasri).

Tc in order to reduce the anisotropy of the grains and hence

to be able to switch the magnetization of the grains at lower

external fields, as illustrated in Fig. 4.

In our model, we describe a HAMR process as a contin-

uous laser recording process, where the laser is switched

on during the whole writing time and the direction of the

external magnetic field Happ is reversed from the previ-

ous orientation when a transition needs to be recorded.

Assuming that the medium spins along the down-track (x)

direction with velocity v = −vhead, the temperature profile

has a Gaussian profile and can be expressed as

T(x, y, t) =Tamb +
[

Tpeak − Tamb

]

T(x, t)T(y),

T(x, t) = exp

[

− (x − vt)2

2σ 2
x

]

,

T(y) = exp

[

− (y − Cy)
2

2σ 2
y

]

,

(2)

where T(x, t) and T(y) are the profiles along the down-

track and cross-track (y) directions, respectively, Tamb is

the temperature of the system when the laser is off, and

Tpeak is the maximum temperature reached during the heat-

ing. σx,y = FWHMx,y/
√

8 ln 2 is the standard deviation

of a Gaussian profile with full width at half maximum

FWHMx,y and Cy is the center of the write head in the

cross-track direction. Happ has a trapezoidal time profile

and is applied uniformly beneath the writing head with a

magnitude that switches sign when the polarity is reversed:

Happ =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

Hmin +
(

Hmax−Hmin
tramp

)

, ramp up,

Hmax −
(

Hmax−Hmin
tramp

)

, ramp down,

Hmax or Hmin, between ramps.

(3)

To perform the read back, the system is first discretized

into 1 nm2 cells with the read head set on the center of

the track. The read head is then moved along the track

in single-cell increments, with the magnetization deter-

mined via the average magnetization within the read head

at each step. This reading process models an ideal read

head. This means that we assume the reader is able to read

the magnetization pattern without any loss. It follows that

the simulated readback signal is higher than the respective

readback signal measured experimentally, as there are no

thermal effects, effects due to mispositioning of the reader,

loss of sensitivity at the edges, and/or other disturbances.

A detailed and exhaustive description of the HAMR

model and the code functioning can be found in Ref. [9].

A. Material parameters

The magnetic properties of the medium utilized in the

spin-stand tests are unknown and a generic Fe-Pt granular
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TABLE I. The simulation parameters for the systems investi-

gated.

Parameter Value Units

Curie temperature Tc 700 K

Curie temperature distribution σTc 0.03

Magnetic anisotropy Ku 4.2 MJ/m3

Anisotropy field distribution σHk 0.15

Saturation magnetization Ms 1.05 MJ/(m3T)

Gilbert damping λ 0.05

Average grain diameter 6 nm

Grain thickness 8 nm

Grain volume distribution σD 0.15

film is assumed. The film is built as a Voronoi tessella-

tion with grains of average diameter 6 nm and a thick-

ness of 8 nm. The Fe-Pt grains are characterized by the

following zero-temperature parameters: saturation magne-

tization, Ms = 1.05 MJ/(m3T); anisotropy energy density,

Ku = 4.2 MJ/m3; and Gilbert damping, λ = 0.05. We per-

form atomistic simulation by means of the atomistic spin

package VAMPIRE [14] to determine the input parameters

required by MARS in order to describe the system accu-

rately [9,15]. We consider 15% distribution in the grain

volume (σD), 15% in the anisotropy field (σHk) and a

3% distribution in Tc(σTc), values often reported in the

literature for realistic HAMR media [2]. We limit our

investigation to a Happ of 0.8, 1 T aligned along the per-

pendicular direction to the magnetic film, and we vary the

maximum of the temperature profile Tpeak from 700 to 900

K, a temperature range that covers operations from just

above Tc to about 200 K above the Tc of Fe-Pt. However,

since the results do not differ appreciably, we only show

those for Happ = 1 T. These parameters are summarized in

Table I

B. Setup parameters

The writing process depends on the properties and setup

of the write head other than the medium properties. Among

these, there are the maximum temperature reached by the

laser when it hits the medium, generated by the near-field

transducer (NFT), the distance between the NFT and the

coil that generates the magnetic field, defined as the NFT-

to-pole spacing (NPS), and the strength of the magnetic

field generated by the coil. Thus, to investigate the noise

in HAMR media due to the write head, we apply different

NFT peak temperatures. We also consider different HAMR

heads characterized by different NPS values: these are con-

fidential and thus are defined in the following as small

and medium NPS. The parameters for the writing process

are set to agree with those utilized in the spin-stand tests

described in Sec. II, to allow a direct comparison between

the simulations and the experimental data. The experimen-

tal revolution speed is 7200 rpm with a 1.1-in. radius at a

TABLE II. The parameters for the HAMR simulations.

Parameter Value Units

System width 100 nm

Bit length BL 16 nm

Track width TW 50 nm

Heated-spot FWHMx 100 nm

Heated-spot FWHMy 70 nm

Read-head velocity vhead 22 m/s

Skew angle 0 ◦

Field ramp time tramp 100 ps

NFT-to-pole spacing NPS Small, medium

frequency of 1.47 GHz, corresponding to a bit length (BL)

of approximately 16 nm, a track width (TW) of 50 nm, and

a linear velocity vhead = 22 m/s, with a 0◦ skew angle. The

applied field has a ramp time (tramp) of 100 ps. To obtain

similar values of BL and TW in our simulations, we set

the heated-spot FWHM in the down-track and cross-track

directions (FWHMx,y) to 100 nm and 70 nm, respectively.

It is important to observe that in case of nonzero NPS,

a larger spot size and a higher maximum temperature of

the heat profile than commonly assumed [5,16,17], as in

this work, are necessary. The reason lies in the necessity

of reaching the same temperature in the region where the

external field is applied. The parameters describing the

experimental setup are summarized in Table II

To be able to compare the simulation results with the

experimental data, we extract the Tc of the film by per-

forming thermal-erasure simulations on the same system,

in analogy to the spin-stand protocol performed by Seagate

and described in Ref. [10]. The thermal-erasure procedure

is performed in situ and it is a test in which a single-tone

track is first written and then an attempt to erase it by hav-

ing the write head applying heat only is performed. The

experiment is repeated multiple times by varying the laser

current while keeping the coil current turned off. The laser

current is the current that governs the laser power, so that a

larger current corresponds to a higher temperature applied

to the medium. The temperature associated with the laser

current is defined as the write temperature, Twrite. The coil

current is instead the current required to generate the mag-

netic field and it relates to the magnitude of the applied

field. According to Ref. [10], the laser current at which

the original signal amplitude is halved, via the appropriate

transformation from current to temperature, gives the Tc of

the medium. We point out that this obtained Tc is usually

higher than the Tc of the single grain.

V. RESULTS

The bit sequences written during the experimental test

are 255 bits long. Writing these long sequences may prove

a taxing computational task and hence it might be desirable

to reduce the computational effort by considering shorter

054010-5
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sequences. To achieve high total-bit numbers, one can

simulate multiple systems with fewer bits; however, the

smaller the system, the greater is the total number of

required simulations. When doing so, one also needs to

be aware of the fact that this might lead to reduction of

the SNR due to the cross-correlation between bits and it

also appears in the form of aliasing in the dibit response,

where the dibit response is the cross-correlation between

the input wave form and the readback magnetic signal.

To confirm this, we simulate three different bit-sequence

lengths: 31 (PRBS-31), 63 (PRBS-63), and 127 (PRBS-

127). We repeat each writing 100 times for the 31-bit-long

sequence and 20 times each for the 63- and 127-bit-long

sequences, for the sake of time. We expect the results for

PRBS-63 to be less accurate than the others, due to the

lower total number of bits considered in the analysis. As

such, the SNR of PRBS-63 should be higher than that

for PRBS-127, instead of lying in between the results for

PRBS-31 and PRBS-127.

The three PRBS are [111110001101110101000010010

1100], [1111010001110010010110111011001101010111

11100000 100001100010100 ], and [11111010000111000

10010011011 01011011110110001101001011101110011

001010101111111 0000001000001100001010001111001

000101100111010100] and are generated from the

polynomials x5 + x3 + 1, x6 + x5 + 1, and x7 + x6 + 1,

respectively. In this notation, a 1 represents a down bit

(magnetization along the negative z axis) and a 0 repre-

sents an up bit (magnetization along the positive z axis).

We also add extra initial 00 and final 11 bits to the bit

sequences, to ensure that the PRBS is well written and that

the relevant signal can be properly selected by synchroniz-

ing and locating the beginning and end of the sequence.

BL and vhead are set to agree with the experimental setup,

as well as NPS.

The simulation protocol adopted in this study is as

follows. The system is initialized with the grain mag-

netization randomly oriented along either +z or −z and

is allowed to equilibrate at room temperature. Subse-

quently, the writing process starts, with the laser turned

on the whole time, moving at velocity vhead, and the mag-

netic field generated by the write head switching polarity

according to the input bit sequence. To ensure that the

whole track is properly written, the write-head positioning

is outside the beginning of the track; similarly, the write

head moves out of the track completely before the conclu-

sion of the simulation. In this way, we can ensure that the

first and last bits are well written.

A. Magnetization footprint

In Figs. 5(a) and 5(b), we show the average z component

of the magnetization over 100 repetitions for PRBS-31, for

small and medium NPS, respectively. The four different

magnetic configurations per panel correspond to four dif-

ferent maximum writing temperatures, ranging from 700 to

900 K going from top to bottom. For PRBS-31, the average

is performed over 100 repetitions to ensure, as discussed

above, that a large number of bits is written and the SNR

can be determined accurately. We also highlight the fact

that the two initial and final bits are the extra 00 and 11 bits,

written to ensure that the desired sequence can be properly

determined. We find good agreement with the experimen-

tally determined reconstructed magnetization footprints for

HAMR [18,19], with, in particular, similar bit curvature.

We can observe how the track turns out to be well defined

and measures 50 nm, as for the experimental data.The lat-

ter is mainly determined by the revolution speed, FWHMy ,

and the Hani of Fe-Pt, whereas the well-defined track edges

can be ascribed to the 100 repetitions of the writing process

We also measure an average BL of 16 nm, which is also in

agreement with the provided experimental data. It emerges

clearly how the transitions between bits—and, in particu-

lar, dibit transitions—are better defined as Tpeak increases

(going from the top to the bottom of each panel). This is

something that we can expect, since a higher temperature

further reduces Hani and also increases the spot size for the

same FWHMy . This suggests that a higher laser power is

beneficial for the writing quality; however, an increase of

the laser power makes the device more energy inefficient.

Moreover, if it is true that transitions are better written

by increasing FWHMy , this also comports, for larger and

larger laser powers, an increase in the track width and con-

sequently a reduction in the areal density. Thus a trade-off

must be reached in order to maximize the efficiency of

the writing process and the areal density. Another feature

that emerges is the shift of the written pattern further away

from the down-track position, marked by 0 nm as the NPS

increases. The heat demagnetizes or greatly reduces the

Ms and Ku of the grains, but is the external field to deter-

mine the final state of the grain magnetization. Since in

our model we keep the NFT position constant and trans-

late the field region, this results in a “delay” of the written

pattern. However, we would like to emphasize that this is

an intrinsic effect: in fact if, as reference position, the field

region were to be taken, we would simply be assisting in

producing an opposite shift. Of course, in real devices this

is accounted for and corrected to ensure that bits are writ-

ten in the correct region. The width of the heat spot in the

down-track position is governed by the FWHMx parame-

ter. Clearly, from our results it can be seen how, for the

temperature ranges investigated here, the chosen FWHMx

allows us to write bit sequences even for larger values of

NPS. However, it is likely that the design properties of the

write heads differ slightly for different values of NPS. As

is discussed later, this might also impact the SNR.

In in Figs. 5(a) and 5(b), we show the first 600 nm of the

average z component of the magnetization computed over

20 repetitions for the PRBS-127 for small and medium
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(a)

(b)

FIG. 5. The average out-of-plane magnetic configuration of

the written PRBS-31 for (a) small and (b) medium NPS (z = −1

red, z = +1 blue). In each panel, the maximum temperature of

the temperature profile increases going from top to bottom.

NPS, respectively. The fact that we show only a portion

of the bit sequence does not affect the analysis; instead,

it helps in making the visualization clearer. Moreover,

here we do not present the magnetization configuration

for PRBS-63, as the same number of repetitions have

been performed. All three PRBSs are considered when

discussing the SNR. We first note the lower definition of

the tracked edges in comparison to Fig. 5. This is caused

by the fewer writing repetitions performed for the longer

sequence, for the sake of computational time. Nonethe-

less, the average track width can still be measured and it

respects the target 50 nm. The same holds for the tran-

sitions, where despite the worse definition, they can still

be located and analyzed. As observed in Fig. 5, as Tpeak

increases, the bit regions become more defined both in

the down-track and the cross-track directions. In addition,

by inspection, we could expect a larger noise from pat-

terns written only 20 times. However, as we discuss in the

following, this does not occur.

B. SNR

In Fig. 7, we present a comparison between the SNR

obtained experimentally from spin-stand measurements

and the SNR extracted from simulations of HAMR dynam-

ics with MARS, the same as shown in Figs. 5 and 6. We

show the comparison for all the three PRBS investigated

in Figs. 7(a), 7(b), and 7(c) as a function of the write tem-

perature Twrite, normalized with respect to the Tc of the

film, described in Sec. IV B. The error bars characterizing

the experimental data come from the average over dif-

ferent heads with the same NPS. We also point out that

the experimental data are the same in all three panels. In

high-density media, transition noise is expected to be the

dominant source of magnetic noise, since there are more

transitions than regions where the magnetization is uni-

form. We find confirmation of this in both the simulated

data and the experimental results, other than the magneti-

zation snapshots. By comparing the spatial and transition

SNRs, we see that they are the lowest and that they are

almost the same. There can be different types of transitions

(a)

(b)

C
ro

s
s
-t

ra
c
k
 p

o
s
it
io

n
 (

n
m

)
C

ro
s
s
-t

ra
c
k
 p

o
s
it
io

n
 (

n
m

)

Down-track position (nm)

FIG. 6. The average out-of-plane magnetic configuration of

the first 600 nm of the written PRBS-127 for (a) small and (b)

medium NPS (z = −1 red, z = +1 blue). In each panel, the

maximum temperature of the temperature profile increases going

from top to bottom.
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in a PRBS to mimic realistic data sets, from the dibit,

where there is a single up bit and down bit, to transitions

where there are multiple bits that have the same magnetiza-

tion orientation. The former is the hardest to write and, as

such, dominates the transition SNR. We also would like to

point out that once the noise is smoothed out, the highest-

frequency component left will belong to dibits. On the

other hand, a transition between five or more bits having

the same polarity will be characterized by lower frequency.

Thus, the frequency spectrum of a PRBS generally con-

tains a multitude of frequencies and these can all contribute

to the noise.

It emerges from the data, for all three PRBS lengths,

that varying the distance between the NFT and the coil

does not impact appreciably on the spatial and transition

noises, whereas it does affect the remanence component.

As the NPS increases, the field is applied to a colder and

colder region of the film, i.e., to grains the magnetization

and anisotropy of which are recovering. For dibits, where

the polarity of the field is rapidly reversed, this means that

the field is not applied for a sufficiently long time to suc-

cessfully reverse all the grains within the bit region. Such

an effect strongly depends on vhead and Tpeak. If the writing

process is slow, the effect can be mitigated and similar tran-

sition SNRs for different NPS can be achieved. However,

realistic revolution speeds, such as the one considered here,

involve a fast writing process. The second major factor is

the maximum temperature applied on the film. It is simple

to imagine that as Tpeak increases, the heat spot increases

and a larger number of grains is demagnetized. It fol-

lows that a shift in the position of the NFT becomes more

and more negligible. This is what we observe in both the

experimental and the simulated results. Interestingly, the

experimental results for different NPS values exhibit larger

differences in the remanence SNR, which can reach nearly

10 dB in magnitude. As the laser power increases, with

Twrite above 150% of Tc, we observe a tendency to reach

similar SNR values. In the SNR obtained from simulations,

the difference in the remanence SNR between small and

medium NPS is of smaller magnitude and tends to disap-

pear at lower Twrite, around 120% of the Tc of the film. A

likely reason for this different behavior of the remanence

SNR is the fact that in building our model, we select the

same FWHMx,y parameters for both NPS values. This is

not necessarily true for real write heads. Of course, there

might also be some differences in the design of heads with

different NPS values concerning the type of NFT or the

coil. A possible indication of this is the larger error bars

in the remanence SNR for the medium NPS; however, in

our model these features are not accounted for yet. These

(a) (b) (c)

FIG. 7. The different SNR components as a function of the normalized write temperature in units of percentage of medium Tc(%Tc)

for differing NFT-to-pole spacing (NPS). The SNR components are the spatial SNR, the remanence SNR, and the transition SNR. The

plots compare experiments (dark-blue circles and red squares) with simulations (light-blue triangles and yellow inverted triangles) for

(a) 31-, (b) 63-, and (c) 127-bit-long sequences. The lines are a guide to the eye.
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factors may be responsible for the discrepancies that we

observe.

As mentioned above, we perform a different number

of repetitions for PRBS-31 (100) than for PRBS-63 and

PRBS-127 (20). The total number of bits (transitions) writ-

ten is analogous for PRBS-31 and PRBS-127, whereas

fewer are written for PRBS-63. We expect that the SNR

obtained from the analysis of the 100 repetitions of the

shortest bit sequence is the lowest due to the reduced

phase space, in this case of transitions, sampled to obtain

the average. It may seem surprising that the system that

exhibits the highest SNR is the one with fewer repetitions,

when comparing the average magnetization profiles for the

different bit-sequence lengths in Figs. 5 and 6. This is what

we find by inspecting Figs. 7(a) and 7(c), where the trend

of the data is the same but there is a downshift of the SNR

components in panel Fig. 7(a) for PRBS-31. This is confir-

mation of the fact that to obtain an accurate estimation of

the noise arising from the magnetic medium, it is impor-

tant to consider different bit patterns and transitions. It is

also important, however, to average over a large number

of bits and transitions, as already demonstrated in Ref. [9].

It follows naturally that the hybrid case of PRBS-63 does

not meet these criteria for accuracy. On the one hand, the

sequence is longer than PRBS-31 and thus it would allow

for less cross-correlation between bits; however, there are

fewer bits in total (transition). Because of this, the results

presented in panel Fig. 7(b) for PRBS-63 have a higher

SNR than PRBS-127 instead of being in between those

for PRBS-31 and PRBS-127. We would like to stress that

these differences emerge in the SNR analysis, whereas if

we were to limit ourselves to the analysis of the average

magnetization configurations, we would not find differ-

ences between PRBS-63 and PRBS-127 and these would

exhibit lower definition than PRBS-31. This also allows

us to determine a minimum level of definition for the

track and bit edges in order for the track to be considered

sufficiently well written.

Overall, we can conclude that the proposed approach is

able to simulate realistic writing and reading processes and

the SNR analysis agrees with the experimental data even

in the absence of complete knowledge of the experimental

system and setup.

VI. CONCLUSIONS

We develop a code to extract the SNR arising from the

magnetic film in a recording medium. The approach allows

us to separate the remanence and transition contributions

from the global spatial noise. The results are in excel-

lent agreement with the analysis performed on the same

data sets using the proprietary Seagate software based on

ensemble wave-form analysis.

We also achieve good agreement between the SNR

obtained from spin-stand measurements on a nonspecified

Fe-Pt medium and the SNR extracted from simulated

HAMR dynamics via a LLB-based granular model. This

demonstrates the capabilities of the approach to reproduce

the main features and properties of the HAMR process. It

also shows how this overall approach could prove to be

a useful tool to assist the development of future HAMR

technology if state-of-the-art parameters and inputs are

provided.
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