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Abstract: Greenhouse gas (GHG) emissions from the transport sector and their effect on air quality

are now a major concern, and the electrification of road freight transport is seen as one potential

solution. However, this presents a challenge with the increased electricity demand on a depot’s

grid connection, and increased costs if this has to be upgraded. This study seeks to evaluate the

impact on costs of introducing solar (PV) panels and a Battery Energy Storage System (BESS) when

a company electrifies its fleet, based on two different priorities. On one hand, avoiding the use of

the grid at peak price periods at the expense of upgrading the power connection. On the other hand,

avoiding any power connection upgrade at the expense of incurring excess capacity charges. These

two priorities aim to represent real-life challenges that logistics and commercial companies are facing

when it comes to fleet electrification. The choice of prioritising one over the other may be driven

by operational requirements and/or technical constraints. For each approach, a different energy

management algorithm is developed using MATLAB and Simulink. The results obtained suggest that

there is more flexibility in cost reduction when the upgrade of the power connection is not an obstacle.

If the upgrade of the power network is not an option, the installation of PV panels and a BESS must

be implemented together with other strategies (i.e., smart charging) to make it an economic option.

Keywords: Battery Energy Storage System; localised solar energy generation; electric refuse collection

fleet; energy management; road freight transport; decarbonisation; power network upgrade; system

cost analysis

1. Introduction

Global efforts are focused on lowering the dependency on fossil fuels and reducing
the carbon emissions. This is especially relevant within the transport sector. In the UK,
transport is the largest emitting sector, responsible for 24% of the UK’s total emissions [1].
Within this sector, road freight transport plays an important role not only due to its green-
house gas (GHG) emissions but also because of its negative impact on air quality. Heavy
goods vehicles (HGVs) and light goods vehicles (LGVs) are estimated to account for around
46% of total road transport NOx emissions [1], while making up just 6% and 18% of vehicle
miles, respectively [1]. As a result, the road freight transport sector is the main target of
policies such as Clean Air Zones (CAZ) and Low Emission Zones (LEZ) that local gov-
ernments are implementing in major UK cities. CAZ and LEZ policies encourage the
adoption of lower-emission vehicles by imposing a fee on those vehicles not meeting the set
emission standards.

The electrification of a vehicle fleet, ideally powered by renewable energies [2], is
seen as one potential solution. In particular, urban logistics, local authority fleets (i.e.,
waste management) or public transport fleets (i.e., bus fleets) can benefit the most from
electrification within the road transport sector due to their well-structured and planned
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daily routes [3–5]. Although there is no official number, there are some councils that have
already replaced part of their fleet or are in trials to switch from conventional diesel power
to electric. To name a few, in the UK there are some electric refuse collection vehicles
(eRCVs) operating in London, Manchester, Brighton, York, Bournemouth, and Glasgow.

However, the electrification of the road freight transport sector is a challenge [6,7].
Transport operators’ concerns focus on how to adapt their operations to EV fleets. Ac-
cording to experts in the field of urban freight transport and logistics [8], and transport
electrification [9], charging infrastructure is presented as a large barrier for logistics and
commercial companies. In fact, the implementation of charging points in commercial sites
is still far behind expectations considering the positive outcome it entails for the commercial
sector. The reality is that there are still significant barriers to this occurring [6]. Generally,
the lack of charging infrastructure availability is a disincentive for the uptake of EVs [10,11].
Amazon exemplified this when its Director of Global Fleet and Products emphasised
that EV charging infrastructure is one of the most challenging factors of decarbonisation
strategy [12], with reference to its commitment to making 50% of all shipments net zero
carbon by 2030 [13]. Likewise, the capital investment required [9], especially when current
grid power connections do not meet potential EV fleet charging demand [14] during the
off-hours at the depot [15], leading to companies being required to upgrade the utility grid
connection [8,16] to ensure the demand is met [17].

Different authors have highlighted the power connection issue when the fleet is elec-
trified. Pietracho et al. [17] assess the impact of the integration of EVs into the commercial
sector, considering both economic and environmental factors when compared to conven-
tional fleets. The authors concluded that the total cost of ownership (TCO) of electric fleets
was higher when compared to conventional fleets due to the additional infrastructure costs
of the charging stations.

Schmidt et al., [18] explored this topic by considering both the technical limitations
of the vehicles (e.g., range) and the charging infrastructure (e.g., charging power and the
number of charging stations). The study’s aim was to inform on which fleet mobility
patterns could benefit from adapting vehicle recharging strategies such that the outcome
could be generalised to a wider range of commercial fleets. However, despite the study’s
valuable outcomes, it presents some limitations. With regard to the power connection, the
author’s strategy was to use the minimum required power capacity capable of ensuring
uninterrupted operation. This is possible when, due to the reduced battery capacity of
the vehicles studied (i.e., 40 kWh), the fleet can be charged during the night using an
11 kW charger. The results of the study can only be applied therefore to certain commercial
services (i.e., those that require the use of light commercial vehicles), but when it comes to
heavy vehicles with higher battery capacities (e.g., those used for waste management), the
power required from the grid to recharge all of the vehicles would be considerably higher,
and the outcomes obtained from this study are not applicable.

Kin et al. [19] discussed the techno-operational and financial feasibility of fleet elec-
trification for a wider variety of commercial vehicles, one example quoted being small
trucks with a battery capacity of 200 kWh. Due to the nature of this study being focused on
discussing the outcomes from a case study, technicalities regarding power connections are
not provided. However, the authors did highlight the power connection capacity issues at
the local grid when heavy-duty vehicles (HGVs) are charged in a depot.

Pelletier et al. [20] explored the EV fleet charging strategies from a more technical
perspective. The maximum power retrieved from the grid to charge the vehicles was one
of the constraints of this study. Two maximum charging powers were studied, 20 kW and
500 kW. Results from this study suggest that when implementing power grid constraints,
fleet charging becomes an unfeasible solution for one of the scenarios. The authors also
concluded that limiting the power grid capacity may significantly increase energy costs
under certain situations.

The research studies completed by Pelletier et al. [20], Schmidt et al. [18], or Kin, et al. [19],
advised of the consequences or implications that a limitation on power grid connection
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would have when it comes to electrifying a fleet, which is, unfortunately, a commonly
encountered issue.

Some of the solutions to this problem explored in the literature have focused on smart
charging [14] or load management [21,22]. These services and implementations have been
the subject of research for many years [23,24], with both solutions complementing each
other. Smart charging includes load management algorithms that flatten the load profile
through coordinating vehicle charging [5]. Indirectly, when these approaches are applied,
the cost of charging is reduced [25,26]. Both approaches are widely agreed to be vital
elements of reducing costs when adopting electric fleets.

A complementary solution is energy storage. Energy storage has been shown to be
a potential technology to facilitate the integration of EV fleets, particularly if the system
is powered by renewable generation [27]. The potential benefits of integrating energy
storage and renewable energy generation are highly dependent on the energy management
strategy in the system. Energy management has been broadly studied by researchers from
different viewpoints; to achieve better efficiency within a distribution network (i.e., loss
minimization in the distribution systems) [28,29], to reduce costs by controlling the energy
sources and controllable loads, or to reduce greenhouse gas (GHG) emissions [30,31]. Betz
and Lienkamp [32] developed an energy management system to investigate the potential
benefits of adopting EV fleets in commercial situations. The authors sought to efficiently
integrate the three technologies (i.e., PV generation, energy storage, and EV fleets) to
reduce total costs of ownership (TCO) and CO2 emissions. When running their simulations,
authors assumed the EV was available at the commercial site and could be used as a battery
to store PV-generated surplus solar energy, avoiding the need of selling it back to the grid,
indirectly increasing the self-consumption of PV solar energy.

Engelhardt et al. [33] developed a heuristic energy management system to allo-
cate battery strings to other system components and to manage the energy exchange
between a PV system, two EV fast chargers, and the grid. Arfeen et al. [34] developed a rule-
based energy management algorithm for EV rapid charging considering a PV system and
battery storage.

Despite the number of research publications focused on commercial fleet electrification
or the development of energy management algorithms to integrate EVs and renewable en-
ergies, the authors of this study have identified a gap in the literature that links both topics.
In this study, authors seek to evaluate the impacts on costs when a company electrifies the
fleet using PV generation and a BESS. For this study, battery degradation [35,36] has not
been considered as part of the economic analysis; however, due to its relevance on costs,
battery degradation is being considered as part of future research.

The economic analysis is performed based on two different priorities: On one hand,
avoiding the use of the grid during peak price periods, at the expense of upgrading the
grid power connection; On the other hand, avoiding any power connection upgrade at the
expense of possibly incurring excess capacity charges. These two priorities aim to represent
the real-life challenges that logistics and commercial companies are facing when it comes
to introducing fleet electrification. The choice of prioritising one over the other is subject to
operational requirements and/or technical constraints at each individual location.

To facilitate the analysis of these scenarios, a rule-based energy management algorithm
has been developed [34,37] for each priority set previously. Both algorithms are in the form
of “if”/“else” and “then” statements. Ruled-based control strategy algorithms benefit from
being simple to integrate [38] and have been successfully applied to PV+ BESS systems
previously by other authors [34,37,39].

Three objectives have been set to meet the aim of this study:

1. To evaluate the economic benefits, if any, of introducing a PV installation and a BESS
on site when a Waste Management Depot (WMD) adopts a fleet of eRCVs. For that
purpose, the costs associated with the scenarios are compared.

2. To determine which of the two strategies simulated in this study, employing a PV
installation and a BESS on site, report better economic benefits.
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3. To create a set of conclusions that contribute to the technical and economic knowledge
of the electrification of road freight and transportation.

The remainder of this paper is structured as follows: firstly, a description of the
methodology adopted is introduced. The PV solar model used to estimate solar energy
generation is described and the energy management algorithms used are introduced. At
the end of the section, a description of the system cost analysis is also included. Following
this, the results are analysed and evaluated according to each objective. The findings and
conclusions are summarized at the end of the paper.

2. Methodology

2.1. Description of the Building under Study

In this study, a local authority waste management depot (WMD) in Nottinghamshire,
UK, has been examined. The site includes two different buildings, with floor areas of
2445 m2 and 2361 m2, respectively. The local authority provided hourly energy consump-
tion data from 1 April 2021 to 31 March 2022. The total energy consumption for both
buildings was 234 MWh for this period, with a peak demand of 102 kWh. The energy
intensity for the WMD is approximately 49 kWh/m2. For the purpose of this study, it is
assumed that the WMD would switch its fleet of refuse collection vehicles (RCVs) from
conventional to electric drive.

Next, details regarding the fleet are introduced.

2.2. WMD Fleet Operational Times and Charging Pattern

The current WMD refuse collection vehicle (RCV) fleet comprises 19 diesel RCVs, with
a total monthly distance travelled and fuel consumed of approximately 23,000 miles and
19,500 litres, respectively.

It is assumed that the entire RCV fleet is to be switched from diesel to electric, and
as the mileage of the conventional RCV fleet is available, a conversion factor was used
(3.48 kWh/mile) to calculate the total energy requirement of the existing fleet. The conver-
sion factor was obtained from an energy consumption model for eRCVs proposed by [40].
The battery capacity of each eRCV is assumed to be 300 kWh, based on the average battery
size of several eRCV manufacturers’ prototypes.

Each eRCV has its own 22 kW charger and is charged at the depot. The model assumes
that the fleet operates Monday to Friday with a constant daily consumption of 185 kWh.
The eRCV fleet will operate between 06:00 h and 14:00 h and will return to the depot to be
charged from 21:00 h for a maximum of 8.5 h, thus, the vehicles depart from the depot with
a fully charged battery. This operating schedule is commensurate with the existing diesel
fleet operation.

Switching the RCV fleet from diesel to electric increases the energy demand of the
depot site. Precisely, the total demand for the WMD would increase from 234 MWh to
914 MWh per year (as shown later).

2.3. Scenarios

Three different scenarios have been considered to evaluate the impact of having PV
panels and a BESS installed on-site, shown diagrammatically in Figure 1.

Scenario 1 (Figure 1a) assumes that the company does not have PV panels, nor a
BESS installed and that the site is fully dependent on the grid connection to cover both the
existing depot load and the eRCV fleet energy demand.

Scenario 2 (Figure 1b) considers that the WMD has PV panels and a BESS installed.
Both the depot and the eRCV fleet energy demands are covered by using energy from
the grid and from the PV solar installation. The energy flow for scenario 2 is controlled
throughout by an algorithm that is set to avoid the use of the grid during peak price periods,
at the expense of upgrading the grid power connection. Due to the increase in energy
demand after the introduction of the eRCV fleet, the grid power connection capacity is
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assumed to be upgraded from 0.15 MW to 0.6 MW. A detailed description of the algorithm
is included in Section 2.5.1.

 
 

(a) (b) 

 

(c) 

Figure 1. Energy flow diagram for (a) scenario 1, (b) scenario 2 and, (c) scenario 3.

Scenario 3 (Figure 1c) has PV panels and a BESS installed at the WMD as in scenario 2;
however, the BESS in this scenario is not only charged from the PV solar installation but also
from the grid. As in scenario 2, an algorithm has been developed to manage to energy flow.
The objective of the algorithm is to avoid any grid power connection upgrade despite the
increase in energy demand after introducing the eRCV fleet into the WMD at the expense
of using the grid-supplied energy at peak prices. Therefore, the power capacity connection
remains at 0.15 MW. Details about the algorithm created for scenario 3 are explained in
Section 2.5.2.

With the objective of facilitating an economic comparison between the three scenarios,
the analysis for scenario 1 is performed using both power connection capacities, 0.15 MW
and 0.6 MW. Table 1 summarises the scenarios studied, and the power connection capacity
assumed for each.

Table 1. Summarise of the scenarios under study and the approach used for the costs analysis.

Power Connection Capacity (0.15 MW) Power Connection Capacity (0.6 MW)

Scenario 1

Scenario 2

Scenario 3

Next, the solar model used to estimate the solar energy generation at the WMD for
scenario 2 and scenario 3 is explained.

2.4. Estimation of PV Solar Energy Generation

The PV energy generation for scenario 2 and scenario 3 was modelled using MATLAB,
following the steps shown in Figure 2. The hourly solar irradiation data for this study was
obtained through the Centre for Environmental Data Analysis (CEDA) archive. The CEDA
archive is the UK national data centre for atmospheric and earth observation research
that ensures easy access to horizontal solar irradiation data from the open data version
of the Met Office Integrated Data Archive System (MIDAS) [41,42]. The hourly data was
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measured at a weather station located in Walnatt (Nottinghamshire, UK) between 2009 and
2019 in kJ/m2. The values of global solar irradiation were then averaged and transformed
into kWh/m2 to be used as input to the solar model. The datasets correspond to hourly
measurements of horizontal global solar irradiation (GH). Empirical correlations were used
to estimate values of horizontal diffuse solar radiation (Gd,est) [43].

ffi
tt tt

Gୌ
ff Gୢ,ୣୱ୲

ffGୠ Gୠ[୩୦୫మ ] = Gୌ − Gୢ,ୣୱ୲Gୠஒ
Gୠஒ[୩୦୫మ ] = ୋౘୱ୧୬(ஓ౩) ∙ cos(θ)γୱ θ

γୱ = asin (sin φ ∙ sin δ − cos φ ∙ cos δ ∙ cos ω)    [degrees]  
cosθ = (cos γୱ ∙ cos (αୗ − α) ∙ sin β) + (cos β ∙ sin γୱ) [degrees]φ δ αୗα ωβ

Figure 2. Diagram followed for the estimation of PV solar energy.

Once the global and diffuse horizontal solar radiation values are known, the direct
horizontal radiation (Gb) can be accurately calculated. Equation (1) is

Gb

[

kWh

m2

]

= GH − Gd,est (1)

The direct irradiation on inclined surfaces (Gbβ) can be computed using geometrical
relationships (i.e., angle of incidence and zenith angle) between the horizontal and inclined
surfaces, following Equation (2):

Gbβ

[

kWh

m2

]

=
Gb

sin(γs)
·cos(θ). (2)

γs is the solar altitude and θ is the solar incidence angle. The equations to calculate
both parameters are presented as Equations (3) and (4), respectively.

γs = asin(sin ϕ·sin δ− cos ϕ·cos δ·cos ω) [degrees], (3)

cosθ = (cos γs·cos(αS − α) ·sin β) + (cos β·sin γs ) [degrees], (4)

where ϕ is the latitude, δ is the declination angle (Equation (5)), αS is the solar az-
imuth (Equation (6)), α is the angle at which the panel is orientated, ω is the hour angle
(Equation (7)), and β is the tilt angle of the PV panels. For the WMD PV installation, the
PV panels are assumed to be tilted at the existing roof inclination angle, 30 degrees and
orientated towards the southeast (140 degrees) and the northwest (320 degrees).

δ = 23.45·sin

[

360·
(DOY + 284)

365

]

[degrees]. (5)
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DOY is the day-of-year, and it represents the nth day of the year (i.e., 1 January is
DOY = 1; 1 February is DOY = 32, 1 March is DOY = 60, etc. Leap year is not included).

The azimuth angle calculation follows the equations below [44,45].

For morning hours, t ≤ 12

For ω ≤ 180, cos αs =
(

sin δ·cos ϕ + sin ϕ·cos δ·cos ω
cos γS

)

The afternoon azimuth, for t > 12

For ω > 180, cosαs = 360 −
(

sin δ·cos ϕ + sin ϕ·cos δ·cos ω
cos γS

)

,

(6)

ω = t·15◦[degrees] (7)

t is local solar time. From [46], the standard time used for the UK observations is
Universal Time Coordinated (UTC) and daylight savings are not considered. Accordingly, t
is estimated following Brownson et al. [47] as in Equation (8);

t = LMT +
λ− λR

15
+ EOT [hours], (8)

where LMT is the local mean time or civil time. λ is the longitude of the standard time
meridian, λR is the longitude of the location, and EOT is the equation of time [48]. EOT can
be estimated following Equation (9).

EOT = 229.2·(0.000075 + 0.001868·cos B − 0.032077·sin B − 0.014615·cos 2B − 0.04089·sin 2B)[minutes] (9)

where B is a coefficient calculated by Duffie et al. [48], following Equation (10).

B = (DOY − 1)·
360

365
. (10)

However, it is not possible to calculate diffuse irradiation on inclined surfaces (Gdβ)
using a geometrical relationship as the diffuse component comes from all points of the
sky [49,50]. For this study, Reindl’s anisotropic model [51] has been used to estimate Gdβ

(Equation (11)).

Gdβ[
kWh

m2
] = Gd·

[

FHay·
cos(θ)

sin(γs)
+ (1 − FHay)(

1 + cosβ

2
)(1 + fRsin3(

β

2
))

]

, (11)

where FHay (Equation (12)) is an anisotropic index and fR is the modulating function
(Equation (13)) that accounts for the impact of an overcast sky on diffuse radiation intensity:

FHay =
Gb

G
(12)

G is the hourly horizontal extra-atmospheric irradiance.

fR =

√

Gb

GH
(13)

The reflected irradiation (Gr) can be obtained knowing GH and the albedo (ρ) using
Equation (14). The albedo is the reflectance of the ground for solar radiation. The surface
material assumed for the purpose of this study is concrete, with an albedo value of 0.2.

Gr[
kWh

m2
] = GH·ρ·(

1 − cosβ

2
). (14)
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The total inclined solar radiation (Gβ) can be calculated as the addition of the beam
component from direct inclined radiation (Gbβ), diffuse inclined radiation (Gdβ), and
reflected radiation (Gr) (Equation (15)).

Gβ[
kWh

m2
] = Gbβ + Gdβ + Gr. (15)

The solar model predicts solar irradiation received on an inclined surface. However,
the most interesting parameter for the implementation of the solar generation system is
energy generation. Thus, the model developed transformed the solar irradiation calculated
into energy generation by considering inverter efficiency (ηi), panel efficiency (ηp), and
panel dimensions and a total number of panels following Equation (16).

Energy generated [kWh] = Gβ

(

kWh

m2

)

·ηi·ηp·panel dimensions
(

m2
)

·n◦of panels. (16)

It has been assumed that the PV installation has 946 PV panels on one of the buildings
and 918 PV panels on the other, commensurate with the available roof sizes of the existing
depot buildings. The area of the chosen PV panels is 1.64 m2, inverter efficiency (ηi) and
panel efficiency (ηp) are assumed to be 80% and 14%, respectively. From this arrangement,
the modelled total PV energy generation from April 2021 until the end of March 2022 was
328 MWh.

The modelled PV solar energy generation at the WMD can be seen in Figure 3 (yellow
column) as a comparison with the WMD energy consumption (orange column) when the
WMD has a fleet of conventional diesel RCVs (Figure 3a), and when the fleet is switched
to eRCVs (Figure 3b). As it was previously mentioned, replacing a diesel-powered fleet
of RCVs with an electric fleet has a significant impact on the energy demand required
at the site.

Gஒ Gୠஒ ff GୢஒG୰ Gஒ[୩୦୫మ ] = Gୠஒ + Gୢஒ + G୰

ffi ηi ffi ηp
Energy generated [kWh] = Gஒ ቀ୩୦୫మ ቁ ∙ ηi ∙ ηp ∙ panel dimensions (mଶ) ∙ n°of panels

ffi ηi
ffi ηp

tt
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Figure 3. Monthly modelled PV solar energy generation and energy consumption at the WMD:

(a) with a conventional RCV fleet; (b) with an eRCV fleet.

The monthly energy values shown in Figure 3b, when the fleet is assumed to be
electric, correspond to the total energy consumed by both the depot and the fleet of
19 eRCVs. When the WMD has a diesel-powered fleet (Figure 3a), the energy consumption
reflected in the graph corresponds only to the energy demand by the depot. This follows a
seasonal trend, with a higher energy consumption over the winter months, and a decreased
energy consumption over the summer months. This seasonal trend is not as pronounced
once the fleet is electrified, and there are a few peaks throughout the year. Examining the
months of January, April, June and October, the seasonal fluctuation in energy demand
is still visible to a lesser extent. Some months, such as March, May and August, peak
against this pattern. These peaks are actually linked to the number of days that the fleet is
operating. For example, in February, the fleet operates for 20 days, Monday through Friday.
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However, in March this increases to 23 operational days. This increase in energy demand
by the fleet hides any seasonal fluctuation in energy demand by the depot in those months.

2.5. Energy Management Algorithm (EMA)

In order to assess the impact on costs when a company electrifies the fleet having a
PV installation on site and a BESS, as in scenario 2 and scenario 3, two different energy
management algorithms (EMA) have been modelled.

Scenario 2 and scenario 3 are differentiated based on two priorities. On one hand,
the algorithm in scenario 2 is set to reduce the dependency on the grid during peak price
periods at the expense of upgrading the power connection.

On the other hand, the algorithm in scenario 3 is developed to avoid any power
connection upgrade at the expense of possibly incurring excess capacity charges.

Both algorithms have been developed in Matlab Simulink and are run in a simulation
time step of one hour. Both algorithms are discussed in the following sections.

2.5.1. The EMA for Scenario 2: Prioritise Consumption from Grid at Lower Network
Charges and Electricity Prices

The main objective when developing the EMA for scenario 2 was to minimise the cost
of the electricity bought from the grid, by prioritising the use of PV solar energy whenever
possible. The EMA for scenario 2 connects the system formed by the PV installation, the
BESS, the eRCV fleet, and the depot with the grid (as shown previously in Figure 1b).

The depot is assumed to have rooftop PV panels installed and a BESS (with a round
trip efficiency of 90% [52]). The energy demand of the depot and the eRCV fleet is covered,
firstly by solar energy, secondly by energy stored in the BESS, and lastly by the grid. If
there is a PV surplus of solar energy after the total energy demand at the depot has been
met, the PV surplus of solar energy is stored in the BESS for later use. A detailed diagram
of the algorithm developed for scenario 2 can be seen in Figure 4.

ff

ff

ffi

Figure 4. Flow chart of the energy management algorithm developed for scenario 2.
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In the algorithm, some constraints have been considered. The battery cannot be
charged and discharged within the same hourly time step (t), and it will only operate
within the selected state of charge (SoC) range (Equation (17)). SoCmin and SoCmax are
assumed to be 20% and 90% of the total battery capacity, respectively. The selected SoC
limits do not reflect any specific equipment but have been chosen as a reasonable range for
a typical battery system operation [53].

SoCmin ≤ SoC(t) ≤ SoCmax (17)

The battery will have a constraint for charging and discharging at a maximum power
of 2CBESS (Equation (18)), where CBESS is the capacity of the battery. Self discharge of the
battery is assumed to be negligible. This is consistent with the advice given on numerous
Lithium-based cell datasheets, and is meant to avoid rapid cell degradation, to this end
operation beyond 2C is not advised.

BESS max.power[kW] = 2·CBESS. (18)

As it can be seen from Figure 4, the BESS is charged exclusively from the PV installation.
The algorithm is run 8784 times as this corresponds to the total number of hour time steps
per year. The BESS is modelled assuming that any voltage or current change is achievable
with changes in SoC [27]. The SoC is the most frequent parameter used to evaluate the
energy status of the battery [53]. According to Byrne et al. [54], this type of model is the best
choice when the aim is to perform a technoeconomic analysis and operate in the range of
minutes to hours. Yang et al. [27] and Rosewater et al. [53] defined the charging/discharging
process of the battery as in Equation (19):

CBESS·
∂SoC

∂t
= BESSrteff·PBESS(t)

+ + PBESS(t)
−, (19)

where BESSrteff is the battery round trip efficiency, ∂SoC
∂t is the rate of change of SoC and

PBESS(t)
+,PBESS(t)

− are the charging/discharging power of the BESS, respectively.
When the algorithm ends, the energy into the BESS must be the same as the energy

out of the BESS (Equation (20)):

BESSin = BESSout. (20)

Only when the PV solar energy generation is higher than the WMD and eRCV fleet
energy demand is the BESS charged. The surplus solar energy stored in the BESS will also
depend on the available capacity in the battery at the time step.

On the other hand, the battery is discharged when there is not enough PV solar energy
to meet the energy demand of both the WMD and the eRCV fleet charging. When the BESS
is discharged to the minimum SoC, the BESS cannot be further discharged. If the energy
demand has not been covered, the grid is then required to support the energy demand
from the WMD and the eRCV fleet.

Based on the increase of the peak energy demand when the eRCV fleet is adopted,
the EMA for scenario 2 ensures that the system never surpass the peak grid power capac-
ity. This, however, then requires a network upgrade of the grid power connection from
0.15 MW to 0.6 MW.

2.5.2. The EMA for Scenario 3: Avoid the Upgrade of Power Connection Capacity

The main objective when developing the EMA for scenario 3 was to avoid any possible
power connection capacity upgrade associated with the switch from a conventional fleet
to an electric one. For that purpose, the algorithm utilises a BESS that is charged not only
from PV solar energy but also from the grid. The EMA connects the system formed by the
PV installation, the BESS, the EV fleet, and the depot with the grid (as shown previously
in Figure 1c).
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For the development of the algorithm, the BESS constraints used correspond to the
same constraints introduced for the EMA developed for scenario 2 (see Equation (17) to
Equation (20)). However, a new constraint is set for the EMA created for scenario 3, based
on the power connection capacity (Powercapacity). The constraint is applied when the BESS
is charged from the grid. The power required from the grid (Power(t)) to charge the BESS
cannot be higher than the power connection capacity (Equation (21)).

Power(t) < Powercapacity (21)

Assuming the site cannot upgrade the grid power connection network, the power
connection capacity contracted at the site has to be the same as it was before switching the
fleet to electric, 0.15 MW. This is conducted at the expense of storing energy from the grid,
even during higher price periods as required.

2.6. System Cost Analysis

The economic analysis of the study is performed considering the three scenarios
described previously in Table 1: scenario 1, scenario 2, and scenario 3. The cost analysis
for scenario 1med at grid power connection capacities of both 0.15 MW and 0.6 MW to
facilitate the comparison with scenario 3 and scenario 2, respectively.

The total costs for each scenario have been calculated considering the costs of energy
from the grid (Ec), network costs (Nc), cost of the BESS (BESSc), cost of the PV installation
(PVc), and the revenue obtained from the sale of surplus solar energy (Revc) following
Equation (22).

Total costs over system lifetime = Ec + Nc + BESSc + PVc − Revc. (22)

The purchase cost of the eRCV fleet as well as the costs of the charging installation
are not considered for this study. All the scenarios analysed assumed the fleet at the WMD
is already electric and therefore the costs are out of scope for the study, and any new
investment would be related to the PV and BESS acquisition and installation. Next, each
cost is explained.

2.6.1. Cost of Energy (Ec)

The cost of energy refers to the cost of electricity purchased from the grid and is
calculated following Equation (23).

Ec(£/year) =
Electricity price

( p
kWh

)

·Energy consumption (kWh)

100p/£
. (23)

The electricity price paid at the WMD was not available for the period of interest and
had to be assumed based on market data available from the UK government.

Since 2021, there has been a sharp increase in electricity prices, with global gas prices
and wholesale electricity prices quadrupling within the last year. For the WMD, the cost of
electricity has been estimated considering the average electricity price in the non-domestic
sector published by BEIS [55]. BEIS publishes average quarterly and annual electricity prices
based on two surveys conducted across energy suppliers and non-domestic consumers.
The depot in this study is in the ‘small consumption’ band, according to the classification
from BEIS. For this band, the electricity price rose by 63% to 25 p/kWh between Q3 2021
and Q3 2022.

Predictions point to a continuous price increase over winter. Unfortunately, the
available data for the non-domestic sector has not been updated since Q3 2022, just before
the Ofgem price cap came into effect in the UK (1 October–31 December 2022). Since then,
the Ofgem price cap has been updated twice. Thus, the change for electricity prices in
non-domestic consumers has been extrapolated from the percentage change corresponding
to each Ofgem price cap. From the most recent published report for domestic energy prices,
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the price cap increased by 80% from April 2022 to October 2022 [56] and 20% from October
2022 to January 2023 [57].

In Figure 5, the electricity prices for the non-domestic sector are shown. These cor-
respond to the small consumption band and include the published prices (purple col-
umn) and the extrapolated prices (orange column). The electricity price for Q4 2022
(37.80 p/kWh) was assumed to be 80% higher than the price in Q2 2022 (21.04 p/kWh).
In Q1 2023, a further 20% increase was applied to estimate the electricity price (i.e.,
45.40 p/kWh).

ff
ff

Nୡ
Nୡ Cୡ ExCୡ FୡConsmpୡNୡ = Cୡ + ExCୡ + Fୡ + Consmpୡ

Figure 5. Assumed electricity price for small non-domestic sector from October 2022.

Based on the volatility of prices and continuous increases, the value assumed to
be the average price corresponding to Q1 2023 has been considered for this study (i.e.,
45.4 p/kWh).

For the WMD, it has been assumed that the company has a variable tariff contract, so
the electricity price varies every hour. In order to show a difference in hourly electricity
prices, the study has used variations in wholesale electricity prices found on the Nord Pool
website for the UK, to create a price profile throughout a typical day [58]. Nord Pool is in
the framework of EU Regulation on Wholesale Energy Market Integrity and Transparency
for power trading across Europe. As an example, Figure 6 shows the price profile for one
day of the year. There are two peak times when the electricity cost is at its highest value
(between 6 a.m. and 10 a.m. and 4 p.m.–8 p.m.).

ff
ff

Nୡ
Nୡ Cୡ ExCୡ FୡConsmpୡNୡ = Cୡ + ExCୡ + Fୡ + Consmpୡ

Figure 6. Simulated electricity prices for one day of the year (from 00:00 h to 23:00 h) for the WMD.

2.6.2. Network Charges (Nc)

These refer to the contracted power connection capacity costs and the use of the
network distribution system that is charged by the energy supplier. The total network cost
(Nc) is the addition of capacity cost (Cc) that exceeded capacity cost (ExCc), fixed cost (Fc)
and consumption band cost (Consmpc) (Equation (24)).

Nc = Cc + ExCc + Fc + Consmpc (24)
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Capacity cost is associated with the contracted power connection capacity. If the
power connection capacity is exceeded, additional costs will be incurred (i.e., exceeded
capacity costs). This is the case in scenario 1 when the power connection capacity is held at
0.15 MW, despite the increase in energy demand due to the electrification of the fleet. The
consumption band cost is the price paid for using the network at certain hours over the
day and is divided into three different bands:

• The amber band rate is charged between 07:00 h–16:00 h and 19:00 h–21:00.
• The red band rate spans from 16:00 h to 19:00 h.
• The green band rate is from 00:00 h to 07:00 h and from 21:00 h to 24:00 h.

For the WMD, the network charges were selected based on the price from the Western
Power Distribution Network in the UK for an LV Site-Specific Band 1 [59]. The network
charges are itemised in Table 2.

Table 2. Network charges for the WMD.

Network Charges Price Unit of Measure

Capacity charge 2.91 p/kVA/day
Exceeded capacity charge 5.73 p/kVA/day

Fixed charge 297 p/day
Consumption band charge

Amber band 0.737
p/kWhRed band 4.301

Green band 0.054

The capacity cost, Cc is calculated in Equation (25):

Cc(£/year) =

Powercapacity(kW)

PF( kW
kVA )

·
Capacity charge

p
kVA

day ·365 days

100 p/£
. (25)

PF is the power factor. For this study, a value of 0.9 has been selected. The annual Cc

for each scenario studied can be seen in Table 3.

Table 3. Annual capacity charge for each scenario studied.

Capacity Cost (£/Year)

Powercapacity: 0.15 MW Powercapacity: 0.6 MW

Scenario 1 1770 7081

Scenario 2 7081

Scenario 3 1770

The total exceeded capacity cost (ExCc) is calculated as the sum of the excess power
capacity multiplied by the exceeded capacity charge each day following Equation (26).

ExCc(£/year) = ∑
n

i=1









(

Excess powercapacity(kW)

PF( kW
kVA )

)

i

·
Exceeded capacity charge

p
kVA

day

100
p
£









(26)

The fixed costs (Fc) per year are obtained applying Equation (27):

Fc

(

£

year

)

=
Fixed charge

(

p
day

)

100
p
£

·365days. (27)
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Finally, consumption band costs (Consmpc) are calculated considering the energy
consumption at each band time multiplied by the corresponding band charge as follows
(Equation (28)):

Consmpc

(

£

year

)

=
Energy consumption(kWh)·consumption band charge

( p
kWh

)

100
p
£

. (28)

Additionally, the installation costs incurred when the power connection capacity is
upgraded are also considered within the scope of this study. According to Energy UK [60],
for an upgrade of between 200 kVA and 1000 kVA, the approximate connection costs would
be between GBP 4500 and GBP 75,000. Assuming the required power connection capacity
would need to increase from 150 kW to 600 kW (i.e., approximately 667 kVA considering a
PF of 0.9) for scenario 1 and scenario 2, the assumed network upgrade cost for this study
has been obtained by interpolation. The cost assumed is GBP 45,740 [60].

2.6.3. Cost of BESS

For the cost of the BESS, a capital cost of GBP 254/kWh [61] and GBP 2.5/kWh-year
in Operation and Maintenance (O and M) costs [62] have been used.

The BESS capital costs are obtained using Equation (29):

BESSCc(£) = CBESS (MWh)·
1000 kWh

1 MWh
·254

£

kWh
. (29)

The O and M cost of the BESS has been calculated in Equation (30).

BESSOMc(£) = CBESS (MWh)·
1000 kWh

1 MWh
·2.5

£

kWh per year
·BESS lifetime (years). (30)

BESS lifetime has been assumed to be 15 years [61,62]. In Table 4, the total cost of the
BESS (BESSc) has been calculated for each BESS capacity (CBESS) as the addition of BESSCc

and BESSOMc.

Table 4. Total cost of BESS for a lifetime of 15 years.

BESS Capacity (MWh) Capital Cost (£) O&M Cost (£)
Total Cost in
15 Years (£)

0.05 12,700 1875 14,575
0.1 25,400 3750 29,150
0.5 127,000 18,750 145,750
1 254,000 37,500 291,500
5 1,270,000 187,500 1,457,500

10 2,540,000 375,000 2,915,000

2.6.4. Cost of PV Panels

For the PV installation, it has been assumed a PV panel capital cost equal to £1.25/WDC

and O and M cost equal to GBP 17.92/kWp-year [63].
The PV panel capital costs are obtained using Equation (31):

PVCc(£) = Number of PV panels·PV panel power output (W)·1.25
£

WDC
(31)

The O and M cost of the PV installation has been calculated in Equation (32).

PVOMc(£) = Number of PV panels·PV panel power output (W)·
1 kW

1000 W
·17.92

£

kWp per year
·PV lifetime (years) (32)
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Table 5 shows the total cost for the PV installation (PVc) considering a lifetime of
15 years, as the addition of PVCc and PVOMc.

Table 5. Total cost of PV installation for a lifetime of 15 years.

Number of
PV Panels

PV Panel Power
Output, STC (W)

PV System
Size (MW)

Capital
Cost (£)

O and M
Costs (£)

Total Cost in
15 Years (£)

1864 270 0.5 629,100 135,282 764,382

2.6.5. Revenue from the Sale of PV Surplus Solar Energy

For the WMD, it is assumed that the surplus solar energy that cannot be stored is sold
back to the grid, and this generates an annual revenue that is considered in the total costs
(Equation (33)). For this study, a sale price of 5 pence per kWh has been used [64].

Revc(£/year) =
Sale price

( p
kWh

)

·surplus solar energy(kWh)

100 p/£
(33)

3. Results

3.1. Economic Impact of Introducing PV Panels and a BESS on Site to Reduce the Consumption
from the Grid at Higher Electricity and Network Prices; Comparison between Scenario 1 and
Scenario 2

The effect of installing PV panels and a BESS on site can be seen by comparing
Figures 7 and 8.

Revୡ(£/year) = Sale price ቀ pkWhቁ ∙ surplus solar energy(kWh)100 p/£

ff

ff

ff

Figure 7. Hourly energy purchased from the grid for a day for scenario 1.

 

 

  

(a) (b) 

ff

Figure 8. Comparison of the hourly energy consumption from the grid: (a) with only PV panels and

(b) with PV panels and a BESS of 0.5 MWh (scenario 2).
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Figure 7 shows hourly values of energy purchased from the grid for scenario 1. For this
scenario, the WMD energy demand is entirely covered by the grid because there are no PV
panels and BESS installed on site. The coloured areas represent each network consumption
band based on the time of the day.

The effects of incorporating PV panels and a BESS into the system (scenario 2) can
be seen in Figure 8. Results show hourly energy consumption (i.e., WMD demand), PV
solar energy generation (i.e., modelled PV generation), and the energy purchased from
the grid for a day during the weekend in February. The WMD demand only reflects the
demand from the building as the eRCV fleet does not operate during the weekends. As
with Figure 7, the area under the line that represents the energy purchased from the grid
(i.e., purple) is coloured in green, amber, and red representing the different consumption
time bands. There are areas that are not shaded and implies no energy is being drawn
from the grid.

First, to highlight the importance of adding a BESS into the system to reduce the
consumption from the grid at higher electricity prices, Figure 8a shows the hourly energy
results obtained if only PV panels are installed at the WMD. The consumption from the
grid is reduced in comparison with scenario 1 (Figure 7) but only a small portion of the
solar energy generated is used directly by the WMD. An important amount of the energy
generated is not used instantaneously and is sold back to the grid (i.e., surplus solar energy).
When the energy demand is higher than the PV solar energy generation, the grid is required
to cover the demand. This occurs in amber and red consumption bands and, therefore,
when the electricity cost is at its peak, reducing the economic benefits.

However, when a BESS of capacity equal to 0.5 MWh is installed together with the PV
panels (Figure 8b), the surplus solar energy is stored in the BESS to be used at a later time
when solar energy is not available to cover the energy demand, and the network costs and
electricity prices are at their highest values. This reduces the consumption from the grid
further and allows the system to be independent of the grid during the highest electricity
price periods, and the highest network consumption band (i.e., red band).

It can be concluded that the BESS plays a key role to maximise the benefits of solar
energy generation on site for scenario 2.

The size of the BESS will have a direct impact on the reduction of the dependency of
the depot on the grid, and therefore, an impact on energy and network costs. This is shown
in Figure 9 using two different BESS capacities for illustration, a 0.5 MWh BESS (Figure 9a)
and a 5 MWh BESS (Figure 9b). Figure 9 shows the monthly energy purchased from the
grid, the monthly solar energy consumed directly from the PV panels (“consumed from
PV”), the monthly solar energy stored at the BESS (stated as “to BESS” in the figure) for
later use (“from BESS”) and the solar surplus energy sold to the grid (“PV solar surplus”).

  

(a) (b) 

ff tt

Cୗୗ

Figure 9. Monthly energy simulation results for scenario 2 using a BESS with a capacity of:

(a) 0.5 MWh and (b) 5 MWh. The positive values on each graph represent the energy consump-

tion from the grid, from solar, either directly, or via the BESS. The negative values indicate solar

energy generation and energy storage in the BESS.
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With a smaller BESS, 0.5 MWh in this case, a lower fraction of the surplus solar energy
is stored in the BESS when compared to the surplus solar energy stored with a larger BESS.
Here, the BESS is not able to store all the solar energy generated from the PV installation,
and a large fraction of the surplus solar energy is sold to the grid, failing to materialise
the reduction in grid dependency. A larger BESS, 5 MWh, is able to store most of the
solar energy generated for later use, reducing the energy required from the grid. This is
especially relevant in summer months when solar energy generation is at its maximum and
the limiting factor is the BESS capacity. In winter months, in contrast, the solar generation
decreases, and an increase of the BESS size does not reduce the grid dependency. This will
be shown in depth in later in the paper.

The energy demand drawn from the grid at different battery capacities can be seen in
Figure 10, on an annual basis. For the purpose of the analysis, Figure 10 also includes the
results obtained for scenario 1 (No PV or BESS). As the BESS capacity increases, the energy
consumed from the grid decreases. This is shown by the decreased purple line in the graph.

ff tt

CୗୗFigure 10. Energy demand covered by the grid for scenario 1 and scenario 2 (purple line), and the

breakdown of energy demand covered by the grid, by direct PV generation and by the solar via the

BESS for CBESS of 0.5 MWh and 5 MWh as examples (pie charts).

A detailed breakdown is shown for the two BESS analysed before, 0.5 MWh and
5 MWh. At 0.5 MWh, the energy demand from the grid is lowered by 15%. The energy
demand is covered as follows: 85% of the energy demand is covered by the grid, 8% is
covered directly by the PV generation, and a further 7% is covered by the excess solar
energy stored in the BESS. With a BESS of 5 MWh, the energy demand from the grid is
lowered by 26% and is broken down into 74% of demand covered by the grid, 8% directly
from PV generation, and 18% from solar energy stored in the BESS. For a BESS with a
capacity of 10 MWh, a 27% reduction in grid supply is possible.

The hourly energy simulation results for scenario 2 can be seen in Figure 11 for a week
in February (Figure 11a) and in July (Figure 11b) for a BESS of 5 MWh.

The BESS SoC can be seen at the top of Figure 11 (green line). In the middle, the energy
consumption from the eRCV fleet is shown with a blue line. At the bottom of Figure 11,
hourly values of modelled solar energy generation (yellow), WMD energy demand (orange),
and energy purchased from the grid (purple) are shown. Hour 0 corresponds to the hour
after the 00:00 h on Saturday morning, and the last value (i.e., 23:00 h) corresponds to the
last hour of the following Friday night. As can be seen, the eRCV fleet is charged from
Monday to Friday, commensurate with the usage patterns discussed previously.

Considering Figure 11a as an example of a week in winter, it can be seen that the
energy to cover the eRCV’s demand comes entirely from the grid. The benefits of having
local PV generation installed and a BESS are minimised when compared to other seasons
(i.e., Figure 11b) due to significantly less PV generation in winter.
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(a) 

(b) 

ff

Figure 11. Hourly energy distribution for scenario 2 with a BESS capacity of 5 MWh in a week in (a);

February and (b) July.

However, in summer (Figure 11b), consumption from the grid is reduced significantly,
for both the WMD building and the eRCV fleet. During the weekend, the WMD is totally
independent from the grid, and due to storing surplus solar energy, the BESS becomes fully
charged. Here then, the BESS has stored enough energy to charge part of the fleet at night.
On Mondays, the fleet is almost completely charged using the energy stored in the BESS
from the weekend PV generation.

The lifetime costs for scenario 1 and for scenario 2 at different BESS capacities have
been calculated as shown in Figure 12. The total costs are itemised by network costs, cost
of energy, cost of BESS, and cost of PV panels. The revenue from the sale of any surplus
solar energy for scenario 2 has been subtracted from the cost of energy.

tt

ff tt

tt

ff tt Cୗୗ

Figure 12. Total cost over system lifetime for scenario 1 and scenario 2.
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From the figure, the larger the BESS capacity, the lower the cost of energy. The
introduction of a BESS and PV generation would be justified for the purpose of reducing
the cost of energy and dependency on the grid. However, when all amortised costs are
included (i.e., cost of BESS, cost of PV panels), some battery capacities cease to be economic
as a method for annual electricity cost reduction, when compared with scenario 1.

The scenario that reduces the total costs over the system lifetime the most corresponds
to scenario 2 with BESS of 1 MWh of capacity. When compared with scenario 1, the total
cost reduction over the system lifetime is GBP 530,000.

The system costs for scenario 1 and scenario 2 (itemised at different battery capacities)
can be seen in detail in Table 6.

Table 6. System cost at different battery capacities (CBESS) for scenario 1 and scenario 2.

Power
Connection

Capacity
(MW)

Scenarios

Cost of
Energy

per Year
(£)

Surplus
Solar

Energy
Revenue
per Year

(£)

BESS
Capital
Cost (£)

BESS O
and M
Cost (£)

PV
Capital
Cost (£)

PV O
and M
Cost (£)

Network
Cost over
System

Lifetime
(£)

Total
Cost over
System

Lifetime
(mil£)

0.6

Scenario 1 460,405 0 0 0 0 0 222,443 7.13

Scenario 2
(MWh)

0.05 407,211 11,111 12,700 1875

629,100 135,282

203,362 6.92
0.1 402,385 10,558 25,400 3750 200,510 6.87
0.5 379,530 7332 127,000 18,750 194,168 6.69
1 361,592 4719 254,000 37,500 191,882 6.60
5 329,997 76 1,270,000 187,500 191,205 7.36

10 329,479 0 2,540,000 375,000 191,194 8.81

The cost of energy, especially for smaller BESS’s, has the most significant influence
on the total costs (i.e., between 88% and 56%). For batteries with higher capacities (i.e.,
5 MWh), between 20% and 33% of the total cost over the system lifetime comes from the
cost of the BESS (i.e., BESS capital cost and BESS O and M cost).

The network cost over the system lifetime is also presented in Table 6 as an addition
of all associated costs; capacity cost, fixed cost, cost of network upgrade, and consumption
band cost. Exceeded capacity costs are not included because the capacity connection is not
exceeded for scenario 2, nor for scenario 1 in this particular case.

As can be seen in Table 6, the network cost decreases as the BESS increases, the highest
costs are for scenario 1, and the lowest are for scenario 2 with a BESS of 10 MWh. Network
cost is reduced due to the reduction in network consumption costs as shown in Figure 13.

ff

ff

ffi

Figure 13. Network consumption cost per year for scenario 1 and scenario 2.
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Figure 13 shows the network consumption cost per year at each consumption band
for scenario 1 and scenario 2 for different BESS capacities.

The difference in red consumption band costs between scenario 1 and scenario 2
for a BESS capacity of 0.05 MWh is significant. The costs associated with the red band
consumption decreases by 43%. For BESS bigger than 0.5 MWh, the cost for the red
consumption band is no longer reduced and remains constant at 57%. Most of the reduction
within the red band is achieved in summer, when there is enough stored solar energy at the
BESS to be used by the system during the red band period, eliminating the need for grid
energy in this period. In the winter, there is insufficient PV generation to reduce the red
band consumption irrespective of the BESS size.

The costs linked to the amber band also decrease in scenario 2, when compared to
scenario 1. Compared to the results obtained for the red band, the costs linked to the amber
band can be reduced further for a BESS larger than 0.5 MWh. This is because the amber
band takes place later in the day than the red band, so the maximum reduction is achieved
with a larger BESS capable of supplying the system with stored excess solar energy for a
longer period.

This can be seen for the costs associated with the green band, which is only reduced
with a BESS over 1 MWh, because those are the ones capable of storing enough excess
solar energy to cover the demand at the beginning of the evening period when the green
band is active.

Overall, based on the analysis performed for scenario 1 and scenario 2, it can be
concluded that the installation of PV panels and BESS could benefit the economics of a
logistics or commercial company when a fleet is electrified and consequently, the energy
demand on site proportionately increases.

The algorithm applied in scenario 2 successfully achieves the objective set to reduce
the consumption from the grid during higher electricity and network price periods as
shown. Here, the total costs over the system lifetime are reduced approximately by GBP
530,000 when PV panels and a BESS of 1 MWh are installed when compared to scenario 1.

Next, the study examines the outcomes for scenario 3 for comparison with scenario 1.
Due to the constraint set on the algorithm developed for scenario 3 (the power capacity
connection on the WMD when the fleet is electrified cannot be upgraded and the grid
connection remains at 0.15 MW), and in order to successfully compare this with scenario 1,
the power connection for scenario 1 is also assumed to remain at 0.15 MW.

3.2. Economic Impact of Introducing PV Panels and BESS on Site to Avoid the Upgrade of the Grid
Power Connection When the Fleet Is Electrified; Comparison between Scenario 1 and Scenario 3

This section aims to examine one of the barriers that logistics and commercial com-
panies face when they wish to electrify their fleet. That is, a significant increase in energy
demand on site, with a constrained grid power connection.

To meet the aim of the section, first, the results obtained from the simulation are
analysed. Then, scenario 3 results are compared to scenario 1. From this, the objective
to determine the relevance of having PV panels and BESS installed on site under the
circumstances described can be met. At the end of the section, all the scenarios studied are
compared and discussed further.

The hourly distribution of energy for scenario 3 can be seen in Figure 14 for a week in
February (Figure 14a) and for a week in July (Figure 14b). The BESS capacity used in the
simulation corresponds to 5 MWh, as before. In the figure, the SoC of the BESS is plotted at
the top (green colour), below is the hourly energy consumption from the eRCV fleet (blue
line) and at the bottom, the hourly modelled PV generation, the WMD energy demand,
and the energy purchased from the grid. Again, the first point of Figure 14 corresponds to
a Saturday at 00:00 h, and the last one corresponds to a Friday at 23:00 h.
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Figure 14. Hourly energy distribution for scenario 3 with a BESS capacity of 5 MWh in a week in

(a) February and (b) July.

On initial inspection, it can be seen that the BESS with 5 MWh capacity is not able
to keep the power capacity connection under the initial constraint (i.e., 0.15 MW). This is
shown in Figure 14a based on the hourly energy purchased from the grid (purple line).

Here, this happens in three out of seven days in the week. During winter months, the
BESS is fully charged on weekends (when the eRCV fleet does not operate) from the grid
due to the lower PV generation at this time of the year. This allows the system to avoid
exceeding the power connection capacity during the first days of the week (i.e., Monday
to Wednesday); however, for the rest of the week, the BESS is not large enough to prevent
the power connection capacity from being exceeded in order to successfully charge the
eRCV fleet.

In summer (Figure 14b), the system is less dependent on the grid to charge the BESS,
and more importantly, the BESS is capable of avoiding exceeding the power connection
capacity contracted with the grid network. At this time of the year, PV solar energy
generation is at its highest, and it maximises the potential of having PV panels and a
BESS installed.

Considering that the constraint set for the algorithm created for scenario 3 has not been
met with a BESS of 5 MWh, a larger BESS of 10 MWh was investigated for the simulation,
the results obtained can be seen in Figure 15.
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SoC

(a) 

(b) 

Figure 15. Hourly energy distribution for scenario 3 with a BESS capacity of 10 MWh in a week in

(a) February and (b) July.

Here, with a 10 MWh BESS, the system can keep the power connection capacity within
the contracted rating both in winter (Figure 15a) and summer (Figure 15b).

In winter (Figure 15a), the BESS is fully charged during the weekend and stores a
higher amount of energy when compared to the smaller BESS, enough to provide energy to
the eRCV fleet through the week so the power connection does not have to be upgraded.
The BESS is fully charged on Monday and discharged to almost of a 20% of its SoC by the
following Friday. It is important to consider that the system needs an almost continuous
supply from the grid to be able to achieve the objective set in the algorithm. The BESS is
almost fully discharged on Saturday morning when the eRCV fleet has been fully recharged
over the previous night.

However, in summer (Figure 15b), the BESS starts the week almost fully charged, and
it is only discharged to approximately 60% of its capacity by the end of the week.

As seen in Figure 15, the algorithm has some limitations that could be further improved
and are considered a future work. For example, the energy purchased from the grid in
summer could be optimised considering the BESS is not discharged below 50% SoC. The
algorithm is set to receive the energy from the grid at the maximum connection power
capacity, but in summer, it can be reduced and by doing so, the cost of energy would also
be reduced too. Additionally, simulation results in Figures 14b and 15b reveal that part
of the solar energy generation is not used on site. Approximately 10% and 13% of the PV
energy generation is sold to the grid with a BESS of 5 MWh and 10 MWh, respectively. As
can be seen in both figures, on Monday, when the PV installation starts to generate solar
energy, the BESS is almost fully charged and, therefore, the solar energy has to be sold to
the grid.

The total cost over the system lifetime has been estimated for scenario 1 and for
scenario 3. The results being presented in Table 7.
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Table 7. System cost at for scenario 1 and scenario 3 (with a BESS of 10 MWh).

Power
Connection

Capacity
(MW)

Scenarios

Cost of
Energy

per Year
(£)

Surplus
Solar

Energy
Revenue
per Year

(£)

BESS
Capital
Cost (£)

BESS O
and M
Cost (£)

PV
Capital
Cost (£)

PV O
and M
Cost (£)

Network
Cost over
System

Lifetime
(£)

Total
Cost over
System

Lifetime
(mil£)

0.15

Scenario 1 460,405 0 0 0 0 0 908,840 7.81

Scenario 3
5 MWh 421,791 2098 1,270,000 187,500

629,100 135,282
231,878 8.75

10 MWh 427,450 1790 2,540,000 375,000 167,849 10.23

As can be seen, the cost of energy is reduced when PV panels and a BESS are installed
when compared with scenario 1.

Furthermore, the network costs are also reduced significantly when scenario 3 is
compared with scenario 1. In detail, when PV panels and a BESS of 5 MWh or 10 MWh are
on site, the network costs are reduced approximately by 75% and 82%. This provides one
of the potential benefits of using a BESS for fleet electrification, as it allows the system to
increase the energy demand without exceeding the grid connection power capacity and
incurring the extra costs associated with that.

For this particular scenario, the only BESS capable of keeping the grid connection
power capacity to the original value (i.e., 0.15 MW) is a BESS with a capacity of 10 MWh.
However, when all amortised costs are considered, the total cost over the system lifetime
increases significantly when the BESS and the PV panels are installed.

3.3. Is It Economically Feasible to Use PV Panels and a BESS for Freight Fleet Electrification?;
Comparison between Scenario 1, Scenario 2 and Scenario 3

The total costs over the system lifetime have been compared between scenario 1,
considering both grid connection power capacities (i.e., 0.15 MW and 0.6 MW) in scenario 2
and scenario 3. For scenario 2, the BESS considered for the analysis has a capacity of 1 MWh
because this is the one that reduces the total costs over the system lifetime the most. For
scenario 3, a BESS with a capacity of 10 MWh has been selected for the analysis on account
of being the only BESS capable of constraining the grid connection power to within the
contracted capacity.

The total costs over the system lifetime for each scenario are compared in Figure 16a.
As can be seen, the most feasible option, in terms of total costs, corresponds to scenario 2.
This is characterised by having PV panels and a BESS installed on site. The objective
behind scenario 2 is to reduce the consumption from the grid during peak price periods,
considering that the introduction of the electric fleet increases the electricity demand of the
site considerably. From Figure 16a, it is more cost effective to upgrade the power connection
than purchase a larger BESS, if connection capacity is not network constrained at the site.

However, if the upgrade of the power connection capacity is not an option for the
logistics or commercial company (i.e., 0.15 MW) due to network constraints out of their
control, it would still be worth further exploring the potential benefits of introducing PV
panels and a larger BESS. This allows the system to meet the increased energy demand
without surpassing the grid connection power capacity. If compared with scenario 1 for
the same power connection capacity, the benefits of introducing a 10 MWh BESS when
the power connection is not upgraded can be seen in the reduction of the excess capacity
charge incurred by the site from approximately GBP 0.8 M to zero (Figure 16b). However,
economically it would be difficult due to the high cost of the large BESS shown in Figure 16a
(scenario 3). Although the cost of energy storage technology has been decreasing over the
last decade [65,66] and from [61], cost projections show a further reduction of between 28%
and 58% in capital cost by 2030, BESS cost is still a major barrier to these systems.

If the logistics or commercial company has no intention of installing PV panels and
a BESS (i.e., scenario 1), the upgrade of the power capacity connection could reduce the
total costs over the system lifetime by approximately GBP 680,000 when compared to
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incurring network excess capacity charges when the grid connection power capacity is
exceeded (Figure 16b).

ff

ffi

  

(a) (b) 

Figure 16. Comparison between the three scenarios regarding (a) the total cost over the system

lifetime and (b) the network cost over system lifetime.

4. Conclusions

This study sought to evaluate the impacts on costs when a company electrifies its
fleet based on two different priorities: On one hand, avoiding the use of the grid dur-
ing peak price periods at the expense of upgrading the power connection; On the other
hand, avoiding any power connection upgrade at the expense of possibly incurring excess
capacity charges. These two priorities aim to represent the real-life challenge that logis-
tics and commercial companies currently face when it comes to fleet electrification. The
choice of prioritising one over the other can be influenced by operational requirements or
technical constraints.

There are not many references in the literature addressing this challenge, together
with renewable energy generation and a BESS. Moreover, publications tend to solve the
issue by modifying the charging schedule. However, in real life, this would imply a change
in operational requirements and, most of the time, this is not an option.

To fill the gap identified in the literature, this study analyses three different scenarios.
For all scenarios, it is assumed that the fleet has been electrified and the energy demand on
site has increased significantly. In scenario 1, the logistics or commercial company is not
using PV panels and a BESS on site. In contrast, scenario 2 and scenario 3 have PV panels
and a BESS installed. However, in scenario 3, the company has a technical constraint, and
the power capacity connection cannot be upgraded.

For that purpose, two rule-based energy management algorithms have been developed
to manage the energy distribution for scenarios 2 and 3.

As presented, the scenario that reduces costs the most is scenario 2, utilising a 1 MWh
BESS. This could reduce the total costs over the system lifetime by GBP 530,000.

It has been demonstrated that having PV panels and a BESS on site reduces the cost of
energy for all the scenarios explored, whether the priority is to reduce the grid dependency
at peak times or to avoid the upgrade of the power connection.

At times, the upgrade of the power connection is not an option for different reasons
outside the customer’s control. Under these circumstances, the system incurs an extra cost
due to the excess capacity charge if the grid connection power capacity is surpassed. It
has been demonstrated that under these circumstances, a BESS with a capacity of 10 MWh
allows the system to meet the energy requirements without exceeding the contacted grid
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connection power capacity. However, when all amortised costs are included, the use of PV
panels and a BESS of the required size cease to be a feasible solution. The cost of the BESS
minimises the potential benefits under this scenario. Further improvement is required for
the algorithm developed under the grid connection power constraint and forms part of
future research. The limitations of the algorithm could be improved by optimising the
energy purchased from the grid in summer. During this time, the BESS is not discharged
below 50% SoC. The algorithm is set to receive the energy from the grid at the maximum
connection power capacity, but in summer, this could be reduced and by doing so, the
cost of energy would also be reduced. Additionally, simulation results reveal that part of
the PV generation is not used on site, with approximately between 10% and 13% of PV
energy generation being sold to the grid when a BESS of 5 MWh and 10 MWh are installed,
respectively. Finally, battery degradation is going to be considered in the economic cost
analysis for future research.
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