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Abstract

This paper is devoted to the study of the inhomogeneous wave equation with singular (less than con-
tinuous) time dependent coefficients. Particular attention is given to the role of the lower order terms and 
suitable Levi conditions are formulated in order to obtain a very weak solution as introduced in [15]. Very 
weak solutions for this kind of equations are also investigated from a numerical point of view in two toy 
models: the wave equation with a Heaviside function and a delta distribution, respectively, as coefficient in 
its principal part.
© 2022 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).

MSC: primary 35L05:, 35L10; secondary 35D99

Keywords: Hyperbolic equations; Very weak solutions; Regularisation

1. Introduction

In this paper we want to study the well-posedness of the Cauchy problem on [0, T ] ×Rn for 
wave equations of the type
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∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x), (1)

where

l(t, ∂t , ∂x) =
n∑

i=1

ci(t)∂xi
+ d(t)∂t + e(t).

We assume that the coefficients of the principal part are real and that ai(t) ≥ 0 for all t ∈ [0, T ]
and i = 1, . . . , n. It follows that this equation is hyperbolic but not necessarily strictly hyper-
bolic. This equation has been widely investigated when the coefficients are regular (for instance, 
continuous, Ck or C∞ [6,8]) but this is not the case when the coefficients are discontinuous or 
more in general singular (distributional). Note that, in view of the famous Schwartz impossibility 
result on multiplication of distributions [31], a fundamental question arises immediately: how to 
interpret the equation (1) when both coefficients and u are distributions? This question has been 
answered in [15] by introducing the notion of a very weak solution. However, the results obtained 
in [15] hold only for homogeneous hyperbolic equations (l = 0 and f = 0). In this paper we want 
to complete the study started in [15] by formulating suitable Levi conditions on the lower order 
terms adapted to the case of singular coefficients.

Hyperbolic equations model different phenomena in physics from propagation of waves into 
a multi-layered medium to refraction in crystals. From a purely analytical point of view they 
present very interesting properties and their study requires a careful combination of different 
techniques, from linear algebra (symmetrisation, quasi-symmetrisation, diagonalisation, etc.) 
to functional analysis and operator theory (energy estimates, pseudo-differential and Fourier-
integral operators, microlocal analysis, etc.). Every hyperbolic equation of order m is associated 
to its characteristic polynomial which has exactly m real roots. When they are distinct the equa-
tion is called strictly hyperbolic, when the roots have multiplicities the equation is called weakly 
hyperbolic. While strictly hyperbolic have been widely investigated by the mathematical com-
munity (see [8,20] and references therein) the same is not true for weakly hyperbolic equations. 
For this last class of equations the well-posedness of the corresponding Cauchy problem heavily 
depends on the regularity of the coefficients, on the assumptions on the lower order terms (Levi 
conditions) and the choice of the function space where to work. Usually, one obtains results of 
Gevrey well-posedness when C∞ well-posedness cannot be achieved. For a non exhausting lit-
erature overview on the subject we refer the reader to [6–8,11–14,16–25,27,28]. In this paper 
we address a problem which presents two level of difficulty: its coefficients are singular (so the 
majority of the known analytical methods cannot be directly applied) and it has multiplicities.

In the sequel we summarise the state of the art on the Cauchy problem

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

u(0, x) = g0(x),

∂ u(0, x) = g (x).

(2)
t 1
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We rewrite the equation in (2), using the notation Dt = −i∂t and Dxi
= −i∂xi

to get

D2
t u(t, x) −

n∑
i=1

ai(t)D
2
xi

u(t, x) − l(t, iDt, iDx)u(t, x) = −f (t, x),

u(0, x) = g0(x),

Dtu(0, x) = −ig1(x).

(3)

Note that this equation has characteristic polynomial

P(t, τ, ξ) = τ 2 −
n∑

i=1

ai(t)ξ
2
i ,

with real roots

λ1,2 = ±
√√√√ n∑

i=1

ai(t)ξ
2
i , (4)

which coincide, for ξ �= 0, when

ai(t) = 0 ∀i = 1, . . . , n.

Now we adopt the notation introduced in [25] and [14] to denote by A2−j+1 the operator of order 
2 − j + 1 and by A(2−j+1) its principal part, for j = 1, 2. We rewrite (3) as

D2
t u(t, x) + A1(t,Dx)Dtu(t, x) + A2(t,Dx)u(t, x) = −f (t, x),

u(0, x) = g0(x),

Dtu(0, x) = −ig1(x),

(5)

where A1 = −id(t) and hence A(1) = 0

and A2 = −
n∑

i=1

ai(t)D
2
xi

− i
n∑

i=1

ci(t)Dxi
− e(t) and hence A(2) = −

n∑
i=1

ai(t)D
2
xi

.

In [14] it has been proven that when the equation coefficients are regular enough, namely of 
class Ck with k ≥ 2, and f is identically zero then the Cauchy problem above is well-posed in 
Gevrey classes, provided that two sets of hypotheses are fulfilled: on the roots λj and on the
lower order terms.

In detail, we assume that

• the roots λj (t, ξ) fulfil the condition introduced by Kinoshita and Spagnolo in [25]:

∃M > 0 : λ1(t, ξ)2 + λ2(t, ξ)2 ≤ M(λ1(t, ξ) − λ2(t, ξ))2, t ∈ [0, T ], for all ξ. (6)
133
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• and the lower order terms satisfy the Levi conditions stated in [14]: for all j = 1, 2 there 
exists Cj > 0 such that

∣∣(A2 − A(2))(t, ξ)
∣∣2 ≤ C1(λ

2
1(t, ξ) + λ2

2(t, ξ)),∣∣(A1 − A(1))(t, ξ)
∣∣2 ≤ C2,

(7)

for all t ∈ [0, T ] and for ξ away from 0 (i.e., for |ξ | ≥ R for some R > 0).

Note that the Kinoshita-Spagnolo condition on the roots can be stated more in general for any 
hyperbolic equation of order m ≥ 2 and it is trivially fulfilled when m = 2. Indeed, for λ1,2 as in 
(4) we have

∃M > 0 : 2
n∑

i=1

ai(t)ξ
2
i ≤ M

(
4

n∑
i=1

ai(t)ξ
2
i

)
,

which is satisfied for M = 1 since ai(t) ≥ 0 for all t ∈ [0, T ] and i = 1, . . . , n. The Levi condi-
tions (7) can be reformulated as follows: ∃C1, C2 > 0 such that∣∣∣∣∣i

n∑
i=1

ci(t)ξi + e(t)

∣∣∣∣∣
2

≤ C1

(
2

n∑
i=1

ai(t)ξ
2
i

)
, (8)

|d(t)|2 ≤ C2,

for t ∈ [0, T ] and ξ away from 0. The condition on d is trivial if this coefficient is at least 
continuous. Summarising, making use of the notations introduced so far, we can state the well-
posedness result proven in [14].

Theorem 1.1 (Theorem 2 in [14]). Let

D2
t u(t, x) + A1(t,Dx)Dtu(t, x) + A2(t,Dx)u(t, x) = 0,

u(0, x) = g0(x),

Dtu(0, x) = −ig1(x),

(9)

where the operators A1 and A2 are defined in (5). Assume that the equation coefficients are 
continuous with the ones of the principal part of class Ck with k ≥ 2. Let g0, g1 ∈ γ s(Rn). If 
there exists C1 > 0 such that∣∣(A2 − A(2))(t, ξ)

∣∣2 ≤ C1(λ
2
1(t, ξ) + λ2

2(t, ξ)),

for all t ∈ [0, T ] and for ξ away from 0, then the Cauchy problem above has a unique solution 
u ∈ C2([0, T ]; γ s(Rn)) provided that

1 ≤ s ≤ 1 + k
.

2
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It is our aim in this paper to generalise Theorem 1.1 in two different ways:

(i) by introducing a non-identically zero right-hand side f ;
(ii) by lowering the regularity of the coefficients.

This will involve a mix of techniques from quasi-symmetriser to regularisations and very weak 
solutions. We will first extend Theorem 1.1 to f �= 0 and we will then pass to consider non-
regular coefficients. For a better understanding of very weak solutions and regularisation methods 
we refer the reader to [15] and to the recent work by Ruzhansky and collaborators in [1–4,29,30].

The paper is organised as follows: In Section 2 we introduce the right-hand side f and we 
prove well-posedness of the Cauchy problem for the weakly hyperbolic inhomogeneous wave 
equation with smooth coefficients. In Section 3 we pass to consider singular coefficients and we 
summarise the elements of the theory of very weak solutions that are needed for this paper. Levi 
conditions on the lower order terms are formulated in Section 4 as a generalisation of the ones 
introduced in [14] for regular coefficients. Our study of the Cauchy problem for the inhomoge-
neous wave equation with singular coefficients is organised in two sections: Section 5 where we 
assume that right-hand side f and initial data are Gevrey functions (Case 1) and Section 6 where 
the right-hand side and initial data are compactly supported distributions (Case 2). Uniqueness 
in the very weak sense and consistency with classical results are discussed in Section 7. Finally, 
in Section 8 we focus on two toy models: the wave equation in dimension 1 with a Heaviside 
function and a delta distribution, respectively, as a coefficient in the principal part. We recall the 
results known for these equations (with a particular focus on Oleinik’s analysis of second order 
hyperbolic equations in [27]) and we prove consistency with our very weak approach. Note that 
our result on the wave equation with a Heaviside function as a coefficient extends a previous 
result in [10] known only when the jump is between two positive constants. Here we allow one 
of the constants to be 0. The analysis of the toy models is supported by some numerical experi-
ments where we investigate the limiting behaviour of very weak solutions and we show that it is 
independent of the employed regularisation method. The paper ends with an appendix where we 
collect the needed background on the quasi-symmetriser employed throughout the paper.

2. Introduction of the right-hand side f

We begin by working on the case of regular coefficients as in [25] and [14] and we show that 
the well-posedness result obtained in these papers holds also in presence of a right-hand side f
which is not identically zero. This requires to employ the quasi-symmetriser associated to the 
equation whose general definition and main properties for matrices in Sylvester form of any size 
are collected in the appendix at the end of the paper. For the sake of simplicity, we write here 
only the quasi-symmetriser employed for equations of the second order and we refer the reader 
to the appendix for an exhaustive survey on the topic. Making use of the transformation

u1 = 〈Dx〉u, u2 = Dtu,

where 〈Dx〉 is the pseudo-differential operator with symbol 〈ξ 〉 = (1 + |ξ |2) 1
2 , we can transform 

the second order equation

D2
t u(t, x) −

n∑
ai(t)D

2
xi

u(t, x) − l(t, iDt, iDx)u(t, x) = −f (t, x)
i=1
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or equivalently

D2
t u(t, x) + A1(t,Dx)Dtu(t, x) + A2(t,Dx)u(t, x) = −f (t, x)

into the first order system

Dt

(
u1
u2

)
= M

(
u1
u2

)
−
(

0
f

)
,

where

M =
(

0 〈Dx〉
−A2(t,Dx)〈Dx〉−1 −A1(t,Dx)

)
=
(

0 〈Dx〉(∑n
i=1 aiD

2
xi

+ i
∑n

i=1 ciDxi
+ e

) 〈Dx〉−1 id

)
.

The matrix above can be written as M = A1 + B with

A1 =
(

0 〈Dx〉∑n
i=1 aiD

2
xi

〈Dx〉−1 0

)
and

B =
(

0 0(
i
∑n

i=1 ciDxi
+ e

) 〈Dx〉−1 id

)
.

Analogously, the initial conditions

u(0, x) = g0(x), Dtu(0, x) = −ig1(x),

are transformed into

u1(0, x) = 〈Dx〉g0(x), u2(0, x) = −ig1(x).

Setting U = (u1, u2)
T and F = (0, −f )T we will therefore concentrate on the following refor-

mulation of the Cauchy problem (5):

DtU = A1(t,Dx)U + B(t,Dx)U + F,

U(0) = (〈Dx〉g0,−ig1)
T .

By Fourier transforming in x (see [14]) we can equivalently study the system of ODEs

DtV = A1(t, ξ)V + B(t, ξ)V + F̂ ,

V |t=0(ξ) = V0(ξ),
(10)

where V is the 2-column with entries vj = ûj for j = 1, 2 and V0 is the 2-column with entries 
v0,1 = 〈ξ 〉ĝ0 and v0,2 = −iĝ1.
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2.1. Quasi-symmetriser for a second order hyperbolic equation

In this subsection we investigate the matrix A1(t, Dx). This is a matrix of first order pseudo-
differential operators with symbol

A1(t, ξ) =
(

0 1
−A(2)(t, ξ)〈ξ 〉−2 −A(1)(t, ξ)〈ξ 〉−1

)
〈ξ 〉

=
(

0 1∑n
i=1 ai(t)ξi

2〈ξ 〉−2 0

)
〈ξ 〉.

The matrix

A(t, ξ) := 〈ξ 〉−1A1(t, ξ) =
(

0 1∑n
i=1 ai(t)ξi

2〈ξ 〉−2 0

)
is in Sylvester form and has eigenvalues

λ̃1(t, ξ) = λ1(t, ξ)〈ξ 〉−1 and λ̃2(t, ξ) = λ2(t, ξ)〈ξ 〉−1.

This matrix has a standard quasi-symmetriser (see the appendix at the end of the paper) which is 
an Hermitian matrix defined by

Q
(2)
δ (λ̃1, λ̃2) =

(
λ̃2

1 + λ̃2
2 −(λ̃1 + λ̃2)

−(λ̃1 + λ̃2) 2

)
+ 2δ2

(
1 0
0 0

)
,

where δ ∈ (0, 1] is a parameter. Note that for 2 × 2 matrices M1 and M2 the notation M1 ≤
M2 means (M1v, v) ≤ (M2v, v) for all v ∈ C2 with (·, ·) the scalar product in C2. When the 
matrices M2 and M2 depend on variable or parameters we intend the inequality uniform with 
the respect to all the variables and parameters involved. The quasi-symmetriser Q(2)

δ has the 
following properties which we will employ in the rest of the paper:

(i) there exists a constant C > 0 such that

Cδ2I ≤ Q
(2)
δ ≤ CI ;

(ii) there exists a constant C > 0 such that

|Q(2)
δ A − A∗Q(m)

δ (λ)| ≤ CδQ
(2)
δ ;

(iii) the matrix Q(2)
δ is nearly diagonal, i.e., there exists a constant c0 > 0 such that

Q
(2)
δ ≥ c0,diagQ

(2)
δ ,

where

diagQ
(2) = diag{qδ,11, qδ,22}.
δ
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These properties have been proven in [25,14] and are discussed in more detail in the appendix 
which provides a short survey on the quasi-symmetriser for Sylvester type matrices of any size.

2.2. Well-posedness result

We are now ready to extend Theorem 1.1 to equations with a non-identically zero right-hand 
side f . We recall that the operators A1 and A2 are defined by

A1 = −id(t),

A2 = −
n∑

i=1

ai(t)D
2
xi

− i
n∑

i=1

ci(t)Dxi
− e(t),

with real coefficients ai and ai ≥ 0 for all i = 1, . . . , n. In the proof we will make use of the 
so-called Fourier transform characterisation of Gevrey functions:

(i) Let v ∈ γ s
c (Rn). Then, there exist constants c > 0 and ν > 0 such that

|̂v(ξ)| ≤ c e−ν〈ξ〉 1
s (11)

for all ξ ∈Rn.
(ii) Let v ∈ S ′(Rn). If there exist constants c > 0 and ν > 0 such that (11) holds then v ∈

γ s(Rn).

Theorem 2.1. Let

D2
t u(t, x) + A1(t,Dx)Dtu(t, x) + A2(t,Dx)u(t, x) = −f (t, x),

u(0, x) = g0(x),

Dtu(0, x) = −ig1(x).

Assume that the equation coefficients are continuous with the ones of the principal part of class 
Ck with k ≥ 2. Let g0, g1 ∈ γ s

c (Rn) and f ∈ C([0, T ]; γ s
c (Rn)). If there exists C1 > 0 such that

∣∣(A2 − A(2))(t, ξ)
∣∣2 ≤ C1(λ

2
1(t, ξ) + λ2

2(t, ξ)) (12)

for all t ∈ [0, T ] and for ξ away from 0, then the Cauchy problem above has a unique solution 
u ∈ C2([0, T ]; γ s(Rn)) provided that

1 ≤ s ≤ 1 + k

2
.

If the equation coefficients are continuous and the ones of the principal part are of class C∞
then under the Levi condition (12) the Cauchy problem is well-posed in every Gevrey class.
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Proof. This proof is based on the proof of Theorem 6 in [14]. We recall that the quasi-
symmetriser of A(λ) is

Q
(2)
δ (λ̃1, λ̃2) =

(
λ̃2

1 + λ̃2
2 −(λ̃1 + λ̃2)

−(λ̃1 + λ̃2) 2

)
+ 2δ2

(
1 0
0 0

)
,

where λ̃1,2 := 〈ξ 〉−1λ1,2(t, ξ), with λ1,2 as in (4). Hence the quasi-symmetriser becomes

Q
(2)
δ (λ̃1, λ̃2) =

(
2
∑n

i=1 aiξ
2
i 〈ξ 〉−2 0

0 2

)
+ 2δ2

(
1 0
0 0

)
.

Following Sections 4 and 5 of [14] and working on the system (10), we define the energy

Eδ(t, ξ) = (Q
(2)
δ (t, ξ)V (t, ξ),V (t, ξ)).

Following the proof of Theorem 6 in [14] we end up with the estimate

∂tEδ(t, ξ) ≤ (Kδ(t, ξ) + C2δ〈ξ 〉 + C3)Eδ(t, ξ) + |(Q(2)
δ F̂ ,V ) − (Q

(2)
δ V , F̂ )|, (13)

where Kδ(t, ξ) is defined in [14, Theorem 6] and satisfies

T∫
0

Kδ(t, ξ) dt ≤ C1δ
−2/k,

and C1, C2, C3 are positive constants. We will now deal with the additional last term which was 
not present in [14]. By direct computations we have that

|(Q(2)
δ F̂ ,V ) − (Q

(2)
δ V , F̂ )| = 2|
(Q

(2)
δ F̂ ,V )| ≤ 2| − 2f̂ V2| (14)

= 4|V2||f̂ | ≤ 2(|V2|2 + |F̂ |2).

Making now use of the fact that the quasi-symmetriser is (nearly) diagonal (see Corollary A.6 in 
the appendix) we have that

Eδ(t, ξ) = (Q
(2)
δ V ,V ) = (diag Q

(2)
δ V ,V ) =

(
2

n∑
i=1

aiξ
2
i 〈ξ 〉−2 + 2δ2

)
|V1|2 + 2|V2|2

≥ 2|V2|2,

since ai ≥ 0. Using this inequality in (14) we get that

|(Q(2)
δ F̂ ,V ) − (Q

(2)
δ V , F̂ )| ≤ 2|F̂ |2 + Eδ(t, ξ).
139



M. Discacciati, C. Garetto and C. Loizou Journal of Differential Equations 319 (2022) 131–185
Therefore (13) becomes

∂tEδ(t, ξ) ≤ (Kδ(t, ξ) + C2δ〈ξ 〉 + 2C3 + 1)Eδ(t, ξ) + 2|F̂ (t, ξ)|2
≤ (Kδ(t, ξ) + C2δ〈ξ 〉 + 2C3 + 1)Eδ(t, ξ) + 2 sup

t∈[0,T ]
|F̂ (t, ξ)|2.

By Gronwall’s lemma we obtain

Eδ(t, ξ) ≤
(

Eδ(0, ξ) + 2T sup
t∈[0,T ]

|F̂ (t, ξ)|2
)

eC1δ
− 2

k +C2T δ〈ξ〉+2T C3+T

≤
(

Eδ(0, ξ) + 2T sup
t∈[0,T ]

|F̂ (t, ξ)|2
)

eCT (δ
− 2

k +δ〈ξ〉+2C3+1)

≤
(

Eδ(0, ξ) + 2T sup
t∈[0,T ]

|F̂ (t, ξ)|2
)

C′
T eC′

T (δ
− 2

k +δ〈ξ〉).

Note that in the last term we have the same kind of inequality already analysed in the proof of 
Theorem 6 in [14], if g0, g1 ∈ γ s

c (Rn) and f ∈ C([0, T ]; γ s
c (Rn)). Hence, by setting δ−2/k =

δ〈ξ 〉 and arguing as in the proof of Theorem 6 in [14] pages 430-431, we conclude that V pos-
sesses the typical estimates

|V (t, ξ)| ≤ ce−ν〈ξ〉 1
s

of a Gevrey function of order s (uniformly with respect to t ∈ [0, T ]) provided that

1 ≤ s ≤ 1 + k

2
.

This entails the desired well-posedness result and well-posedness in every Gevrey class if k can 
be chosen arbitrarily (as in the case of smooth coefficients ai and bi ). �
Remark 2.2. In the above theorem we choose

g0, g1 ∈ γ s
c (Rn) and f ∈ C([0, T ];γ s

c (Rn)).

However, due to the finite speed of propagation, the previous result can be extended to g0, g1 ∈
γ s(Rn) and f ∈ C([0, T ]; γ s(Rn)).

3. Inhomogeneous wave equation with singular coefficients

The rest of the paper is devoted to the Cauchy problem

D2
t u(t, x) + A1(t,Dx)Dtu(t, x) + A2(t,Dx)u(t, x) = −f (t, x),

u(0, x) = g0(x),

D u(0, x) = −ig (x),
t 1
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when the coefficients of the operators

A1 = −id(t),

A2 = −
n∑

i=1

ai(t)D
2
xi

− i
n∑

i=1

ci(t)Dxi
− e(t),

are singular, i.e., compactly supported distributions. In the next subsection, we recall what is 
known about this kind of problem.

3.1. Starting point

In [15] Garetto and Ruzhansky studied second order homogeneous hyperbolic equations of 
the type

∂2
t u(t, x) −

n∑
i=1

bi(t)∂t ∂xi
u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) = 0,

u(0, x) = g0,

∂tu(0, x) = g1,

(15)

where the coefficients ai , bi are distributions with compact support included in [0, T ], such that 
ai , bi are real-valued and ai ≥ 0 for all i = 1, . . . , n. The main result of [15] is the following 
theorem.

Theorem 3.1 (Theorem 2.6 in [15]). Let the coefficients ai , bi of the Cauchy problem (15) be 
distributions with compact support included in [0, T ], such that ai , bi are real-valued and ai ≥ 0
for all i = 1, . . . , n. Let the Cauchy data g0, g1 be compactly supported distributions. Then, the 
Cauchy problem (15) has a very weak solution of order s, for all s > 1.

The concept of a very weak solution has been introduced in [15] to be able to handle equations 
which might not have a meaningful solution in the usual distributional context. For the sake of 
the reader we recall the main points of the theory of very weak solutions in the next subsection.

3.2. Regularisation techniques and very weak solutions

The main idea in our approach for equations of the type

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

where

l(t, ∂t , ∂x) =
n∑

ci(t)∂xi
+ d(t)∂t + e(t),
i=1
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is to regularise the distributional coefficients ai , ci , d and e, i = 1, . . . , n, via convolution with 
a suitable mollifier (ψ ∈ C∞

c (R), ψ ≥ 0 with 
∫

ψ = 1) obtaining families of smooth functions 
(ai,ε)ε , (ci,ε)ε , (dε)ε , (eε)ε , namely

ai,ε = ai ∗ ψω(ε), ci,ε = ci ∗ ψω(ε), dε = d ∗ ψω(ε) and eε = e ∗ ψω(ε),

where

ψω(ε)(t) = ω(ε)−1ψ(t/ω(ε))

and ω(ε) is a positive function converging to 0 as ε → 0. Analogously, we will regularise the 
right-hand side f by choosing two different mollifiers: one to regularise with respect to the 
variable t and one to regularise with respect to the variable x. This generates moderate nets of 
smooth functions in the sense explained below. In the sequel, the notation K � Rn stands for K
is a compact set in Rn.

Definition 3.2.

(i) A net of functions (fε)ε ∈ C∞(Rn)(0,1] is C∞-moderate if for all K � Rn and for all α ∈ Nn
0

there exist N ∈N0 and c > 0 such that

sup
x∈K

|∂αfε(x)| ≤ cε−N,

for all ε ∈ (0, 1].
(ii) A net of functions (fε)ε ∈ γ s(Rn)(0,1] is γ s -moderate if for all K � Rn there exists a con-

stant cK > 0 and there exists N ∈ N0 such that

|∂αfε(x)| ≤ c
|α|+1
K (α!)sε−N−|α|,

for all α ∈ Nn
0 , x ∈ K and ε ∈ (0, 1].

(iii) A net of functions (fε)ε ∈ C∞([0, T ]; γ s(Rn))(0,1] is C∞([0, T ]; γ s(Rn))-moderate if for 
all K � Rn there exist N ∈ N0, c > 0 and, for all k ∈ N0 there exist Nk ∈ N0 and ck > 0
such that

|∂k
t ∂α

x uε(t, x)| ≤ ckε
−Nkc|α|+1(α!)sε−N−|α|,

for all α ∈ Nn
0 , for all t ∈ [0, T ], x ∈ K and ε ∈ (0, 1].

Remark 3.3. Note that the definition of C∞-moderateness above is natural in the sense that 
regularisations of distributions are moderate. Indeed, one can prove (see Proposition 2.1 in [11]
and references therein) that if u ∈ E ′(Rn) then there exists N ∈N0 and for all α ∈Nn

0 there exists 
c > 0 such that

|∂α(u ∗ ψω(ε))(x)| ≤ cω(ε)−N−|α|,

for all x ∈ Rn and ε ∈ (0, 1]. Since ω(ε) tends to 0 as ε → 0 it is not restrictive to assume that it 
is bounded. If there exists c1, c2 > 0 and r > 0 such that
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c2ε
r ≤ ω(ε) ≤ c1, (16)

for all ε ∈ (0, 1] then ω(ε) can be replaced with ε in the estimates above and we have that the net 
(u ∗ ψω(ε))ε is moderate in the sense of Definition 3.2(i).

In the sequel we will work with positive nets, i.e. nets ω(ε) → 0 such that (16) holds.
For the kind of Cauchy problems we want to deal with (hyperbolic problems with multiplic-

ities), well-posedness is classically obtained in spaces of Gevrey type. This means that we will 
use C∞-moderate nets at the level of coefficients but Gevrey-moderate nets at the level of initial 
data and solutions. More precisely, we introduce the following notion of a ‘very weak solution’ 
for the Cauchy problem (3). For simplicity, we will also call (uε)ε a Gevrey very weak solution 
(of order s), or simply a very weak solution.

Definition 3.4. Let s ≥ 1. The net (uε)ε ∈ C∞([0, T ]; γ s(Rn)) is a very weak solution of order 
s of the Cauchy problem (3) if there exist

(i) C∞-moderate regularisations ai,ε , ci,ε , dε , eε of the coefficients ai , ci , d , e, respectively, for 
i = 1, . . . , n,

(ii) C∞([0, T ]; γ s(Rn))-moderate regularisation (fε)ε of the right-hand side f ,
(iii) γ s -moderate regularisations g0,ε and g1,ε of the initial data g0 and g1, respectively,

such that (uε)ε solves the regularised problem

∂2
t uε(t, x) −

n∑
i=1

ai,ε(t)∂
2
xi

uε(t, x) + lε(t, ∂t , ∂x)uε(t, x) = fε(t, x),

uε(0, x) = g0,ε(x),

∂tuε(0, x) = g1,ε(x),

where t ∈ [0, T ], x ∈Rn and

lε(t, ∂t , ∂x) =
n∑

i=1

ci,ε(t)∂xi
+ dε(t)∂t + eε(t),

for all ε ∈ (0, 1], and is C∞([0, T ]; γ s(Rn))-moderate.

In this paper we will make use of three different types of mollifiers and corresponding nets.

(1) Classical Friedrichs mollifier: ψ ∈ C∞
c (Rn) with 

∫
ψ = 1. It can be chosen positive if 

needed. We set

ψε(x) = 1

εn
ψ(

x

ε
).

(2) Mollifier with all the moments vanishing: ϕ ∈ S (Rn) with 
∫

ϕ(x)dx = 1 and 
∫
xαϕ(x)dx=

0 for all α �= 0. As above
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ϕε(x) = 1

εn
ϕ(

x

ε
).

(3) Mollifier of order σ > 1: Let φ be a mollifier in the Gelfand-Shilov space S(σ )(R) with all 
the moments vanishing (see e.g. [26, Chapter 6] and [32]). Let χ ∈ γ σ (R) with 0 ≤ χ ≤ 1, 
χ(x) = 0 for |x| ≥ 2 and χ(x) = 1 for |x| ≤ 2. Hence

ρε(x) := ε−1φ

(
x

ε

)
χ(x| ln ε|)

is a net of Gevrey functions of order σ .

For more details about the construction of a mollifier of order σ we refer the reader to [5,15].

3.3. Negligible nets and characterisation via Fourier transform

We can now introduce the notion of a negligible net and show how moderate and negligible 
nets can be characterised at the level of the Fourier transform. All the results mentioned in the 
sequel have been proven in [15] so we recall only the statements relevant to this paper.

Definition 3.5.

(i) A net of functions (fε)ε ∈ C∞(Rn)(0,1] is C∞-negligible if for all K � Rn, for all α ∈ Nn
0

and q ∈N0 there exist c > 0 such that

sup
x∈K

|∂αfε(x)| ≤ cεq,

for all ε ∈ (0, 1].
(ii) A net of functions (fε)ε ∈ γ s(Rn)(0,1] is γ s -negligible if for all K � Rn there exists a 

constant c = cK > 0 and for all q ∈ N0 a constant cq > 0 such that

|∂αfε(x)| ≤ cqc|α|+1(α!)σ εq,

for all α ∈ Nn
0 , x ∈ K and ε ∈ (0, 1].

(iii) A net of functions (fε)ε ∈ C∞([0, T ]; γ s(Rn))(0,1] is C∞([0, T ]; γ s(Rn))-negligible if for 
all K � Rn there exists a constant c = cK > 0 and for all q ∈N0 a constant cq > 0 such that

|∂k
t ∂α

x uε(t, x)| ≤ cqc|α|+1(α!)sεq,

for all α ∈ Nn
0 , for all t ∈ [0, T ], x ∈ K and ε ∈ (0, 1].

Taking into consideration Definition 3.2 and Definition 3.5 we now pass to analyse three 
different types of nets:

• u ∗ ϕε where u ∈ γ σ
c (Rn) and ϕε is a mollifier of type (2);

• u ∗ ρε where u ∈ C∞
c (Rn) and ρε is a mollifier of type (3);

• u ∗ ρε where u ∈ E ′(Rn) and ρε is a mollifier of type (3).
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Proposition 3.6. [Proposition 4.1 in [15]] Let σ > 1. Let u ∈ γ σ
c (Rn) and let ϕ be a mollifier of 

type (2). Then

(i) there exists c > 0 such that

|∂α(u ∗ ϕε)(x)| ≤ c|α|+1(α!)σ

for all α ∈Nn
0 , x ∈Rn and ε ∈ (0, 1];

(ii) there exists c > 0 and for all q ∈N0 a constant cq > 0 such that

|∂α(u ∗ ϕε − u)(x)| ≤ cqc|α|+1(α!)σ εq,

for all α ∈Nn
0 , x ∈Rn and ε ∈ (0, 1];

(iii) there exist c, c′ > 0 such that

|û ∗ ϕε(ξ)| ≤ c′ e−c〈ξ〉 1
σ
,

for all ξ ∈ Rn and ε ∈ (0, 1].

Clearly, (i) and (ii) show that the corresponding nets are γ σ -moderate and γ σ -negligible. 
The following proposition provides a Fourier characterisation of Gevrey-moderate and Gevrey-
negligible nets.

Proposition 3.7. [Proposition 4.3 in [15]]

(i) If (uε)ε is γ σ -moderate and there exists K � Rn such that suppuε ⊆ K for all ε ∈ (0, 1]
then there exist c, c′ > 0 and N ∈N0 such that

|ûε(ξ)| ≤ c′ε−Ne−cε
1
σ 〈ξ〉 1

σ
, (17)

for all ξ ∈ Rn and ε ∈ (0, 1].
(ii) If (uε)ε is γ σ -negligible and there exists K � Rn such that suppuε ⊆ K for all ε ∈ (0, 1]

then there exists c > 0 and for all q > 0 there exists cq > 0 such that

|ûε(ξ)| ≤ cqεqe−cε
1
σ 〈ξ〉 1

σ
, (18)

for all ξ ∈ Rn and ε ∈ (0, 1].
(iii) If (uε)ε is a net of tempered distributions with (ûε)ε satisfying (17) then (uε)ε is γ s -

moderate.
(iv) If (uε)ε is a net of tempered distributions with (ûε)ε satisfying (18) then (uε)ε is γ s -

negligible.

We now pass to consider u ∗ ρε where u ∈ C∞
c (Rn). We recall a statement proved in Proposi-

tions 5.1 and 5.2 in [15]. Note that the following estimates are valid for ε small enough, i.e., for 
all ε ∈ (0, η] with η ∈ (0, 1]. Without loss of generality we can assume η = 1.
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Proposition 3.8. Let u ∈ C∞
c (Rn) and ρε be a mollifier of type (3) with σ > 1. Then, there exists 

K � Rn such that supp(u ∗ ρε) ⊆ K for all ε small enough and

(i) there exists c > 0 and η ∈ (0, 1] such that

|∂α(u ∗ ρε)(x)| ≤ c|α|+1(α!)σ ε−|α|

for all α ∈Nn
0 , x ∈Rn and ε ∈ (0, η], or in other words, (u ∗ ρε)ε is γ σ

c -moderate.
(ii) The net (u ∗ ρε − u)ε is compactly supported uniformly in ε and C∞-negligible.
(iii) There exist c, c′ > 0 and η ∈ (0, 1] such that

|ûε(ξ)| ≤ c′ e−c ε
1
σ 〈ξ〉 1

σ
,

for all ξ ∈ Rn and ε ∈ (0, η].

Finally, we recall a statement proved in Propositions 6.1 in [15].

Proposition 3.9. [Proposition 6.1 in [15]] Let u ∈ E ′(Rn) and ρε be a mollifier of type (3) and 
order σ > 1. Then, there exists K � Rn such that supp(u ∗ ρε) ⊆ K for all ε small enough and 
there exist C > 0, N ∈N0 and η ∈ (0, 1] such that

|∂α(u ∗ ρε)(x)| ≤ C|α|+1(α!)σ ε−|α|−N

for all α ∈Nn
0 , x ∈Rn and ε ∈ (0, η].

From this we can conclude that the net (u ∗ ρε)ε is γ σ
c -moderate and therefore from Proposi-

tion 3.7(i) we have that there exists c > 0 and N ∈N0 such that

|û ∗ ρε(ξ)| ≤ cε−N e−cε
1
σ 〈ξ〉 1

σ
,

for all ξ ∈Rn and ε small enough.

Remark 3.10. Note that in the previous results one could replace ε with a positive net ω(ε). In 
addition, if u ∈ E ′(R × Rn) with suppu ⊆ [0, T ] × K , K � Rn then by convolution with ψε

and ρε one can obtain the estimates above formulated for (u ∗ ψερε)(t, x) uniformly valid for 
t ∈ [0, T ] and x ∈Rn. Note that the net

(u ∗ ψερε)(t, x) = us,y(ψε(t − s)ρε(x − y))

is compactly supported uniformly with respect the parameter ε when chosen small enough. More 
precisely, by the structure theorem for distributions, we have that there exist c > 0, N1, N2 ∈N0
and η ∈ (0, 1] and for all k ∈N0 there exists ck > 0 such that

|∂k
t ∂α

x (u ∗ ψερε)(t, x)| ≤ ckε
−N1−kc|α|+1(α!)σ ε−N2−|α|
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for all α ∈ Nn
0 , x ∈ Rn, t ∈ [0, T ] and ε ∈ (0, η]. In other words we get a C∞([0, T ], γ σ (Rn))-

moderate net. This is due to the fact that by the structure theorem for distributions, we have that 
∃g ∈ C(R ×Rn) with suppg ⊆ K1 × K2 �R ×Rn, N1 ∈N0, β ∈ Nn

0 such that

|∂k
t ∂α

x (u ∗ ψερε)(t, x)| = |∂k
t ∂α

x (∂
N1
t ∂β

x g ∗ ψερε)(t, x)| = |(g ∗ ∂
N1+k
t ψε∂

β+α
x ρε)(t, x)|

=
∣∣∣∣∣∣
∫
Rn

∫
R

g(τ, x)∂
N1+k
t ψε(t − τ)∂β+α

x ρε(x − y)dτdy

∣∣∣∣∣∣
≤
∫
K2

∫
K1

|g(τ, y)||∂N1+k
t ψε(t − τ)|dτ |∂β+α

x ρε(x − y)|dy

≤ ckε
−N1−k

∫
K2

‖g(·, y)‖L∞(K1)|∂β+α
x ρε(x − y)|dy.

Proceeding now as in the proof of Proposition 6.1 in [15] we get the desired estimate with N2 =
|β| and η sufficiently small.

3.4. Structure of the proof: what is known and what is unknown

Let us now consider the regularised Cauchy problem

D2
t uε −

n∑
i=1

bi,ε(t)DtDxi
uε −

n∑
i=1

ai,ε(t)D
2
xi

uε − lε(t, iDt, iDx)uε = −fε(t, x),

uε(0, x) = g0,ε(x),

Dtuε(0, x) = −ig1,ε(x),

(19)

where t ∈ [0, T ], x ∈Rn and

lε(t, iDt, iDx) =
n∑

i=1

ci,ε(t)iDxi
+ dε(t)iDt + eε(t)

and compare it with the one investigated in [15], i.e.,

D2
t uε −

n∑
i=1

bi,ε(t)DtDxi
uε −

n∑
i=1

ai,ε(t)D
2
xi

uε = 0,

uε(0, x) = g0,ε(x),

Dtuε(0, x) = −ig1,ε(x).

(20)

Let the coefficients ai , bi be distributions with compact support included in [0, T ], such that ai , 
bi are real-valued and ai ≥ 0 for all i = 1, . . . , n. Analysing the proof of Theorem 3.1 in [15] for 
the homogeneous Cauchy problem (20) we see that a very weak solution (uε)ε of order s exists 
if we have
147



M. Discacciati, C. Garetto and C. Loizou Journal of Differential Equations 319 (2022) 131–185
• coefficients ai,ε = ai ∗ ψω(ε), bi,ε = bi ∗ ψω(ε) with ψ ≥ 0 mollifier in C∞
c (R) of type (1) 

and

ω−1(ε) = c(ln(ε−1))r ,

for some constants c, r > 0 and initial data g0, g1 ∈ γ s
c (Rn) with gi,ε = gi ∗ ϕε ,2 i = 0, 1, 

with ϕ ∈ S (Rn) mollifier of type (2).

The existence of a C∞([0, T ]; γ s(Rn))-moderate net of solutions (uε)ε is proven in [15] by 
working on the homogeneous system

DtVε = A1,ε(t, ξ)Vε,

Vε|t=0(ξ) = V0,ε(ξ),

where

Vε =
(

û1,ε(t, ξ)

û2,ε(t, ξ)

)
=
( 〈ξ 〉ûε(t, ξ)

D̂tuε(t, ξ)

)
,

A1,ε(t, ξ) =
(

0 1∑n
i=1 ai,ε(t)ξi

2〈ξ 〉−2 ∑n
i=1 bi,ε(t)ξi〈ξ 〉−1

)
〈ξ 〉,

and

V0,ε =
( 〈ξ 〉ĝ0,ε

−iĝ1,ε

)
and defining the energy

Eδ,ε(V ) = (Q
(2)
δ,ε(t, ξ)V ,V ),

by means of the quasi-symmetriser

Q
(2)
δ,ε(λ̃1,ε, λ̃2,ε) =

( (∑n
i=1 bi,εξi

)2〈ξ 〉−2 + 2
∑n

i=1 ai,εξ
2
i 〈ξ 〉−2 −∑n

i=1 bi,εξi〈ξ 〉−1

−∑n
i=1 bi,εξi〈ξ 〉−1 2

)

+ 2δ2
(

1 0
0 0

)
.

Note that in this case the quasi-symmetriser is depending on two parameters: the regularising 
parameter ε and the standard parameter δ.

2 The regularisation of the initial data is not essential in this case because of the regularity of the initial data but it is 
necessary as soon as the initial data are less than Gevrey-regular.
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Now, when we pass to the inhomogeneous Cauchy problem (19) we end up with the system

DtVε = A1,ε(t, ξ)Vε + Bε(t, ξ)Vε + F̂ε,

Vε|t=0(ξ) = V0,ε(ξ),

where

Bε(t, ξ) =
(

0 0(
i
∑n

i=1 ci,ε(t)ξi + eε(t)
) 〈ξ 〉−1 idε(t)

)
and F̂ε =

(
0

−f̂ε(t, ξ)

)
.

The energy is still defined by the quasi-symmetriser Q(2)
δ,ε as in the homogeneous case but 

differently from [15] we need to handle the matrix of the lower order terms Bε and the right-
hand side Fε . This will require

• the formulation of suitable Levi conditions on Bε extending (8) to the case of singular coef-
ficients;

• the inclusion of right-hand side Fε in the energy estimates as in Theorem 2.1.

We will achieve our purpose by suitably combining ideas and techniques initiated in [14] (Levi 
conditions), [15] (singular coefficients) and Theorem 2.1 (right-hand side).

3.5. Hypotheses and different cases

We work under the assumptions that

(H) the equation coefficients ai , ci , d , e are distributions with compact support contained in 
[0, T ], ai are real-valued and ai ≥ 0 for all i = 1, . . . , n.

Our analysis will distinguish between two cases defined as follows:

Case 1 f ∈ C∞([0, T ], γ s
c (Rn)) and g0, g1 ∈ γ s

c (Rn).
Case 2 f ∈ E ′(R ×Rn) with suppf � [0, T ] ×Rn and g0, g1 ∈ γ s

c (Rn).

4. How to formulate the Levi conditions: motivating example

In this section we focus on some simple example in order to deduce how to formulate the Levi 
conditions on the lower order terms. For the sake of simplicity, and without loss of generality, 
we set the right-hand side equal to 0. Let us consider the equation

D2
t u(t, x) − a(t)D2

xu(t, x) + c(t)Dxu + d(t)Dtu + e(t)u = 0, x ∈ R, t ∈ [0, T ]
where a(t) = μ(t)H(t − t0), t0 ∈ (0, T ) and μ is a positive cut-off function with support con-
tained in [0, T ] and identically equal to 1 around t0. We assume that c, d , e are compactly 
supported distributions with support contained in [0, T ] as well. In addition, we assume the ini-
tial conditions u|t=0 = g0 ∈ γ s

c (R), Dtu|t=0 = g1 ∈ γ s
c (R) with suppgi � [0, T ] for i = 0, 1.

Let ψ ≥ 0 be a mollifier of type (1) and let ω(ε) be a positive net. Regularising by convolution 
we obtain the coefficients
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aε = a ∗ ψω(ε), cε = c ∗ ψω(ε), dε = d ∗ ψω(ε), eε = e ∗ ψω(ε)

and the equation

D2
t uε − aε(t)D

2
xuε + cε(t)Dxuε + dε(t)Dtuε + eε(t)uε = 0, x ∈ R, t ∈ [0, T ],

with initial conditions uε(0) = g0,ε = g0 ∗ ϕε and Dtuε(0) = g1,ε = g1 ∗ ϕε . Note that ϕ is a 
mollifier or type (2) so that the nets (g0 − g0,ε)ε and (g1 − g1,ε)ε are γ s -negligible.

For each ε > 0, the Levi conditions (7), reformulated as in (8), correspond to ∃C1,ε, C2,ε > 0
such that

|cε(t)ξ + eε(t)|2 ≤ 2C1,εaε(t)|ξ |2, (21)

|dε(t)|2 ≤ C2,ε,

for t ∈ [0, T ] and ξ away from 0 (i.e., for |ξ | ≥ R for some R > 0 independent of ε).
We now argue as in the proof of Theorem 2.1 and we reduce the second order equation to a 

first order system of pseudo-differential operators by setting

u1,ε = 〈Dx〉uε, u2,ε = Dtuε.

We get the system

Dt

(
u1,ε

u2,ε

)
=
(

0 〈Dx〉(
aεD

2
x − cεDx − eε

) 〈Dx〉−1 −dε

)(
u1,ε

u2,ε

)
, (22)

where the matrix above can be written as A1,ε + Bε with

A1,ε =
(

0 〈Dx〉
aεD

2
x〈Dx〉−1 0

)
, Bε =

(
0 0

− (cεDx + eε) 〈Dx〉−1 −dε

)
.

By Fourier transforming both sides of (22) in x, we obtain

DtVε = A1,ε(t, ξ)Vε + Bε(t, ξ)Vε,

Vε|t=0(ξ) = V0,ε(ξ),
(23)

where Vε is the 2-column with entries vj,ε = ûj,ε , V0,ε is the 2-column vector
(〈ξ 〉ĝ0,ε, ̂g1,ε)

T and

A1,ε(t, ξ) =
(

0 〈ξ 〉
aεξ

2〈ξ 〉−1 0

)
, Bε(t, ξ) =

(
0 0

− (cεξ + eε) 〈ξ 〉−1 −dε

)
.

Henceforth, we will focus on the system (23) and on the matrix

Aε(t, ξ) := 〈ξ 〉−1A1,ε(t, ξ)
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for which we will construct a quasi-symmetriser. Note that the eigenvalues of the matrix A1,ε are 
exactly the roots λ1,ε(t, ξ), λ2,ε(t, ξ). Furthermore, the Kinoshita-Spagnolo condition (6) holds 
for the eigenvalues 〈ξ 〉−1λ1,ε(t, ξ), 〈ξ 〉−1λ2,ε(t, ξ) of the 0-order matrix Aε(t, ξ) as well. We 
have that the eigenvalues of Aε(t, ξ) are

λ̃1,2,ε(t, ξ) := 〈ξ 〉−1λ1,2,ε(t, ξ) = ±√
aε|ξ |〈ξ 〉−1

and hence the quasi-symmetriser

Q
(2)
δ (λ̃1,ε, λ̃2,ε) =

(
λ̃2

1,ε + λ̃2
2,ε −(λ̃1,ε + λ̃2,ε)

−(λ̃1,ε + λ̃2,ε) 2

)
+ 2δ2

(
1 0
0 0

)
,

becomes

Q
(2)
δ (λ̃1,ε, λ̃2,ε) =

(
2aεξ

2〈ξ 〉−2 0
0 2

)
+ 2δ2

(
1 0
0 0

)
.

This allows us to define the energy

Eδ,ε(t, ξ) := (Q
(2)
δ,ε(t, ξ)Vε(t, ξ),Vε(t, ξ)).

We hence have

∂tEδ,ε(t, ξ) = (∂tQ
(2)
δ,εVε,Vε) + (Q

(2)
δ,ε∂tVε,Vε) + (Q

(2)
δ,εVε, ∂tVε)

= (∂tQ
(2)
δ,εVε,Vε) + i(Q

(2)
δ,εDtVε,Vε) − i(Q

(2)
δ,εVε,DtVε)

= (∂tQ
(2)
δ,εVε,Vε) + i(Q

(2)
δ,ε(〈ξ 〉Aε + Bε)Vε,Vε) − i(Q

(2)
δ,εVε, (〈ξ 〉Aε + Bε)Vε)

= (∂tQ
(2)
δ,εVε,Vε) + i〈ξ 〉((Q(2)

δ,εAε − A∗
εQ

(2)
δ,ε)Vε,Vε)

+ i((Q
(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)Vε,Vε). (24)

If for a moment we neglect the matrix of lower order terms Bε, we are dealing with the kind of 
Cauchy problem and energy estimates studied already in 3.1 in [15]. So we know that, if Bε ≡ 0
and the initial data g0, g1 ∈ γ s

c (R) with supp(gi) � [0, T ], a very weak solution (uε)ε of order s
exists if we take

• coefficients ai,ε = ai ∗ ψω(ε) with ψ ≥ 0 mollifier in C∞
c (Rn) of type (1) and

ω−1(ε) = c(ln(ε−1))r ,

for some constants c, r > 0.

Our aim is

• to understand which type of nets C1,ε and C2,ε are needed in the Levi conditions (21) in 
order to get a moderate net (uε)ε .
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This is possible by analysing and estimating the term

(Q
(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)

as in [14] Section 5. That is by making sure that, similarly to the term

〈ξ 〉((Q(2)
δ,εAε − A∗

εQ
(2)
δ,ε)Vε,Vε),

it can be estimated by the energy Eδ,ε.
We recall that, for arbitrary V ∈ C2,

• ((Q
(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)V , V ) = ((Q

(2)
0,εBε − B∗

ε Q
(2)
0,ε)V , V ), where

Q
(2)
0,ε =

(
2aε(t)ξ

2〈ξ 〉−2 0
0 2

)
.

• Since by construction (Q(2)
0,εV , V ) ≤ Eδ,ε , we want to find a net Cε > 0 such that

|((Q(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V )| ≤ Cε(Q

(2)
0,εV ,V ) ≤ CεEδ,ε, (25)

for all V ∈C2, t ∈ [0, T ], ξ ∈ R2 and ε ∈ (0, 1].
• Note that we can write

((Q
(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V ) = ((WεBεV,WεV ) − (WεV ,WεBεV ))

= 2i
(WεBεV,WεV ),

where

Wε =
(−λ̃2,ε 1

−λ̃1,ε 1

)
=
( √

aε|ξ |〈ξ 〉−1 1
−√

aε|ξ |〈ξ 〉−1 1

)
.

So,

|((Q(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V )| ≤ 2|WεBεV ||WεV |.

• Since

(Q
(2)
0,εV ,V ) = |WεV |2

we have that if

|WεBεV | ≤ Cε

2
|WεV | (26)

for some net Cε > 0 independent of t , ξ and V , then the condition (25) will hold.
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By direct computations we have

WεBεV =
(+√

aε|ξ |〈ξ 〉−1 1
−√

aε|ξ |〈ξ 〉−1 1

)(
0 0

− (cεξ + eε) 〈ξ 〉−1 −dε

)(
V1
V2

)
=
(− (cεξ + eε) 〈ξ 〉−1V1 − dεV2

− (cεξ + eε) 〈ξ 〉−1V1 − dεV2

)
.

Therefore,

|WεBεV |2 = 2| (cεξ + eε) 〈ξ 〉−1V1 + dεV2|2.

We also have that

WεV =
(+√

aε|ξ |〈ξ 〉−1 1
−√

aε|ξ |〈ξ 〉−1 1

)(
V1
V2

)
=
( √

aε|ξ |〈ξ 〉−1V1 + V2

−√
aε|ξ |〈ξ 〉−1V1 + V2

)
and hence

|WεV |2 = |√aε|ξ |〈ξ 〉−1V1 + V2|2 + | − √
aε|ξ |〈ξ 〉−1V1 + V2|2.

We can therefore rewrite (26) as

2| (cεξ + eε) 〈ξ 〉−1V1 + dεV2|2 ≤ C2
ε

4

(
|√aε|ξ |〈ξ 〉−1V1 + V2|2 (27)

+| − √
aε|ξ |〈ξ 〉−1V1 + V2|2

)
.

Using the inequality |x − y|2 ≤ 2|x|2 + 2|y|2 we have that

|√aε|ξ |〈ξ 〉−1V1 + V2|2 + | − √
aε|ξ |〈ξ 〉−1V1 + V2|2 ≥ 1

2
|2√

aε|ξ |〈ξ 〉−1V1|2

= 2aε|ξ |2〈ξ 〉−2|V1|2.

On the other hand

| (cεξ + eε) 〈ξ 〉−1V1 + dεV2|2 ≤ 2
(
| (cεξ + eε) 〈ξ 〉−1|2|V1|2 + |dε|2|V2|2

)
and therefore it suffices to show that, under the Levi conditions (21),

|cε(t)ξ + eε(t)|2 ≤ 2C1,εaε(t)|ξ |2,
|dε(t)|2 ≤ C2,ε,

there exists Cε > 0 such that

4(| (cεξ + eε) 〈ξ 〉−1|2|V1|2 + |dε|2|V2|2) ≤ C2
ε (2aε|ξ |2〈ξ 〉−2|V1|2). (28)
4
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In order to prove that the inequality above holds, we argue as in [14] on two different areas of 
C2 that we will denote by Area 1 and Area 2. In detail:

Area 1 = {V ∈ C2 : |V2|2 ≤ 2γ aε|ξ |2〈ξ 〉−2|V1|2}
Area 2 = {V ∈ C2 : |V2|2 > 2γ aε|ξ |2〈ξ 〉−2|V1|2},

for γ > 0.
Area 1. Let |V2|2 ≤ 2γ aε|ξ |2〈ξ 〉−2|V1|2. Note that if

4(| (cεξ + eε) 〈ξ 〉−1|2 + γ aε|ξ |2〈ξ 〉−2|dε|2) ≤ C2
ε

4
(2aε|ξ |2〈ξ 〉−2) (29)

then (28) holds. Using the Levi conditions (21), we have that (29) holds independently of γ > 0

with C
2
ε

4 = 4C1,ε + 4γC2,ε .
Area 2. Let |V2|2 > 2γ aε|ξ |2〈ξ 〉−2|V1|2.
Using the Levi conditions (21),

4(| (cεξ + eε) 〈ξ 〉−1|2|V1|2 + |dε|2|V2|2) ≤ 4(2C1,εaε|ξ |2〈ξ 〉−2|V1|2 + C2,ε|V2|2)

≤ 4(C2,ε + C1,ε

2γ
)|V2|2 ≤ 4 max(C1,ε,C2,ε)(1 + 1

2γ
)|V2|2.

Since |√aε|ξ |〈ξ 〉−1V1| < 1/
√

2γ |V2| we have that

C2
ε

4

(
|√aε|ξ |〈ξ 〉−1V1 + V2|2 + | − √

aε|ξ |〈ξ 〉−1V1 + V2|2
)

≥ C2
ε

4

(
(|V2| − |√aε|ξ |〈ξ 〉−1V1|)2 + (|V2| − |√aε|ξ |〈ξ 〉−1V1|)2

)
≥ 2

C2
ε

4
(1 − 1√

2γ
)2|V2|2 ≥ C2

ε

4
|V2|2,

for γ big enough. Hence, (27) holds if γ is big enough with C2
ε

4 ≥ 4 max(C1,ε, C2,ε). Note that 
we can choose C2

ε as in the Area 1 and that γ is independent of ε and it is a constant once it is 
fixed. We have therefore proven that under the Levi conditions

|cε(t)ξ + eε(t)|2 ≤ 2C1,εaε(t)|ξ |2,
|dε(t)|2 ≤ C2,ε,

we have

|((Q(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)V ,V )| ≤ CεEδ,ε, (30)

with Cε =√
16C1,ε + 16γC2,ε for some γ > 0 independent of ε.
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This shows that our Levi conditions are sufficient to get the energy estimates we want but it is 
still unclear which kind of nets C1,ε and C2,ε we need to get moderateness of the net of solutions 
(uε)ε . For this reason, we need to go back to (24). We have

∂tEδ,ε(t, ξ) ≤|(∂tQ
(2)
δ,εVε,Vε)| + |〈ξ 〉((Q(2)

δ,εAε − A∗
εQ

(2)
δ,ε)Vε,Vε)|

+ |((Q(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)Vε,Vε)|.

By combining the arguments of Section 4.2 in [15] with (30) we obtain

∂tEδ,ε(t, ξ) ≤ (Kδ,ε(t, ξ) + C2δ〈ξ 〉 + Cε)Eδ,ε(t, ξ),

where Kδ,ε(t, ξ) has the property

T∫
0

Kδ,ε(t, ξ) dt ≤ C1δ
− 2

k ω(ε)−1,

with k ≥ 2 depending on a and C1, C2 > 0 and Cε as above. By Gronwall’s lemma we obtain

Eδ,ε(t, ξ) ≤ Eδ,ε(0, ξ)eC1δ
− 2

k ω(ε)−1+C2T δ〈ξ〉+T Cε .

As in [14], we set δ− 2
k = δ〈ξ 〉. It follows that δ− 2

k = 〈ξ 〉 1
σ , where

σ = 1 + k

2
.

It follows that for δ− 2
k = δ〈ξ 〉,

Eδ,ε(t, ξ) ≤ Eδ,ε(0, ξ)eT Cε eC1〈ξ〉 1
σ ω(ε)−1

eC2T 〈ξ〉 1
σ

≤ Eδ,ε(0, ξ)eT Cε eCT 〈ξ〉 1
σ ω(ε)−1

,

(31)

for some constant CT > 0. We recall that the energy Eδ,ε above is defined as

(Q
(2)
δ (λε)Vε,Vε) = (2aεξ

2〈ξ 〉−2 + 2δ2)|V1,ε|2 + 2|V2,ε|2.

Since

0 ≤ 2aεξ
2〈ξ 〉−2 ≤ 2‖aε‖∞ ≤ 2‖ψω(ε)‖1‖a‖∞ ≤ 2

we get the inequalities

Eδ,ε(t, ξ) ≥ 2δ2|V1,ε|2 + 2|V2,ε|2 ≥ 2δ2|Vε|2,
E (t, ξ) ≤ (2‖a ‖ + 2)|V |2 + 2|V |2 ≤ (2 + 2‖a ‖ )|V |2 ≤ 4|V |2.
δ,ε ε ∞ 1,ε 2,ε ε ∞ ε ε
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Making use of these bounds in (31) we can write, for δ− 2
k = 〈ξ 〉 1

σ ,

2δ2|Vε|2 ≤ Eδ,ε(0, ξ)eT Cε eCT 〈ξ〉 1
σ ω(ε)−1

,

2|Vε|2 ≤ 〈ξ 〉 k
σ Eδ,ε(0, ξ)eT Cε eCT 〈ξ〉 1

σ ω(ε)−1
,

|Vε|2 ≤ 2〈ξ 〉 k
σ |Vε(0)|2eT Cε eCT 〈ξ〉 1

σ ω(ε)−1
.

Let us now focus on the last estimate for |Vε|:

|Vε|2 ≤ 2〈ξ 〉 k
σ |Vε(0)|2eT Cε eCT 〈ξ〉 1

σ ω(ε)−1
.

In order to get moderate estimates for Vε we need specific assumptions on both the nets (Cε)ε
and (ω(ε)−1)ε . In detail, arguing as in [15] Section 4 and by direct computations we have

|Vε|2 ≤ 2〈ξ 〉 k
σ c0e−c0〈ξ〉 1

s eT Cε eCT 〈ξ〉 1
σ ω(ε)−1

= 2〈ξ 〉 k
σ c0e− c0

2 〈ξ〉 1
s e− c0

2 〈ξ〉 1
s eT Cε eCT 〈ξ〉 1

σ ω(ε)−1
.

This leads, for some new constant c > 0, to

|Vε|2 ≤ ce−c〈ξ〉 1
s e− c0

2 〈ξ〉 1
s eT Cε eCT 〈ξ〉 1

σ ω(ε)−1
.

If we want γ s -moderate estimates we need to control the terms

eT Cε

and (
e− c0

2 〈ξ〉 1
s eCT 〈ξ〉 1

σ ω(ε)−1
)

. (32)

This means to require that

Cε = O(ln(ε−1))

and to argue as in [15] (see (33) in Section 4.2) for (32), i.e.,

ω−1(ε) = O((ln(ε−1))r ),

with

r =
1
s

− 1
σ

1
s

, 1 < s < σ = 1 + k

2
,

for a fixed k ≥ 2. This allows us to prove that, for some c′ > 0 and N ∈ N0,
156



M. Discacciati, C. Garetto and C. Loizou Journal of Differential Equations 319 (2022) 131–185
|Vε(t, ξ)| ≤ c′ε−Ne−c′〈ξ〉 1
s
,

uniformly in t, ξ and ε. Concluding, this example shows us that since

Cε =√
16C1,ε + 16γC2,ε = 4

√
C1,ε + γC2,ε

for some γ > 0 independent of ε, both the nets C1,ε and C2,ε appearing in the Levi conditions 
need to be O((ln(ε−1))2) as ε → 0. In other words, we need Levi conditions (21) of the type

|cε(t)ξ + eε(t)|2 ≤ c1(ln(ε−1))2aε(t)|ξ |2,
|dε(t)|2 ≤ c2(ln(ε−1))2,

for ε ∈ (0, 1], t ∈ [0, T ] and ξ away from 0.
For instance, these conditions are fulfilled by equations of the type

D2
t uε − aε(t)D

2
xuε + dε(t)Dtuε = 0, x ∈R, t ∈ [0, T ],

where aε(t) = a ∗ ψω(ε), with a(t) = μ(t)H(t − t0) and ω(ε)−1 = O((ln(ε−1))r ) and dε =
d ∗ψν(ε), where d ∈ E ′(R) with suppd � R and ν(ε) = O((ln(ε−1))− 1

N ), for some N depending 
on d . Note that if d = δ then we can take N = 1.

5. Levi conditions and very weak solutions: case 1

We now consider the general Cauchy problem

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

u(0, x) = g0(x),

∂tu(0, x) = g1(x),

(33)

where t ∈ [0, T ], x ∈Rn and

l(t, ∂t , ∂x) =
n∑

i=1

ci(t)∂xi
+ d(t)∂t + e(t).

In Case 1 we work under the following set of hypotheses:

(i) the coefficients ai are real-valued distributions with compact support contained in [0, T ]
with ai ≥ 0 for all t ∈ [0, T ],

(ii) f ∈ C([0, T ], γ s
c (Rn)),

(iii) g0, g1 ∈ γ s(Rn).
c
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We first regularise the coefficients and initial data of the Cauchy problem (33) and then we 
rewrite it with Dt and Dx derivatives. We get

D2
t uε −

n∑
i=1

ai,ε(t)D
2
xi

uε − lε(t, iDt, iDx)uε = −fε(t, x),

uε(0, x) = g0,ε(x),

Dtuε(0, x) = −ig1,ε(x),

(34)

where t ∈ [0, T ], x ∈Rn and

lε(t, iDt, iDx) =
n∑

i=1

ci,ε(t)iDxi
+ dε(t)iDt + eε(t)

with ai,ε = ai ∗ψω(ε), ci,ε = ci ∗ψω(ε), dε = d ∗ψν(ε), eε = e ∗ψν(ε), fε = f ∗ϕε , g0,ε = g0 ∗ϕε

and g1,ε = g1 ∗ ϕε . Above, ψ is a mollifier of type (1) and ϕ a mollifier of type (2). Moreover, 
ψ can be chosen in such a way that the regularised coefficients (ai,ε)ε , (bi,ε)ε and (ci,ε)ε have 
compact support contained in [0, T ].

We now reduce (34) to a first order system using the transformation

u1,ε = 〈Dx〉uε, u2,ε = Dtuε,

where 〈Dx〉 is the pseudo-differential operator with symbol 〈ξ 〉 = (1 + |ξ |2) 1
2 . This gives us the 

following system

Dt

(
u1,ε

u2,ε

)
= Mε

(
u1,ε

u2,ε

)
−
(

0
fε

)
(35)

where

Mε =
(

0 〈Dx〉(∑n
i=1 ai,εD

2
xi

+ i
∑n

i=1 ci,εDxi
+ eε

) 〈Dx〉−1 idε

)
The matrix above can be written as Mε = A1,ε + Bε with

A1,ε =
(

0 〈Dx〉∑n
i=1 ai,εD

2
xi

〈Dx〉−1 0

)
and

Bε =
(

0 0(
i
∑n

i=1 ci,εDxi
+ eε

) 〈Dx〉−1 idε

)
.

By Fourier transforming both sides of (35) in x, we obtain the system

DtV = A1,ε(t, ξ)V + Bε(t, ξ)V + F̂ε(t, ξ),

V | (ξ) = V (ξ),
(36)
t=0 0,ε
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where V is the 2-column with entries vj,ε = ûj,ε , V0,ε is the 2-column with entries v0,1,ε =
〈ξ 〉ĝ0,ε , v0,2,ε = −îg1,ε and

A1,ε(t, ξ) =
(

0 〈ξ 〉∑n
i=1 ai,εξ

2
i 〈ξ 〉−1 0

)
,

Bε(t, ξ) =
(

0 0(
i
∑n

i=1 ci,εξi + eε

) 〈ξ 〉−1 idε

)
, F̂ε(t, ξ) =

(
0

−f̂ε(t, ·)(ξ)

)
.

Henceforth, we will focus on the system (36) and on the matrix

Aε(t, ξ) := 〈ξ 〉−1A1,ε(t, ξ)

for which we will construct a quasi-symmetriser. Note that the eigenvalues of the matrix A1,ε

are exactly the roots λ1,ε(t, ξ), λ2,ε(t, ξ). Furthermore, the condition (6) holds for the eigen-
values 〈ξ 〉−1λ1,ε(t, ξ), 〈ξ 〉−1λ2,ε(t, ξ) of the 0-order matrix Aε(t, ξ) as well. We have that the 
eigenvalues of Aε(t, ξ) are

λ̃1,2,ε := 〈ξ 〉−1λ1,2,ε(t, ξ) = ±
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2,

and hence the quasi-symmetriser

Q
(2)
δ (λ̃1,ε, λ̃2,ε) =

(
λ̃2

1,ε + λ̃2
2,ε −(λ̃1,ε + λ̃2,ε)

−(λ̃1,ε + λ̃2,ε) 2

)
+ 2δ2

(
1 0
0 0

)
,

becomes

Q
(2)
δ (λ̃1,ε, λ̃2,ε) =

(
2
∑n

i=1 ai,εξ
2
i 〈ξ 〉−2 0

0 2

)
+ 2δ2

(
1 0
0 0

)
.

Before proceeding with the energy estimates we need to recall some important properties of the 
quasi-symmetriser Q(2)

δ (λε) which have been proven in [15] and will be employed in the rest of 
the paper.

5.1. Properties of Q(2)
δ (λε)

We begin by noting that all the properties in the appendix that we need for the quasi-
symmetriser, can be stated in presence of the additional parameter ε.

Proposition 5.1 (Proposition 3.5, [15]). Let Q(2)
δ (λε) as defined above. Then,

(Q
(2)
δ (λε)V ,V ) ≥ 1

8
diag(Q

(2)
δ (λε)V ,V ),

where diagQ
(2)
δ (λε) is the diagonal part of the matrix Q(2)

δ (λε). In addition, there exists a con-
stant C2 > 0 such that
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(i) C−1
2 ω(ε)2Lδ2I ≤ Q

(2)
δ (λε(t, ξ)) ≤ C2ω(ε)−2LI ,

(ii) |((Q(2)
δ (λε)Aε(t, ξ) − Aε(t, ξ)∗Q(2)

δ (λε))V , V )| ≤ C2δ(Q
(2)
δ (λε)V , V ),

for all δ > 0, ε ∈ (0, 1], t ∈ [0, T ], ξ ∈Rn and V ∈ C2.

Taking inspiration from the motivating example in the previous section, we can now formulate 
some Levi conditions and prove that they allow to bound the lower order terms by means of the 
quasi-symmetriser Q(2)

δ (λε). More precisely, we have the following proposition.

Proposition 5.2. Let Q(2)
δ (λε) as defined above. Under the Levi conditions

(LC) ∃C1,ε, C2,ε > 0 such that for t ∈ [0, T ] and ξ away from 0 (i.e., for |ξ | ≥ R for some R > 0
independent of ε), ∣∣∣∣∣i

n∑
i=1

ci,ε(t)ξi + eε(t)

∣∣∣∣∣
2

≤ C1,ε

(
2

n∑
i=1

ai,ε(t)ξ
2
i

)
|dε(t)|2 ≤ C2,ε,

there exists a constant Cε > 0 such that the inequality

|((Q(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)V ,V )| ≤ Cε(Q

(2)
δ (λε)V ,V ),

holds for all values of t , ξ , ε, δ as above and for all V ∈C2. Furthermore,

Cε = 4
√

C1,ε + γC2,ε,

for some constant γ > 0 independent of t ∈ [0, T ], ξ ∈Rn and ε ∈ (0, 1].

Proof. In this proof we combine the arguments of Section 4.3 in [14] at the ε-level with Propo-
sition A.2(iv). For the quasi-symmetriser Q(2)

δ (λε) we use the shorter notation Q(2)
δ,ε. We have

((Q
(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)V ,V ) =((Q

(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V )

+ δ2
2∑

i=1

((Q
(1)
δ (πiλε)

�Bε − B∗
ε Q

(1)
δ (πiλε)

�)V ,V ),

where for the definition of Q(1)
δ (πiλε)

� we refer to Proposition A.2(iv). From the structure of Bε

and Q(1)
δ (πiλε)

�, we notice that (Q(1)
δ (πiλε)

�Bε − B∗
ε Q

(1)
δ (πiλε)

�) = 0. Hence

|((Q(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)V ,V )| = |((Q(2)

0,εBε − B∗
ε Q

(2)
0,ε)V ,V )|.

We now note that from Proposition A.2(i), we have that (Q(2)
0,εV , V ) ≤ (Q

(2)
δ,εV , V ). Hence, if 

we can show that
160



M. Discacciati, C. Garetto and C. Loizou Journal of Differential Equations 319 (2022) 131–185
|((Q(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V )| ≤ Cε(Q

(2)
0,εV ,V ), (37)

for some constant Cε > 0 independent of t ∈ [0, T ], ξ ∈ Rn and V ∈ C2, then the proof is 
concluded.

It therefore remains to show (37), under the Levi conditions (LC) on the lower order terms. 
Following Section 5 in [14] we first write ((Q(2)

0,εBε − B∗
ε Q

(2)
0,ε)V , V ) in terms of the matrix

Wε =
(−λ̃2,ε 1

−λ̃1,ε 1

)
=
⎛⎝−

√∑n
i=1 ai,εξ

2
i 〈ξ 〉−2 1

+
√∑n

i=1 ai,εξ
2
i 〈ξ 〉−2 1

⎞⎠ .

From Proposition A.2(v) we have that,

((Q
(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V ) = ((WεBεV,WεV ) − (WεV ,WεBεV )) = 2i
(WεBεV,WεV ).

It follows by the Cauchy-Schwartz inequality that

|((Q(2)
0,εBε − B∗

ε Q
(2)
0,ε)V ,V )| ≤ 2|WεBεV ||WεV |.

Again from Proposition A.2(v) we get

(Q
(2)
0,εV ,V ) = |WεV |2.

We therefore have that if

|WεBεV | ≤ Cε

2
|WεV |

for some constant Cε > 0 independent of t , ξ and V , then the condition (37) will hold.
By definition of Wε and straightforward computations we have,

WεBεV = Wε

(
0 0(

i
∑n

i=1 ci,εξi + eε

) 〈ξ 〉−1 idε

)(
V1
V2

)
=
( (

i
∑n

i=1 ci,εξi + eε

) 〈ξ 〉−1V1 + idεV2(
i
∑n

i=1 ci,εξi + eε

) 〈ξ 〉−1V1 + idεV2

)
.

Therefore,

|WεBεV |2 = 2

∣∣∣∣∣
(

n∑
i=1

ici,εξi + eε

)
〈ξ 〉−1V1 + idεV2

∣∣∣∣∣
2

.

We also have that

WεV =
⎛⎝+

√∑n
i=1 ai,εξ

2
i 〈ξ 〉−2V1 + V2

−
√∑n

ai,εξ
2〈ξ 〉−2V1 + V2

⎞⎠

i=1 i
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and hence

|WεV |2 =
∣∣∣∣∣∣
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1 + V2

∣∣∣∣∣∣
2

+
∣∣∣∣∣∣−
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1 + V2

∣∣∣∣∣∣
2

.

It therefore suffices to show that

|WεBεV |2 = 2

∣∣∣∣∣
(

n∑
i=1

ici,εξi + eε

)
〈ξ 〉−1V1 + idεV2

∣∣∣∣∣
2

(38)

≤ C2
ε

4

⎛⎜⎝
∣∣∣∣∣∣
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1 + V2

∣∣∣∣∣∣
2

+
∣∣∣∣∣∣−
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1 + V2

∣∣∣∣∣∣
2
⎞⎟⎠ .

Using the inequality 1
2 |x − y|2 ≤ |x|2 + |y|2 we have that

∣∣∣∣∣∣
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1 + V2

∣∣∣∣∣∣
2

+
∣∣∣∣∣∣−
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1 + V2

∣∣∣∣∣∣
2

≥ 1

2

∣∣∣∣∣∣2
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2V1

∣∣∣∣∣∣
2

= 2

(
n∑

i=1

ai,εξ
2
i 〈ξ 〉−2

)
|V1|2.

On the other hand∣∣∣∣∣
(

i
n∑

i=1

ci,εξi + eε

)
〈ξ 〉−1V1 + idεV2

∣∣∣∣∣
2

≤ 2

⎛⎝∣∣∣∣∣
(

i
n∑

i=1

ci,εξi + eε

)∣∣∣∣∣
2

〈ξ 〉−2|V1|2 + |dε|2|V2|2
⎞⎠

so we want to show the inequality

4

⎛⎝∣∣∣∣∣
(

i
n∑

i=1

ci,εξi + eε

)∣∣∣∣∣
2

〈ξ 〉−2|V1|2 + |dε|2|V2|2
⎞⎠≤ C2

ε

4

(
2

n∑
i=1

ai,εξ
2
i 〈ξ 〉−2

)
|V1|2. (39)

We argue in two different areas as in the motivating example.
Area 1. Let |V2|2 ≤ γ

(
2
∑n

i=1 ai,εξ
2
i 〈ξ 〉−2

) |V1|2 with γ > 0. Note that if

4

⎛⎝∣∣∣∣∣
(

i
n∑

i=1

ci,εξi + eε

)∣∣∣∣∣
2

〈ξ 〉−2 + γ

(
2

n∑
i=1

ai,εξ
2
i 〈ξ 〉−2

)
|dε|2

⎞⎠≤ C2
ε

4

(
2

n∑
i=1

ai,εξ
2
i 〈ξ 〉−2

)
(40)

then (39) holds. Using the Levi conditions (LC) and that ai,ε ≥ 0, we have that (40) holds inde-

pendently of γ > 0 with C
2
ε = 4C1,ε + 4γC2,ε .
4
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Area 2. Let |V2|2 > γ
(
2
∑n

i=1 ai,εξ
2
i 〈ξ 〉−2

) |V1|2. Using the Levi conditions (LC),

4

⎛⎝∣∣∣∣∣
(

i
n∑

i=1

ci,εξi + eε

)∣∣∣∣∣
2

〈ξ 〉−2|V1|2 + |dε|2|V2|2
⎞⎠

≤ 4

(
C1,ε

(
2

n∑
i=1

ai,ε(t)ξ
2
i

)
〈ξ 〉−2|V1|2 + C2,ε|V2|2

)

≤ 4(C2,ε + C1,ε

γ
)|V2|2 ≤ 4 max(C1,ε,C2,ε)(1 + 1

γ
)|V2|2.

Note that

|V1|
∣∣∣∣∣∣
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2

∣∣∣∣∣∣< 1√
2γ

|V2|.

We therefore have that

C2
ε

4

⎛⎜⎝
∣∣∣∣∣∣
(√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2

)
V1 + V2

∣∣∣∣∣∣
2

+
∣∣∣∣∣∣
(

−
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2

)
V1 + V2

∣∣∣∣∣∣
2
⎞⎟⎠

≥ C2
ε

4

⎛⎜⎝
⎛⎝|V2| −

∣∣∣∣∣∣
(√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2

)
V1

∣∣∣∣∣∣
⎞⎠2

+
⎛⎝|V2| −

∣∣∣∣∣∣
(

−
√√√√ n∑

i=1

ai,εξ
2
i 〈ξ 〉−2

)
V1

∣∣∣∣∣∣
⎞⎠2
⎞⎟⎠

≥ 2
C2

ε

4
(1 − 1√

2γ
)2|V2|2 ≥ C2

ε

4
|V2|2.

We conclude that (38) holds if γ is big enough with C2
ε

4 ≥ 4 max(C1,ε, C2,ε). Note that we can 
choose C2

ε as in Area 1 and that γ is independent of ε and hence it is a constant once it is fixed. 

Concluding, C
2
ε

4 = 4C1,ε + 4γC2,ε and hence Cε = 4
√

C1,ε + γC2,ε . �
5.2. Energy estimates and very weak solutions

In the rest of this section we will prove the under the hypotheses of Case 1 our Cauchy problem 
has a very weak solution.

Theorem 5.3. Let us consider the Cauchy problem

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

u(0, x) = g0(x),

∂ u(0, x) = g (x),
t 1
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where t ∈ [0, T ], x ∈Rn and

l(t, ∂t , ∂x) =
n∑

i=1

ci(t)∂xi
+ d(t)∂t + e(t).

Assume the following set of hypotheses for s ≥ 1 (Case 1):

(i) the coefficients ai are real-valued distributions with compact support contained in [0, T ]
with ai ≥ 0 for all t ∈ [0, T ],

(ii) f ∈ C([0, T ], γ s
c (Rn)),

(iii) g0, g1 ∈ γ s
c (Rn).

If the equation coefficients are regularised with a scale of logarithmic type and the following Levi 
conditions ∣∣∣∣∣i

n∑
i=1

ci,ε(t)ξi + eε(t)

∣∣∣∣∣
2

≤ c1(ln(ε−1))2

(
2

n∑
i=1

ai,ε(t)ξ
2
i

)
|dε(t)|2 ≤ c2(ln(ε−1))2,

are fulfilled for ε ∈ (0, 1] and for |ξ | large enough, then the Cauchy problem has a very weak 
solution of order s.

Remark 5.4. Note that with scale of logarithmic type we mean ω−1(ε) = ln(ε−1)r for some 
r > 0. The regularisation is therefore given via convolution with ψω(ε), where ψ is a mollifier of 
type (1), for the equation coefficients and with ϕω(ε), where ϕ is a mollifier of type (2) for initial 
data and right-hand side.

Proof of Theorem 5.3. We work on the regularised problem

∂2
t uε(t, x) −

n∑
i=1

ai,ε(t)∂
2
xi

uε(t, x) + lε(t, ∂t , ∂x)uε(t, x) = fε(t, x),

uε(0, x) = g0,ε(x),

∂tuε(0, x) = g1,ε(x),

where t ∈ [0, T ], x ∈Rn and

lε(t, ∂t , ∂x) =
n∑

i=1

ci,ε(t)∂xi
+ dε(t)∂t + eε(t).

Given mollifiers ψ ≥ 0 in C∞
c (R) and ϕ ∈ S (Rn) of type (1) and type (2), respectively, we set

ai,ε = ai ∗ ψω(ε), ci,ε = ci ∗ ψν(ε), dε = d ∗ ψν(ε), eε = e ∗ ψν(ε),

f = f (t, ·) ∗ ϕ , g = g ∗ ϕ , g = g ∗ ϕ .
ε ε 0,ε 0 ε 1,ε 1 ε
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After regularisation, for fixed ε the Cauchy problem above fulfils the hypotheses of Theorem 2.1
so we know that there exists a net of solutions (uε)ε with uε ∈ C2([0, T ], γ s(Rn). This is true 
for every s because after regularisation the coefficients are smooth. To prove that we have a very 
weak solution we need to show that, choosing the scales ω(ε) and ν(ε) suitably, then the net 
(uε)ε is moderate. We will achieve this by writing an ε-version of the proof of Theorem 2.1 for 
the system (10). We begin by defining the energy

Eδ,ε(t, ξ) := (Q
(2)
δ,ε(t, ξ)V (t, ξ),V (t, ξ)).

We hence have

∂tEδ,ε(t, ξ) =(∂tQ
(2)
δ,εV ,V ) + (Q

(2)
δ,ε∂tV ,V ) + (Q

(2)
δ,εV , ∂tV ) (41)

=(∂tQ
(2)
δ,εV ,V ) + i(Q(2)

δ,εDtV ,V ) − i(Q(2)
δ,εV ,DtV )

=(∂tQ
(2)
δ,εV ,V ) + i(Q(2)

δ,ε(〈ξ 〉Aε + Bε)V − F̂ε,V )

− i(Q(2)
δ,εV , (〈ξ 〉Aε + Bε)V − F̂ε)

=(∂tQ
(2)
δ,εV ,V ) + i〈ξ 〉((Q(2)

δ,εAε − A∗
εQ

(2)
δ,ε)V ,V )

+ i((Q(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)V ,V ) − i(Q(2)

δ,εF̂ε,V ) + i(Q(2)
δ,εV , F̂ε).

Since our solution depends on the parameter ε, we will use the notation Vε from now on. From 
(41) we have that

∂tEδ,ε(t, ξ) ≤|(∂tQ
(2)
δ,εVε,Vε)| + |〈ξ 〉((Q(2)

δ,εAε − A∗
εQ

(2)
δ,ε)Vε,Vε)|

+ |((Q(2)
δ,εBε − B∗

ε Q
(2)
δ,ε)Vε,Vε)| + |(Q(2)

δ,εF̂ε,Vε) − (Q
(2)
δ,εVε, F̂ε)|.

To estimate the first two terms in the right-hand side above, we follow the arguments of Section 
4.2 in [15]. For the next two terms we employ Propositions 5.1 and 5.2. We get

∂tEδ,ε(t, ξ) ≤ (Kδ,ε(t, ξ) + C2δ〈ξ 〉 + Cε)Eδ,ε(t, ξ) + |(Q(2)
δ,εF̂ε,Vε) − (Q

(2)
δ,εVε, F̂ε)|, (42)

where Kδ,ε(t, ξ) has the property

T∫
0

Kδ,ε(t, ξ) dt ≤ C1δ
− 2

k ω(ε)−
3L
k

−1,

with k and L depending on ai and bi and C1, C2 positive constants and the net Cε depending on 
the Levi conditions on the lower order terms and defined as in Proposition 5.2. Note that

|(Q(2)
δ,εF̂ε,Vε) − (Q

(2)
δ,εVε, F̂ε)| = |2V 2,εf̂ε − 2V2,εf̂ε| ≤ 4|V2,ε||f̂ε|

≤ 2(|V2,ε|2 + |F̂ε|2) (43)
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where in the last step we used that the quasi-symmetriser is a family of (nearly) diagonal Hermi-
tian matrices. Hence

Eδ,ε(t, ξ) = (Q
(2)
δ,εVε,Vε) = (diag Q

(2)
δ,εVε,Vε)

=
(

2
n∑

i=1

ai,εξ
2
i 〈ξ 〉−2 + 2δ2

)
|V1,ε|2 + 2|V2,ε|2 ≥ 2|V2,ε|2

since ai ≥ 0. Using these inequalities in (43) we get that

|(Q(2)
δ,εF̂ε,Vε) − (Q

(2)
δ,εVε, F̂ε)| ≤ 2|F̂ε|2 + Eδ,ε(t, ξ).

Therefore (42) becomes

∂tEδ,ε(t, ξ) ≤ (Kδ,ε(t, ξ) + C2δ〈ξ 〉 + Cε + 1)Eδ,ε(t, ξ) + 2 sup
t∈[0,T ]

|F̂ε(t, ξ)|2.

By Gronwall’s lemma we obtain

Eδ,ε(t, ξ) ≤
(

Eδ,ε(0, ξ) + 2T sup
t∈[0,T ]

|F̂ε(t, ξ)|2
)

eC1δ
− 2

k ω(ε)
− 3L

k
−1+C2T δ〈ξ〉+T Cε+T

≤
(

Eδ,ε(0, ξ) + 2T sup
t∈[0,T ]

|F̂ε(t, ξ)|2
)

eCT (δ
− 2

k ω(ε)
− 3L

k
−1+δ〈ξ〉+Cε+1).

As in [14], we set δ− 2
k = δ〈ξ 〉. It follows that δ− 2

k = 〈ξ 〉 1
σ , where

σ = 1 + k

2
.

Making use of Proposition (5.1)(i), of the definition of Q(2)
δ,ε and of the fact that ω(ε)−1 ≥ 1, we 

obtain for some D > 0

D−1ω(ε)2Lδ2|Vε(t, ξ)|2 ≤
(

Eδ,ε(0, ξ) + 2T sup
t∈[0,T ]

|F̂ε(t, ξ)|2
)

eCT (Cε+1)e2CT 〈ξ〉 1
σ ω(ε)

− 3L
k

−1

≤
(

Dω(ε)−2L|Vε(0, ξ)|2 + 2T sup
t∈[0,T ]

|F̂ε(t, ξ)|2
)

× eCT (Cε+1)e2CT 〈ξ〉 1
σ ω(ε)

− 3L
k

−1
.

This implies, for M = (3L + k)/k,

|Vε(t, ξ)|2 ≤ Dω(ε)−2Lδ−2

(
Dω(ε)−2L|Vε(0, ξ)|2 + 2T sup

t∈[0,T ]
|F̂ε(t, ξ)|2

)
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× eCT (Cε+1)e2CT 〈ξ〉 1
σ ω(ε)−M

= Dω(ε)−2L〈ξ 〉 k
σ

(
Dω(ε)−2L|Vε(0, ξ)|2 + 2T sup

t∈[0,T ]
|F̂ε(t, ξ)|2

)

× eCT (Cε+1)e2CT 〈ξ〉 1
σ ω(ε)−M

.

Using the inequality (|α|2 + |β|2) 1
2 ≤ (|α| + |β|) we have

|Vε(t, ξ)| ≤√
Dω(ε)−L〈ξ 〉 k

2σ

(√
Dω(ε)−L|Vε(0, ξ)| + √

2T sup
t∈[0,T ]

|F̂ε(t, ξ)|
)

(44)

× eCT (
Cε
2 + 1

2 )eCT 〈ξ〉 1
σ ω(ε)−M

.

Note that in this inequality we can clearly see the dependence of Vε on the coefficients in 
the principal part as well as the dependence on the initial data and the right-hand side. Since 
g0, g1, f (t, ·) ∈ γ s

c (Rn), we have from Proposition 3.6(iii) that

|Vε(0, ξ)| ≤ c′
1e−κ1〈ξ〉 1

s and sup
t∈[0,T ]

|F̂ε(t, ξ)| ≤ c′
2e−κ2〈ξ〉 1

s

where c′
1, c

′
2 > 0. Hence we have that

|Vε(t, ξ)| ≤√
Dω(ε)−L〈ξ 〉 k

2σ

(√
Dω(ε)−Lc′

1e−κ1〈ξ〉 1
s + √

2T c′
2e−κ2〈ξ〉 1

s

)
× eCT (

Cε
2 + 1

2 )eCT 〈ξ〉 1
σ ω(ε)−M

≤√
Dω(ε)−2L〈ξ 〉 k

2σ max (
√

Dc′
1,

√
2T c′

2)e
−min (κ1,κ2)〈ξ〉 1

s

× eCT (
Cε
2 + 1

2 )eCT 〈ξ〉 1
σ ω(ε)−M

.

We now choose ω(ε)−1 of logarithmic type, similarly to Section 4.2 of [15] and ν−1(ε) such 
that the Levi conditions hold, i.e.,

Cε = 4
√

C1,ε + γC2,ε) = O(ln(ε−1)).

This proves that the net Vε has the desired moderateness properties and therefore (uε)ε is a very 
weak solution of order s ∈ [1, 1 + k

2 ]. Since k can be chosen arbitrary then we can get a very 
weak solution for any order s. �
6. Levi conditions and very weak solutions: case 2

We now pass to investigate Case 2 where the right-hand side and initial data are distributions 
with compact support.
167



M. Discacciati, C. Garetto and C. Loizou Journal of Differential Equations 319 (2022) 131–185
Theorem 6.1. Let us consider the Cauchy problem

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

u(0, x) = g0(x),

∂tu(0, x) = g1(x),

where t ∈ [0, T ], x ∈Rn and

l(t, ∂t , ∂x) =
n∑

i=1

ci(t)∂xi
+ d(t)∂t + e(t).

Assume the following set of hypotheses for s > 1 (Case 2):

(i) the coefficients ai are real-valued distributions with compact support contained in [0, T ]
with ai ≥ 0 for all t ∈ [0, T ],

(ii) f ∈ C([0, T ], E ′(Rn)),
(iii) g0, g1 ∈ E ′(Rn).

If the equation coefficients are regularised with a scale of logarithmic type and the following Levi 
conditions

∣∣∣∣∣i
n∑

i=1

ci,ε(t)ξi + eε(t)

∣∣∣∣∣
2

≤ c1(ln(ε−1))2

(
2

n∑
i=1

ai,ε(t)ξ
2
i

)

|dε(t)|2 ≤ c2(ln(ε−1))2,

are fulfilled for ε ∈ (0, 1] small enough and for |ξ | large enough, then the Cauchy problem has a 
very weak solution of order s.

This is a straightforward extension of Theorem 5.3. The main difference with respect to Case 
1 is how we regularise f , g0 and g1. In detail, we use mollifiers of type (3) and order s and we 
get that the nets

g0,ε = g0 ∗ ρε, g1,ε = g1 ∗ ρε,

are γ s -moderate nets (see Proposition 3.9). Concerning f , we have that

(f ∗ ψερε)(t, x) = fs,y(ψε(t − s)ρε(x − y))

is C∞([0, T ], γs(Rn))-moderate, with ψ mollifier of type (1). For the other equation coefficients 
we proceed with the regularisation as in Case 1.
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Proof of Theorem 6.1. By repeating the transformation into a first order system and the energy 
estimates of Case 1 at the Fourier transform level we arrive at the inequality (44), i.e.

|Vε(t, ξ)| ≤√
Dω(ε)−L〈ξ 〉 k

2σ

(√
Dω(ε)−L|Vε(0, ξ)| + √

2T sup
t∈[0,T ]

|F̂ε(t, ξ)|
)

× eCT (
Cε
2 + 1

2 )eCT 〈ξ〉 1
σ ω(ε)−M

,

for Cε = 4
√

C1,ε + γC2,ε with M = (3L + k)/k and C1,ε, C2,ε > 0 coming from the Levi 
conditions as in the assumptions of Proposition 5.2. Since g0, g1, f ∈ E ′(Rn), we have from 
Proposition 3.9 that g0,ε, g1,ε, fε(t, ·) are γ s

c (Rn)-moderate hence from Proposition 3.7(i) we 
have that

|Vε(0, ξ)| ≤ c′
1ε

−N1e−κ1ε
1
s 〈ξ〉 1

s and sup
t∈[0,T ]

|F̂ε(t, ξ)| ≤ c′
2ε

−N2 e−κ2ε
1
s 〈ξ〉 1

s

for some constants c′
1 > 0 and c′

2 > 0 and N1 and N2 depending on the structure of initial data 
and right-hand side. Hence for ω(ε)−1 ≥ 1 and some D > 0 we have that

|Vε(t, ξ)| ≤√
Dω(ε)−L〈ξ 〉 k

2σ

(√
Dω(ε)−Lc′

1ε
−N1e−κ1ε

1
s 〈ξ〉 1

s + √
2T c′

2ε
−N2e−κ2ε

1
s 〈ξ〉 1

s

)
× eCT (

Cε
2 + 1

2 )eCT 〈ξ〉 1
σ ω(ε)−M

≤√
Dω(ε)−2L〈ξ 〉 k

2σ max (
√

Dc′
1,

√
2T c′

2)e
−min (κ1,κ2)ε

1
s 〈ξ〉 1

s
ε−max (N1,N2)

× eCT (
Cε
2 + 1

2 )eCT 〈ξ〉 1
σ ω(ε)−M

.

Choosing ω(ε)−1 of logarithmic type as in Case 1 and making use of the Levi conditions on 
Cε (i.e. Cε = O(ln(ε−1))) we easily see that Vε is γ s -moderate, as desired. �
7. Uniqueness and consistency

By analysing the proof of Theorem 5.3 and Theorem 6.1 is it straightforward to observe that 
if equation coefficients and initial data are given by negligible nets then the very weak solution 
(uε)ε will be negligible too. This allows us to conclude that the very weak solution is unique 
in the very weak sense, i.e., negligible changes in coefficients and data will lead to negligible 
changes in the solution. This is equivalent to say that the Cauchy problem is well-posed in a 
suitable space of generalised functions of Colombeau type as already observed in [15]. In the 
rest of the section we will prove that when the coefficients are regular enough and the initial 
data are Gevrey, then the very weak solutions are consistent with the classical ones obtained in 
[14,25]. This requires to preliminary show that the (classical) Levi conditions formulated in [14]
imply the generalised ones introduced in this paper.
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Proposition 7.1. Let

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

where l(t, ∂t , ∂x) =
n∑

i=1

ci(t)∂xi
+ d(t)∂t + e(t),

and the real-valued coefficients ai are compactly supported, belong to Ck([0, T ]) with k ≥ 2 and 
ai ≥ 0 for all i = 1, . . . , n. Suppose the Levi conditions on the lower order terms hold

∣∣∣∣∣i
n∑

i=1

ci(t)ξi + e(t)

∣∣∣∣∣
2

≤ C1

⎡⎣( n∑
i=1

bi(t)ξi

)2

+ 2
n∑

i=1

ai(t)ξ
2
i

⎤⎦ ,

|d(t)|2 ≤ C2.

Then the Levi conditions also hold for the regularised lower order terms

∣∣∣∣∣i
n∑

i=1

ci,ε(t)ξi + eε(t)

∣∣∣∣∣
2

≤ C̃1

⎡⎣( n∑
i=1

bi,ε(t)ξi

)2

+ 2
n∑

i=1

ai,ε(t)ξ
2
i

⎤⎦ ,

|dε(t)|2 ≤ C̃2,

for some constants C̃1, C̃2 independent of ε.

Proof. Starting with the first Levi condition,

∣∣∣∣∣i
n∑

i=1

ci,ε(t)ξi + eε(t)

∣∣∣∣∣
2

=
∣∣∣∣∣i

n∑
i=1

ci ∗ ϕε(t)ξi + e ∗ ϕε(t)

∣∣∣∣∣
2

=
∣∣∣∣∣
(

i
n∑

i=1

ciξi + e

)
∗ ϕε(t)

∣∣∣∣∣
2

≤
(∣∣∣∣∣i

n∑
i=1

ciξi + e

∣∣∣∣∣ ∗ ϕε(t)

)2

=
⎛⎜⎝ ∫

supp(ϕε)

∣∣∣∣∣i
n∑

i=1

ci(t − τ)ξi + e(t − τ)

∣∣∣∣∣ϕε(τ )dτ

⎞⎟⎠
2

≤
⎛⎜⎝ ∫

supp(ϕε)

C
1
2
1

[
2

n∑
i=1

ai(t − τ)ξ2
i

] 1
2

ϕε(τ )dτ

⎞⎟⎠
2

(45)

By Holder’s inequality, the right-hand side of (45) can be estimated by
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≤ μ(supp(ϕε))

∫
supp(ϕε)

C1

[
2

n∑
i=1

ai(t − τ)ξ2
i

]
ϕε(τ )2dτ

= εCC1

⎛⎜⎝ ∫
supp(ϕε)

2
n∑

i=1

ai(t − τ)ξ2
i ϕε(τ )2dτ

⎞⎟⎠

= εCC1

⎛⎜⎝ ∫
supp(ϕε)

2
n∑

i=1

ai(t − τ)ξ2
i ϕε(τ )

1

ε
ϕ
(τ

ε

)
dτ

⎞⎟⎠

≤ CC1

⎛⎜⎝ ∫
supp(ϕε)

2
n∑

i=1

ai(t − τ)ξ2
i ϕε(τ )C̃dτ

⎞⎟⎠= C̃1

(
2

n∑
i=1

ai ∗ ϕεξ
2
i

)

= C̃1

(
2

n∑
i=1

ai,εξ
2
i

)
.

For the second Levi condition,

|dε(t)|2 = |d ∗ ϕε(t)|2 =
∣∣∣∣∣∣
∫
R

d(t − τ)ϕε(τ )dτ

∣∣∣∣∣∣
2

≤
⎛⎝∫
R

|d(t − τ)|ϕε(τ )dτ

⎞⎠2

≤
⎛⎝∫
R

C
1
2
2 ϕε(τ )dτ

⎞⎠2

= C2

⎛⎝∫
R

ϕε(τ )dτ

⎞⎠2

= C2. �

We are now ready to prove that every very weak solution will converge to the classical so-
lution as ε → 0 when the equation coefficients are regular enough. This result clearly holds 
independently of the choice of regularisation, i.e., mollifier and scale.

Theorem 7.2. Let

∂2
t u(t, x) −

n∑
i=1

ai(t)∂
2
xi

u(t, x) + l(t, ∂t , ∂x)u(t, x) = f (t, x),

u(0, x) = g0(x),

∂tu(0, x) = g1(x),

(46)

where

l(t, ∂t , ∂x) =
n∑

ci(t)∂xi
+ d(t)∂t + e(t),
i=1
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and the real-valued coefficients ai are compactly supported, belong to Ck([0, T ]) with k ≥ 2 and 
ai ≥ 0 for all i = 1, . . . , n. Let g0 and g1 belong to γ s

c (Rn) and f ∈ C([0, T ]; γ s
c (Rn)) with 

s ≥ 1. Suppose the Levi conditions on the lower order terms hold

∣∣∣∣∣i
n∑

i=1

ci(t)ξi + e(t)

∣∣∣∣∣
2

≤ C1

⎡⎣( n∑
i=1

bi(t)ξi

)2

+ 2
n∑

i=1

ai(t)ξ
2
i

⎤⎦ ,

|d(t)|2 ≤ C2.

Then, any very weak solution (uε)ε of u converges in C([0, T ]; γ s(Rn)) as ε → 0 to the unique 
classical solution in C2([0, T ], γ s(Rn)) of the Cauchy problem (46);

Proof. Let ̃u be the classical solution. By definition we know that

D2
t ũ(t, x) −

n∑
i=1

ai(t)D
2
xi

ũ(t, x) − l(t, iDt, iDx)̃u(t, x) = −f (t, x),

ũ(0, x) = g0(x),

Dt ũ(0, x) = −ig1(x).

(47)

Note that the initial data do not need to be regularised because they are already Gevrey functions. 
By Proposition 7.1, the Levi conditions also hold for the regularised coefficients with constants 
independent of ε. Hence, there exists a very weak solution (uε)ε of u such that

D2
t uε(t, x) −

n∑
i=1

ai,ε(t)D
2
xi

uε(t, x) − lε(t, iDt, iDx)uε(t, x) = −fε(t, x),

uε(0, x) = g0(x),

Dtuε(0, x) = −ig1(x),

(48)

for suitable embeddings of the coefficients ai . Noting that the nets (ai,ε − ai)ε , (ci,ε − ci)ε , 
(dε − d)ε , (eε − e)ε and (fε − f )ε are converging to 0 in C([0, T ] × Rn) for i = 1, . . . , n we 
can rewrite (47) as

D2
t ũ(t, x) −

n∑
i=1

ai,ε(t)D
2
xi

ũ(t, x) − lε(t, iDt, iDx)̃u(t, x) = −fε(t, x) + nε(t, x),

ũ(0, x) = g0(x),

Dt ũ(0, x) = −ig1(x),

(49)

where nε ∈ C([0, T ]; γ s(Rn)) and converges to 0 in this space. From (49) and (48) we get that 
ũ − uε solves the Cauchy problem
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D2
t (̃u − uε)(t, x) −

n∑
i=1

ai,ε(t)D
2
xi

(̃u − uε)(t, x) − lε(t, iDt, iDx)(̃u − uε) = nε(t, x),

(̃u − uε)(0, x) = 0,

(Dt ũ − Dtuε)(0, x) = 0.

Following the energy estimates of Case 1 and arguing as in the proof of Theorem 5.3, after reduc-
tion to a system and by applying the Fourier transform, we have an estimate of |(Ṽ − Vε)(t, ξ)|
as in (44), in terms of (Ṽ − Vε)(0, ξ) and the right-hand side nε(t, x). In particular, since the 
coefficients are of class Ck , k ≥ 2, we note that ‖Q(2)

δ,ε(·, ξ)‖Ck([0,T ]) is uniformly bounded with 
respect to ε, because we can differentiate the entries up to order k, without putting any derivatives 
on the mollifier. Therefore the estimate (27) in [15] becomes

T∫
0

Kδ,ε(t, ξ) dt ≤ C1δ
− 2

k .

Hence the terms ω(ε)−L and ω(ε)−M disappear in (44) and we simply get

|(Ṽ − Vε)(t, ξ)| ≤√
D〈ξ 〉 k

2σ

(√
D|(Ṽ − Vε)(0, ξ)| + √

2T sup
t∈[0,T ]

|n̂ε(t, ξ)|
)

× eCT ( C
2 + 1

2 )eCT 〈ξ〉 1
σ
.

Note that C2 comes from the Levi conditions and from Proposition 7.1 it can be chosen indepen-
dent of ε. Since (Ṽ − Vε)(0, ξ) = 0 and nε → 0 in C([0, T ]; γ s(Rn)), we conclude that uε → ũ

in C([0, T ]; γ s(Rn)). Note that our argument is independent of the choice of the regularisation 
of the coefficients and the right-hand side. �
8. Examples and numerical models

In this final section we will study the Cauchy problem

∂2
t u(t, x) − a(t)∂xu = f (t, x), t ∈ [0, T ], x ∈ R,

u(0, x) = g0(x),

∂tu(0, x) = g1(x),

under different set of hypotheses on the coefficients, right-hand side and initial data. For the 
sake of the reader, we start by recalling some classical results for C∞ well-posedness for weakly 
hyperbolic Cauchy problems that we will employ in the sequel.

8.1. C∞ well-posedness for weakly hyperbolic equations

The next theorem is due to the pioneer work of Oleinik on second order hyperbolic equations. 
In [27], Oleinik considers the following Cauchy problem in the domain G = {0 ≤ t ≤ T , x ∈Rm}
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utt (t, x) −
m∑

i,j=1

(aij (t, x)uxi
)xj

+
m∑

i=1

bi(t, x)uxi
+ b0(t, x)ut + c(t, x) = f (t, x), (50)

u(0, x) = g0(x), ut (0, x) = g1(x),

where x ∈Rm and aij (t, x)ξiξj ≥ 0 in G for all ξ ∈Rm, obtaining the C∞ well-posedness result 
below.

Theorem 8.1. Assume that there exists a constant D such that for the coefficients of (50), the 
inequality

m∑
i=1

αt(biξi)
2 ≤

m∑
i,j=1

Baij ξiξj + a
ij
t ξiξj (51)

holds in G = {0 ≤ t ≤ T , x ∈ Rm}, for any ξ ∈ Rm. Here α > (2p + 6)−1 (p being an integer 
greater than or equal to −1), B is some constant for t ∈ [0, t0], t0 = const. > 0 and α, B are 
some positive constants for t ∈ [t0, T ]. Let aij , aij

xi
, bi , b0, b0

t , c and their derivatives up to the 
order k, k ≥ 2, with respect to x and up to the order k − 2 with respect to x and t be bounded 
in G. Let the derivatives of the form ∂ρ

t ∂
β
x of aij , aij

xi
, bi , b0, b0

t , c, where ρ ∈ N0, ρ ≤ p + 1

and β ∈ NN0
0 , |β| ≤ k, be bounded for t ∈ [0, t0] and the derivatives of these functions of the 

form ∂ρ
t ∂

β
x , ρ ≤ p, |β| ≤ p + k, be bounded for t = 0. Suppose that the functions f , g0, g1 have 

compact support. Then there exists a unique solution u of (50) and the estimate

∀τ ∈ [0, T ], ‖u(τ, ·)‖2
Hk(R)

≤ C

(
‖g0‖2

Hk+p+4(R)
+ ‖g1‖2

Hk+p+3(R)
+

τ∫
0

‖f (σ, ·)‖2
Hk(R)

dσ

+ ‖f (τ, ·)‖2
Hk−2(R)

+
∑
ρ≤p

|β|≤p+k+2

∫
Rm

|∂ρ
t ∂β

x f (0, x)|2dx + max
σ∈[0,t0]

∑
ρ≤p+1
|β|≤k

∫
Rm

|∂ρ
t ∂β

x f (σ, x)|2dx

)
(52)

holds provided that the norms of f , g0 and g1 on the right of (52) are finite, where the constant 
C > 0, depends on ‖ · ‖∞ in G of the derivatives of the coefficients aij , aij

xi
, bi , b0, b0

t , c, as 
stated above. If 2(k − 2) > m + 1, then the classical solution to (50) exists.

We now consider the Cauchy problem

utt (t, x) − a(t)uxx = 0, (53)

u(0, x) = g0(x), ut (0, x) = g1(x),

where x ∈R, t ∈ [0, T ] and a(t) ≥ 0 on [0, T ]. By reformulating Theorem 8.1 in this context we 
obtain the next statement.
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Theorem 8.2. Assume that there exists a constant D such that for the coefficient of (53), the 
inequality

0 ≤ Da(t) + at (t) (54)

holds for any t ∈ [0, T ]. Here p is an integer greater than or equal to −1, D is some constant for 
t ∈ [0, t0], t0 = const. > 0 and some positive constant for t ∈ [t0, T ]. Let a and its derivatives up 
to the order k − 2, k ≥ 2 with respect to t be bounded on [0, T ]. Let the derivatives of the form 
dρ/dtρ of a, where ρ ∈N0, ρ ≤ p + 1, be bounded for t ∈ [0, t0] and the derivatives of the form 
dρ/dtρ , ρ ≤ p, be bounded for t = 0. Suppose that the functions g0, g1 have compact support. 
Then there exists a unique solution u of (53) and the estimate

∀τ ∈ [0, T ], ‖u(τ, ·)‖2
Hk(R)

≤C(‖g0‖2
Hk+p+4(R)

+ ‖g1‖2
Hk+p+3(R)

) (55)

holds provided that the norms of g0 and g1 on the right of (55) are finite, where the constant 
C > 0, depends on ‖ · ‖∞ on [0, T ] of the derivatives of the coefficient a, as stated above. If 
2(k − 2) > m + 1, then the classical solution to (53) exists.

Remark 8.3. Note that if a, at ≥ 0 then the inequality (54) is automatically satisfied for all 
D > 0.

Choosing p = −1 and k = 2 in the above estimate, we obtain the following.

Corollary 8.4. Assume that there exists a constant D such that for the coefficient of (53), the 
inequality

0 ≤ Da(t) + at (t) (56)

holds for any t ∈ [0, T ]. Here D is some constant for t ∈ [0, t0], t0 = const. > 0 and some 
positive constant for t ∈ [t0, T ]. Let a be bounded on [0, T ]. Suppose that the functions g0, g1
have compact support. Then there exists a unique solution u of (53) and the estimate

∀τ ∈ [0, T ], ‖u(τ, ·)‖2
H 2(R)

≤C(‖g0‖2
H 5(R)

+ ‖g1‖2
H 4(R)

) (57)

holds provided that the norms of g0 and g1 on the right of (57) are finite, where the constant 
C > 0, depends on ‖ · ‖∞ on [0, T ] of the coefficient a.

We conclude this section by focusing on two toy models where the coefficient a(t) in the 
principal is a Heaviside function or a delta distribution. For simplicity, we set f = 0.

8.2. First model: a(t) = H(t)

Let

∂2
t u(t, x) − H(t − 1)∂2

xu(t, x) = 0, t ∈ [0, T ], x ∈R,

u(0, x) = g0(x),

∂ u(0, x) = g (x),

(58)
t 1
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where g0, g1 ∈ C∞
c (R) and H is the Heaviside function

H(t) =
{

1, for t ≥ 0

0, for t < 0.

By applying the regularisation methods described before, one can transform the Cauchy problem 
(58) to

∂2
t uε(t, x) − Hε(t − 1)∂2

xuε(t, x) = 0, t ∈ [0, T ], x ∈R,

uε(0, x) = g0(x),

∂tuε(0, x) = g1(x),

(59)

where Hε = H ∗ ϕε , ϕε(t) = 1
ε
ϕ( t

ε
) and ϕ ∈ C∞

c (R) with ϕ ≥ 0 and 
∫

ϕ = 1. Note that since 
g0, g1 ∈ C∞

c (R), we do not need to mollify them.
We now apply the results of Section 8.1 to the Cauchy problem (59).

Proposition 8.5. The solution net, uε, of the Cauchy problem (59) fulfils

∀τ ∈ [0, T ], ‖uε(τ, ·)‖2
H 2(R)

≤C(‖g0‖2
H 5(R)

+ ‖g1‖2
H 4(R)

), (60)

where C is independent of ε.

Proof. We note that Hε, H ′
ε ≥ 0 and hence for any D > 0, the condition (56) is automatically 

satisfied. Hence from Corollary 8.4, we get the estimate (60) where C depends on ‖Hε(· − 1)‖∞
on [0, T ]. We now calculate ‖Hε(· − 1)‖∞ to show that it is independent of ε.

‖Hε(· − 1)‖∞ = ‖H ∗ ϕε(· − 1)‖∞ = sup
t∈[0,T ]

∣∣∣∣∣∣
∫
R

H(t − 1 − τ)ϕε(τ )dτ

∣∣∣∣∣∣
≤
∫
R

sup
t∈[0,T ]

|H(t − 1 − τ)ϕε(τ )|dτ =
∫
R

1 × |ϕε(τ )|dτ

=
∫
R

ϕε(τ )dτ = 1.

Therefore ‖Hε(· − 1)‖∞ ≤ 1 and hence C can be chosen independent of ε. �
Remark 8.6. The proof of Proposition 8.5 holds for more general initial data g0, g1. For instance 
one can take g0 ∈ H 5(R), g1 ∈ H 4(R).

Remark 8.7. The argument of Proposition 8.5 fails if the regularisation of the dirac delta distri-
bution δε is considered in the Cauchy problem (59) instead of Hε . Indeed, in this case we cannot 
get a constant C independent of ε. In fact,
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‖δε(· − 1)‖∞ = ‖δ ∗ ϕε(· − 1)‖∞ = ‖ϕε(· − 1)‖∞ =
∥∥∥∥1

ε
ϕ

( · − 1

ε

)∥∥∥∥∞
≤ 1

ε
Mϕ,

where we have used that ϕ ∈ C∞
c (R) and hence it is bounded by Mϕ on [0, T ] and that δ ∗ ϕε =

ϕε , from distribution theory. Therefore, when the coefficient is δ we cannot achieve boundedness.

8.2.1. Heaviside function
We consider again the Cauchy problem (58). Classically, this Cauchy problem can be solved 

piecewise. First for t < 1 and then for t > 1 and taking the final values at t = 1 as initial values 
for t > 1. For t < 1, the equation becomes utt = 0. Using the initial conditions we obtain that

u(x, t) = tg1(x) + g0(x).

Therefore, u(x, 1) = g1(x) + g0(x) and ut (x, 1) = g1(x) which are used as initial conditions for 
t > 1. For t > 1, using d’Alembert’s formula we obtain that

u(x, t) =g1(x + t − 1) + g1(x − t + 1) + g0(x + t − 1) + g0(x − t + 1)

2
+ 1

2

x+t−1∫
x−t+1

g1(s)ds.

Combining these two solutions together we obtain the unique piecewise distributional solution 
ū, to the Cauchy problem (58).

This proof is modelled on the proof in [10]. The new ingredient is that we are dealing now 
with the Heaviside function where before the jump it is equal to zero, whereas in [10] it was 
positive.

Theorem 8.8. For the Cauchy problem (58), every very weak solution converges to the piecewise 
distributional solution ū, as ε → 0.

Proof. From assumption, g0, g1 ∈ C∞
c (R). Let (uε)ε be a very weak solution of the Cauchy 

problem (58) that vanishes for x outside some compact set, independently of t , t ∈ [0, T ]. By 
construction we have that uε ∈ C∞([0, T ], H∞(R)). Therefore we can use energy estimates. 
We first note that H(t − 1) = H(t − 1)2, therefore our equation can be written as utt − H(t −
1)2uxx = 0. Following the argument of the proof of Theorem 6.1 in [10], we now multiply the 
regularised equation uε,tt − Hε(t − 1)2uε,xx = 0 by uε,t and integrating by parts we have

∫
R

(
uε,ttuε,t + Hε(t − 1)2uε,xuε,xt

)
dx = 0.

Noting that

1

2

∂

∂t

(
Hε(t − 1)uε,x

)2 = Hε(t − 1)2uε,xuε,xt + Hε(t − 1)H ′
ε(t − 1)u2

ε,x,

we obtain that
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1

2

∂

∂t

∫
R

(
|uε,t |2 + Hε(t − 1)2|uε,x |2

)
dx =

∫
R

Hε(t − 1)H ′
ε(t − 1)|uε,x |2dx.

We therefore have the following energy estimate∫
R

(
|uε,t |2 + Hε(t − 1)2|uε,x |2

)
dx ≤

∫
R

(
|g1|2 + Hε(t − 1)2|g0,x |2

)
dx (61)

+ 2

t∫
0

|Hε(t − 1)H ′
ε(t − 1)|

∫
R

|uε,x |2dxdt.

From the estimates obtained by employing Oleinik’s result in (60), we have that 
∫
R|uε,x(t, x)|2dx

is bounded on [0, T ]. We also note that,∫
R

|Hε(t − 1)H ′
ε(t − 1)|dt =

∫
R

|Hε(t − 1)(δ ∗ ϕε)(t − 1)|dt

=
∫
R

∣∣∣∣Hε(t − 1)
1

ε
ϕ

(
t − 1

ε

)∣∣∣∣dt =
∫
R

|Hε(εy)ϕ(y)|dy ≤
∫
R

|ϕ(y)|dy < ∞.

Noting that ∫
R

|uε,t |2dx ≤
∫
R

(
|uε,t |2 + Hε(t − 1)2|uε,x |2

)
dx

and applying the energy estimates (61), we conclude that 
∫
R |uε,t (t, x)|2dx is bounded on [0, T ]. 

We therefore have that (uε)ε is bounded in C1([0, T ], L2(R)). By the Mean Value Theorem, 
(uε)ε is equicontinuous in C([0, T ], L2(R)). Since (uε)ε is also bounded in C([0, T ], L2(R)), 
by Arzela-Ascoli, (uε)ε is relatively compact in C([0, T ], L2(R)). Furthermore, by (60) we 
have that 

∫
R |uε,xx(t, x)|2dx is bounded on [0, T ]. By the differential equation we get that ∫

R |uε,tt (t, x)|2dx is also bounded on [0, T ]. By the same argument as above, we obtain that 
(uε)ε is relatively compact in C1([0, T ], L2(R)). Therefore, there exists a subsequence (uεk

)k
such that

lim
k→∞(uεk

)k = ũ ∈ C1([0, T ],L2(R)) ⊂ C1([0, T ],D′(R)).

But on every compact subinterval of (0, 1) and of (1, T ), Hε is identically equal to 0 or 1, when 
ε is small enough. Therefore ũ is a distributional solution of the Cauchy problem (59) on both 
strips. Since ũ ∈ C([0, T ], D′(R)), so is ũxx and hence from the equation, so is also ũt t . We 
therefore have,

ũ ∈
(
C2([0,1],D′(R)) ⊕ C2([1, T ],D′(R))

)
.
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Fig. 1. Numerical tests with mollifier ϕ1,ε(t): exact solution ū and numerical approximations uε for ε = 0.1, 0.05 (left); 
norm ‖uε − ū‖

L2([0,2]) at t = 2 versus ε (right). (For interpretation of the colours in the figure(s), the reader is referred 
to the web version of this article.)

That is, ũ is the unique piecewise distributional solution to the Cauchy problem (59). Therefore 
ũ = ū. Since (uε)ε is equicontinuous in C1([0, T ], L2(R)), we have that the whole net (uε)ε
converges to ũ = ū. �
8.2.2. Numerical model

We solve the Cauchy problem (59) numerically using the Lax–Friedrichs method (see, e.g., 
[33]) after reformulating it as an equivalent first-order system. We consider t ∈ [0.8, 2], x ∈
[0, 2], and periodic initial conditions g0(x) = sin(2πx) and g1(x) = cos(2πx). For the space 
discretisation, we set the discretisation step �x = 0.0007, and for the time discretisation we 
choose �t = ε

10 when Hε(t − 1) = 0 and we take �t adaptively when Hε(t − 1) �= 0 to ensure 
that the Courant number remains equal to 1. We compute numerical solutions uε for various 
values of ε and we compare them with the piecewise distributional solution ū obtained as in 
section 8.2.1. More precisely, we compute the norm ‖uε − ū‖L2([0,2]) at t = 2 and show that it 
tends to 0 for ε → 0 according to Theorem 8.8.

First, we consider the mollifier ϕ1,ε(t) = 1
ε
ϕ1(

t
ε
) with

ϕ1(t) =
{

1
0.443994e

1
(t2−1) , if |t | < 1

0, if |t | ≥ 1.

Fig. 1 shows the exact solution ū and the solutions uε at t = 2 for ε = 0.1 and ε = 0.05 (left), 
and the computed L2 error norm for various values of ε (right). We can see that the solutions uε

better approach the exact solution ū as ε is reduced and that the error norm decreases for ε → 0
as expected.

To verify that results are independent of the choice of the mollifier, we repeated the computa-
tions taking now the mollifier ϕ2,ε(t) = 1

ε
ϕ2(

t
ε
) with

ϕ2(t) =
{

1
0.887988e

1
(t2−1) , if |t | < 2,

0, if |t | ≥ 2.
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Fig. 2. Numerical tests with mollifier ϕ2,ε(t): exact solution ū and numerical approximations uε for ε = 0.1, 0.05 (left); 
norm ‖uε − ū‖

L2([0,2]) at t = 2 versus ε (right).

Also in this case, the solutions uε better approach the exact solution ū when ε → 0 and the 
norm ‖uε − ū‖L2([0,2]) tends to 0 for ε → 0 as shown in Fig. 2.

8.3. Second model: a(t) = δ

Finally, we numerically study the problem (59) where the Heaviside function Hε is replaced 
by a regularised delta distribution δε . In this case, according to Remark 8.7, the argument of 
Proposition 8.5 does not hold so that, in particular, it is not possible to identify a constant C
independent of ε such that inequality (60) is satisfied. Considering the same setting and discreti-
sation as in the previous tests, we solve (59) with a delta distribution δε regularised using the 
mollifier ϕ1,ε to obtain numerical solutions uε for various values of ε. Then, we compute the 
ratio

‖uε(τ, ·)‖2
L2([0,2])

‖g0‖2
H 5([0,2]) + ‖g1‖2

H 4([0,2])
(62)

at τ = 2 and we show that this ratio is not bounded independently of ε when ε → 0. The ratios 
computed for several values of ε are plotted in Fig. 3, and they seem to confirm that boundedness 
cannot be achieved in the case of coefficients as singular as delta.

Appendix A. Quasi-symmetriser

This appendix is devoted to the general definition of quasi-symmetriser for a matrix in 
Sylvester form. We refer the reader to [25,14] for more details.

In the sequel, A(λ) is an m × m Sylvester matrix with real eigenvalues λl , i.e.,

A(λ) =

⎛⎜⎜⎝
0 1 0 . . . 0
0 0 1 . . . 0

. . . . . . . . . . . . 1
−σ

(m)
m (λ) −σ

(m)
m−1(λ) . . . . . . −σ

(m)
1 (λ)

⎞⎟⎟⎠ ,

where
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Fig. 3. Ratios (62) computed for different values of ε with uε the solution of (59) with coefficient δε .

σ
(m)
h (λ) = (−1)h

∑
1≤i1<...<ih≤m

λi1 ...λih

for all 1 ≤ h ≤ m. In the sequel Pm is the class of permutations of {1, . . . , m}, λρ =
(λρ1 , . . . , λρm) with λ ∈Rm and ρ ∈ Pm, πiλ = (λ1, . . . , λi−1, λi+1, . . . , λm) and λ′ = πmλ =
(λ1, . . . , λm−1). Following Section 4 in [25], we have the following definition.

Definition A.1. The quasi-symmetriser of A(λ) is the Hermitian matrix

Q
(m)
δ (λ) =

∑
ρ∈Pm

P
(m)
δ (λρ)∗P (m)

δ (λρ),

where δ ∈ (0, 1], P (m)
δ (λ) = H

(m)
δ P (m)(λ), H(m)

δ = diag{δm−1, . . . , δ, 1} and the matrix P (m)(λ)

is defined inductively by P (1)(λ) = 1 and

P (m)(λ) =

⎛⎜⎜⎜⎝
0

P (m−1)(λ′)
...

0
σ

(m−1)
m−1 (λ′) . . . . . . σ

(m−1)
1 (λ′) 1

⎞⎟⎟⎟⎠ .

Note that P (m)(λ) is depending only on λ′.
Notations: W

(m)
i (λ) denotes the row vector

(
σ

(m−1)
m−1 (πiλ), . . . , σ

(m−1)
1 (πiλ), 1

)
, 1 ≤ i ≤ m,

and W(m)(λ) the matrix with row vectors W(m)
i .

In the next proposition we collect the main properties of the quasi-symmetriser Q(m)
δ (λ). For 

a detailed proof we refer the reader to Propositions 1 and 2 in [25] and to Proposition 1 in [9]. 
Note that for m × m matrices A1 and A2 the notation A1 ≤ A2 means (A1v, v) ≤ (A2v, v) for 
all v ∈ Cm with (·, ·) the scalar product in Cm.
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Proposition A.2.

(i) The quasi-symmetriser Q(m)
δ (λ) can be written as

Q
(m)
0 (λ) + δ2Q

(m)
1 (λ) + ... + δ2(m−1)Q

(m)
m−1(λ),

where the matrices Q(m)
i (λ), i = 1, . . . , m − 1, are non-negative and Hermitian with entries 

being symmetric polynomials in λ1, . . . , λm.
(ii) There exists a function Cm(λ) bounded for bounded |λ| such that

Cm(λ)−1δ2(m−1)I ≤ Q
(m)
δ (λ) ≤ Cm(λ)I.

(iii) We have

|Q(m)
δ (λ)A(λ) − A(λ)∗Q(m)

δ (λ)| ≤ Cm(λ)δQ
(m)
δ (λ).

(iv) For any (m − 1) × (m − 1) matrix T let T � denote the m × m matrix(
T 0
0 0

)
.

Then, Q(m)
δ (λ) = Q

(m)
0 (λ) + δ2∑m

i=1 Q
(m−1)
δ (πiλ)�.

(v) We have

Q
(m)
0 (λ) = (m − 1)!W(m)(λ)∗W(m)(λ).

(vi) We have

detQ(m)
0 (λ) = (m − 1)!

∏
1≤i<j≤m

(λi − λj )
2.

(vii) There exists a constant Cm such that

q
(m)
0,11(λ) · · ·q(m)

0,mm(λ) ≤ Cm

∏
1≤i<j≤m

(λ2
i + λ2

j ).

We finally recall the definition of nearly diagonal matrices.

Definition A.3. A family {Qα} of nonnegative Hermitian matrices is called nearly diagonal if 
there exists a positive constant c0 such that

Qα ≥ c0 diagQα

for all α, with

diagQα = diag{qα,11, . . . , qα,mm}.
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The following linear algebra result is proven in [25, Lemma 1].

Lemma A.4. Let {Qα} be a family of nonnegative Hermitian m ×m matrices such that detQα >

0 and

detQα ≥ c qα,11qα,22 · · ·qα,mm

for a certain constant c > 0 independent of α. Then,

Qα ≥ cm1−m diagQα

for all α, i.e., the family {Qα} is nearly diagonal.

Lemma A.4 is employed to prove that the family Q(m)
δ (λ) of quasi-symmetrisers defined 

above is nearly diagonal when λ belongs to a suitable set. The following statement is proven in 
[25, Proposition 3].

Proposition A.5. For any M > 0 define the set

SM = {λ ∈Rm : λ2
i + λ2

j ≤ M(λi − λj )
2, 1 ≤ i < j ≤ m}.

Then the family of matrices {Q(m)
δ (λ) : 0 < δ ≤ 1, λ ∈ SM} is nearly diagonal.

Using this we get the following corollary.

Corollary A.6. Under the Kinoshota-Spagnolo condition

∃M > 0 : λi(t, ξ)2 + λj (t, ξ)2 ≤ M(λi(t, ξ) − λj (t, ξ))2,

for 1 ≤ i, j ≤ m, t ∈ [0, T ], for all ξ,

on the roots of the equation, the quasi-symmetriser is nearly diagonal.

We conclude this appendix with a result on nearly diagonal matrices depending on three pa-
rameters (i.e. δ, t, ξ ) which will is crucial when dealing with regularised coefficients. Note that 
this is a straightforward extension of Lemma 2 in [25] valid for two parameter (i.e. δ, t) depen-
dent matrices.

Lemma A.7. Let {Q(m)
δ (t, ξ) : 0 < δ ≤ 1, 0 ≤ t ≤ T , ξ ∈ Rn} be a nearly diagonal family of 

coercive Hermitian matrices of class Ck in t , k ≥ 1. Then, there exists a constant CT > 0 such 
that for any non-zero continuous function V : [0, T ] ×Rn → Cm we have

T∫
0

|(∂tQ
(m)
δ (t, ξ)V (t, ξ),V (t, ξ))|

(Q
(m)
δ (t, ξ)V (t, ξ),V (t, ξ))1−1/k|V (t, ξ)|2/k

dt ≤ CT ‖Q(m)
δ (·, ξ)‖1/k

Ck([0,T ])

for all ξ ∈ Rn.
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