
This is a repository copy of Bayesian chronology construction and substance time.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/197500/

Version: Accepted Version

Article:

Dye, T.S., Buck, C. orcid.org/0000-0002-0872-9504, DiNapoli, R.J. et al. (1 more author) 
(2023) Bayesian chronology construction and substance time. Journal of Archaeological 
Science, 153. 105765. ISSN 0305-4403 

https://doi.org/10.1016/j.jas.2023.105765

Article available under the terms of the CC-BY-NC-ND licence 
(https://creativecommons.org/licenses/by-nc-nd/4.0/).

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs 
(CC BY-NC-ND) licence. This licence only allows you to download this work and share it with others as long 
as you credit the authors, but you can’t change the article in any way or use it commercially. More 
information and the full terms of the licence here: https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



Title Page1

Title Bayesian Chronology Construction and Substance Time2

Word count 5,6813

Corresponding author Thomas S. Dye4

Affiliation Anthropology Department, University of Hawai‘i at Mānoa,5
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Leray (CNRS-UMR 6629), F-44000 Nantes, France22

ORCID 0000-0002-5331-508723

1



Abstract24

Two views of archaeological time are distinguished; an event view that25

models stratigraphic relations, and a substance view that models genealog-26

ical relations among artifacts, including the three modes of change repre-27

sented by branching, transformation, and reticulation. Chronology con-28

struction is more complex in substance time than it is in event time, which29

only concerns transformation. Allen’s interval algebra can be used to spec-30

ify the chronological relations associated with the modes of change, and31

these relations can be identified by post-processing the output from Bayes-32

ian chronological models. A worked example illustrates how identifying the33

chronological relations can aid construction of a phyletic seriation of beads34

recovered from Anglo-Saxon female graves. These results might encourage35

archaeologists to carry out chronology construction in substance time as36

an aid to historical inference.37
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1 Introduction44

The concept of time central to archaeological inquiry is famously diffi-45

cult to comprehend; when considered carefully, time “seems to mirror our46

investigative method back to us, with only the method more deeply clar-47

ified” (Helm, 1985, p. 20). Indeed, the characteristics of time—its unity,48

direction, presence, and independence—depend on the context of inquiry49

(Rovelli, 2018). “What kinds of time do archaeological materialities pro-50

duce” (Lucas, 2021, p. 25)?51

Archaeologists have long reckoned time in two ways; stratigraphically52

through observations of superposition (Harris, 1989) and genealogically53

through artifact correlations based on estimates of similarity (Lyman et54

al., 1997; Lyman & O’Brien, 2006a). Stratification yields an event view of55

time as an inseparable part of the space-time nature of the archaeological56

record. In event time an event is a region or volume of space-time rec-57

ognized by archaeologists as a “single action” interfacial or depositional58

context (Archaeological Site Manual, 1994, p. 5), and these events, which59

bound different regions of space-time, are the ultimate constituents of the60

universe (Ramsey, 1991, pp. 68–69). Within archaeology, this view of time61

is associated with a space-like view of reality (Dunnell, 1982). In contrast,62

artifact correlation yields a substance view of time, where time is abso-63

lute to avoid circular reasoning, an occurrence (so-called to distinguish64

it from an event) is for archaeologists a change in the qualities and re-65

lations of artifacts at a time, and the universe consists of artifacts with66

changing qualities and relations (Ramsey, 1991, pp. 68–69). Within ar-67

chaeology, this view of time is associated with a time-like view of reality68

(Dunnell, 1982). Ramsey illustrated occurrence with the example of an69

eclipse, which occurs when the orbital events of sun, moon, and earth co-70

incide in a particular way that eclipses the view of either the sun or moon71

from earth.72

Event time is simpler than substance time. Change in event time is al-73

ways transformative; one event ends at the stratigraphic boundary where74

the adjacent event begins. In contrast, change in substance time is ge-75

nealogical and includes branching and reticulation modes in addition to76
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transformation (Lyman & O’Brien, 2006b). The three modes provide an77

exhaustive catalog of changes sufficient to construct a phyletic seriation78

of arbitrary complexity. Although the substance time modes of change79

are analogous to the phylogenetic modes of cladogenesis, anagenesis, and80

reticulation (or blending), in what follows the substance time modes of81

change will be referred to as branching, transformation, and reticulation.82

Bayesian chronology construction, a set of practices and software ap-83

plications actively developed since the late 1980’s (e.g., Naylor & Smith,84

1988; Buck et al., 1992; Buck et al., 1994; Christen, 1994; Buck et al.,85

1996; Buck & Millard, 2004; Bronk Ramsey, 2009; Lanos & Philippe,86

2018) provides archaeologists with a sophisticated set of statistical model-87

ing and analysis tools capable of carrying out inductive tests in event time,88

substance time, or a combination of the two to estimate the probability89

of sequences of events using prior beliefs and chronological information.90

Each of the Bayesian chronological modeling software applications typi-91

cally used by archaeologists (e.g. OxCal, BCal, and ChronoModel) is capa-92

ble of modeling transformation in event time or substance time. They all93

also allow the export of the Markov Chain Monte Carlo (MCMC) samples94

used to approximate the posterior distributions of the models, thus facil-95

itating post-processing and close scrutiny of the results produced (Buck96

et al., 1999; Bronk Ramsey, 2001; Lanos et al., 2015). This makes them97

more or less complete tools for estimating site chronologies in event time,98

which is how archaeologists typically apply them. Chronology construc-99

tion in event time can be considered a solved problem; a Harris matrix100

record of a systematically excavated and carefully recorded archaeological101

site can be transformed into a format suitable for use in constructing a102

Bayesian chronological model either by hand or using a graph theoretic103

algorithm (Barker, 1986; Harris, 1989; Archaeological Site Manual, 1994;104

Dye & Buck, 2015; Moody et al., 2021). Although the invention of Bayes-105

ian calibration was announced with a worked substance time analysis of106

pottery from the Danebury iron-age hillfort (Naylor & Smith, 1988), ar-107

chaeologists today rarely carry out chronology construction in substance108

time. This circumstance is changing somewhat with development of the109

ChronoModel application, which has been used to carry out substance time110
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analyses of transformations among artifact assemblages (e.g., Banks et al.,111

2019). Nevertheless, best implementation practices for a substance time112

analysis that includes all three modes of change are not well documented113

or widely discussed. This paper intends to start the discussion of best114

practices for Bayesian chronology construction in substance time.115

Bayesian chronology construction in substance time is described as fol-116

lows. Section 2 introduces Allen’s interval algebra, which includes a vo-117

cabulary for describing the relations of time intervals and a composition118

function that deduces the relation of two intervals each related to a third119

interval. Allen’s interval algebra is used in Section 3 to explore and illus-120

trate the chronological relations implied by the three modes of change. Sec-121

tion 4 develops an extended example of a substance time analysis that uses122

Bayesian chronological modelling and Allen’s interval algebra to identify123

instances of each mode of change in a phyletic seriation of beads deposited124

in the graves of Anglo-Saxon females (Hines & Bayliss, 2013). Section 5125

contrasts the substance time analysis with the event time analysis carried126

out by Bayliss et al. (2013). Section 6 concludes that a properly formu-127

lated substance time analysis in combination with an event time analysis128

of site chronology has potential to contribute to historical inference.129

2 Allen’s Interval Algebra130

The chronological relations of two artifact classes related genealogically131

can be described with Allen’s interval algebra, which identifies 13 ba-132

sic relations that are distinct, exhaustive, and qualitative (Allen, 1983;133

Alspaugh, 2019). The interval algebra is defined for the relations between134

definite time intervals whose endpoints are single values. The thirteen ba-135

sic relations include every combination of endpoint relations for two such136

intervals (fig. 1).137

It is conventional to express an Allen relation as an Allen set, with a138

notation that indicates two intervals and a set of relations. For exam-139

ple, given definite intervals A and B, where A precedes B, their relation140

can be represented as the Allen set A(p)B (see fig. 1, top left). Due to141
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Figure 1: The 13 basic chronological relations of Allen’s interval algebra
for two time intervals, A and B. Each relation is indicated three
ways, from top to bottom: its Allen set; an illustrative graphic,
where time runs from left to right; and an English word or phrase
that denotes the relation.

the probabilistic nature of the approach, Bayesian chronological model-142

ing rarely yields definite (i.e., precisely known) time intervals. Instead,143

it typically yields indefinite intervals, whose endpoints are expressed as a144

range of plausible values, often with a multimodal probability distribution145

in between. Given indefinite intervals C and D, where C starts before D146

starts and ends before D ends, an Allen set that expresses this incomplete147

information is C (pmo)D. Note that Allen set A(p)B is a subset of Allen148

set C (pmo)B. In this circumstance, when two Allen sets are related to one149

another as subset/superset, the relation denoted by the subset is stronger150

and the relation denoted by the superset is weaker. Allen sets thus pro-151

vide a precise vocabulary for characterizing the state of knowledge about152

the relation between two intervals, regardless of whether the intervals are153

definite or indefinite.154

It is often useful to visualize an Allen set as a Nökel lattice (Nökel, 1991),155

a graphical representation in which the Allen relations are displayed on a156

lattice with the equals relation at the center (see fig. 2 below). The vertical157

dimension of the lattice represents relative age: the interval represented158
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by the first term in the relation is increasingly older than the interval159

represented by the second term in the relation with distance above the160

center; below the center the interval represented by the first term in the161

relation is increasingly younger than the interval represented by the second162

term in the relation with distance. The horizontal dimension of the lattice163

represents interval duration: moving left from center increases the duration164

of the first term of the relation relative to the second term; moving right165

from center decreases the duration of the first term in the relation relative166

to the second term. Relations adjacent to one another on the lattice are167

more similar to one another than to relations farther away.168

3 Chronological Relations of Modes of Change169

Chronological relations of the modes of change can be established ana-170

lytically by Allen’s interval algebra. The Allen set that describes direct171

relations between two intervals can be constructed with the aid of the172

chart of basic relations (see fig. 1) and indirect relations between two in-173

tervals, each of which is directly related to a common third interval, can174

be deduced with a composition operation.175

3.1 Branching176

In branching mode, ancestor A is directly related to descendant B as177

A(oFD)B ; the ancestor starts earlier than the descendant and it persists178

after the branching event (fig. 2, top row). The composition operation179

yields a full relation for two descendants of the same ancestor, which in-180

dicates that nothing is known about their chronological relation. In the181

figure, branching is viewed from ancestor A to the future for both descen-182

dants B and C. The branching process entails no chronological constraints183

that might limit the potential of the future; two descendants of a common184

ancestor might be related to one another according to any one of the thir-185

teen basic Allen relations.186
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Figure 2: Modes of change: top row, branching; center row, transforma-
tion; bottom row, reticulation; left column, analytic Nökel lat-
tices of the ancestor-descendant relation and its converse; center
column, mode illustrations; right column, analytic Nökel lattices
of the relation of top, two descendants, middle, an ancestor and
a descendant, and bottom, two ancestors. Note that the dark
nodes, B and C, in the mode illustrations are related to one an-
other through their common relation with the light node, A, and
that the temporal position of A relative to B and C is early in
branching, intermediate in transformation, and late in reticula-
tion.
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3.2 Transformation187

The direct relation of a transformative change from ancestor B to de-188

scendant A is B(m)A; the ancestor meets the descendant at the point of189

transformation (see fig. 2, middle row). The composition operation yields190

the precedes relation for two intervals, B and C, related by transforma-191

tion through a third interval, A. In the figure, transformation is viewed192

from A, and correctly distinguishes the actual past of ancestor B from the193

potential future of descendant C.194

3.3 Reticulation195

The direct relation between ancestor B and descendant A in an instance of196

reticulation is B(moFD)A; the ancestor starts before the descendant does197

and it either ends when the descendant starts or persists (see fig. 2, bottom198

row). The composition operation indicates the relation of two ancestors199

in a reticulation is the Allen set B(oFDseSdfO)C, which comprises the200

nine concurrent relations that make up the central diamond of the Nökel201

lattice. This Allen set is stronger than the Allen set for two descendants202

of the same ancestor in branching mode and incomparable to the Allen203

set for the ancestor and descendant in transformation mode. In the figure,204

reticulation is viewed from descendant A to the past for both ancestors B205

and C, and this focus on an actual past, rather than a potential future,206

accounts for the relative strength of the Allen set.207

4 Phyletic Seriation of Anglo-Saxon Beads208

Burials provide much information on the early Anglo-Saxon period in Eng-209

land. Often covered by barrows, they are relatively easy to find and they210

typically include a wide range of burial goods. This section develops a211

phyletic seriation of beads recovered from 72 early Anglo-Saxon female212

graves in cemeteries located in southern and eastern England. Fifty-two213

of the female graves were investigated as part of a path-breaking project214

to establish a chronological framework for early Anglo-Saxon graves with215

9



high-precision radiocarbon dating of human bone (Hines & Bayliss, 2013).216

Subsequently, beads from another 20 female graves were added to the cor-217

pus after an early Anglo-Saxon cemetery was investigated at Royal Air218

Force Lakenheath (Hines, 2021).219

The bead data were selected for phyletic seriation because they are well220

documented, with a detailed description of the chronological analysis (see221

Baxter, 2014), a relational database deposited with the Archaeological222

Data Service that catalogs the graves and the finds (Hines, 2013), a hi-223

erarchical Bayesian chronological model constructed by an experienced224

chronologist (Bayliss et al., 2013), and bead identifications by an ex-225

pert (Nielsen, 2013) according to an established classification (Brugmann,226

2004).227

The phyletic seriation reported here constructs a genealogy of artifact228

types based on estimates of their similarity and their chronological rela-229

tions. In this illustrative example, similarity estimates are derived from230

type descriptions, rather than developed by an expert. Chronological rela-231

tions among the female graves are based on a chronological prior from the232

OxCal model deposited in the project archive (Hines, 2013). This chrono-233

logical prior assumes that age determinations on human bone date the in-234

terment of the deceased and associated burial goods, including the beads.235

The chronological prior indicates that most of the graves are not strati-236

graphically associated with other graves. Nevertheless, pairs of graves at237

the Castledyke, Dover Buckland, and Edix Hill cemeteries are stratigraph-238

ically related, and four graves at the Melbourn cemetery are related strati-239

graphically to one another (Bayliss et al., 2013, pp. 339–345). In addition240

to this small amount of a priori relative chronological information, six of241

the graves yielded a distinctive shield-on-tongue buckle with shoe-shaped242

rivets, BU2-d/h, with a known origin date that constrains the estimate for243

these graves to after ad 510 (Bayliss et al., 2013, p. 345). A single grave244

yielded a coin of the Merovingian king Dagobert I, and was constrained to245

date after ad 629. These stratigraphic and known age artifact constraints246

were all retained in our own modeling, but other constraints in the Bayliss247

et al. (2013) chronological prior were removed including: (i) a sequence248

that models “all the radiocarbon dates for the female graves as a contin-249
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uous, uniformly distributed period of burial” (Bayliss et al., 2013, p. 449)250

because we were uncertain it was useful and preferred to explore evidence251

for burial tempo a posteriori, rather than impose a uniform distribution a252

priori; (ii) a sequence based on non-overlapping occurrences of bead-types253

derived from the occurrence seriation (Bayliss et al., 2013, Table 7.18),254

which omits several beads believed to be “anomalously old when buried”255

(Bayliss et al., 2013, p. 450) and introduces model constraints stronger256

than the underlying analysis; and (iii) a combined age determination for257

two burials, MaDE1 and MaDE2, which fails a X
2 test for combining age258

determinations (Ward & Wilson, 1978) at the 5 percent level, apparently259

due to an outlier age determination for burial MaDE1.260

A chronological model shorn of these constraints makes it possible to261

establish the temporal relations of bead types a posteriori by scrutiniz-262

ing the MCMC output of the Bayesian analysis. Our goal is a phyletic263

seriation using the posterior information derived from a Bayesian chrono-264

logical analysis based only on robust and uncontroversial chronological a265

priori assumptions, none of which derives from the beads themselves. The266

revised chronological model was implemented in OxCal and is included in267

the Supplement. It comprises two sections; the first defines the likeli-268

hoods and their constraints, and the second defines occurrences for each269

of the bead types. The revised model calibrates with OxCal version 4.4.2270

and the IntCal20 calibration curve (Reimer et al., 2020). As described271

in the Supplement, five independent runs of the model indicate negligi-272

ble between-run variability. Results of the calibration are replicable and273

stable; they provide a suitable basis for exploring MCMC output and, in274

particular, constructing a phyletic seriation of beads.275

Phyletic seriation assumes that artifacts derive from a single tradition276

(Dunnell, 1970). This assumption appears to be met with the Anglo-277

Saxon female graves; analysts agree that Anglo-Saxon female burial was278

a continuous process (Hines & Bayliss, 2013, p. 454; Baxter, 2014, pp. 10,279

15). We can check for this in our own analysis by ensuring a smooth and280

monotone distribution in an occurrence plot. Such a plot displays a sub-281

stance time estimate of when the 1st, 2nd, . . . , 72nd interment occurred,282

without positing an order for the individual interments. It is produced by283
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ordering the date estimates for each grave at each iteration of the MCMC284

sample and associating the oldest date with interment 1, the second old-285

est with interment 2, and so on. By collecting the date estimates together286

in this way, we are not estimating the date of any single grave, but we287

can make statements about the current state of knowledge of the date of288

the first, second, third and seventy-second oldest grave in the dataset e.g.289

by summarizing them using 95% highest posterior density (or credibility)290

intervals. When we plot such intervals on a graph of the sort shown in291

fig. 3, we call this an occurrence plot. Such a plot is a straightforward292

depiction of substance time in that it provides estimates of when relations293

among interments changed without dating any specific event in our model.294

That said, in the limiting case, when the order of events is fully specified295

by the chronological prior of the Bayesian model, an occurrence plot does296

correspond to the credibility regions on the events, as expected.297

Having established via the dating evidence that the graves, and hence298

the beads, plausibly derive from a single archaeological tradition, we can299

now move our focus to the deposition history of the beads themselves.300

Bead type deposition histories are estimated from their occurrences in301

dated graves and are illustrated with tempo plots. A tempo plot is con-302

structed in the same way as an occurrence plot, but with the addition of303

a line that follows the mean value of the posterior distribution (fig. 4).304

The tempo plot yields a graphic where the slope of the mean line directly305

reflects the pace of change: a period of rapid change yields a steep slope306

and a period of slow change yields a gentle slope. When there is no change,307

the line is horizontal. When change is instantaneous, the line is vertical.308

The bead deposition histories reveal to the eye two patterns of change in309

the social practices (Schyfter, 2009) associated with bead acquisition, use,310

and burial. The polychrome glass bead types—BE1-Dot34, BE1-DotReg,311

BE1-Koch20 in all colors, BE1-Koch34 in all colors, BE1-Koch49/50, BE1-312

Melon (Hines, 2021, p. 8), and BE1-Reticella—, amber beads, the mono-313

chrome glass bead types BE1-CylPen and BE1-CylRound, and metal bead314

type BE2-c, were frequently deposited in the fifth and sixth centuries and315

less frequently in the seventh and eighth centuries, yielding tempo plots316

that rise early and then bend to the right. In contrast, shell bead types317
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Figure 3: Occurrence plot showing the chronology of interments in 72
Anglo-Saxon female graves from the fifth to eighth centuries.
Each symbol represents the 95% credible interval for an in-
terment date estimate. Note that the interment estimates
form a continuous sequence starting in the fifth century and
extending without evidence of gaps into the eighth century.
ArchaeoPhases code to reproduce the figure is included in the
Supplement.
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BE1-Cowrie and BE1-Disc, mineral bead type BE1-Amethyst, and mo-318

nochrome glass bead types BE1-Dghnt, BE1-Orange, and BE1-WoundSp319

were mostly deposited in the seventh and eighth centuries, yielding tempo320

plots that start late or stretch to the right before rising quickly. With the321

possible exception of the late shell bead type BE1-Disc, which appears322

to be restricted to the second half of the seventh century and the early323

eighth century, the bead deposition histories overlap one another. This is324

another indication of burial continuity, albeit one characterized by change325

in the types of beads buried with Anglo-Saxon females.326

The bead occurrences also provide the raw material for making Bayes-327

ian a posteriori statements about modes of change. The probability that328

two bead types’ depositional histories are directly related and consistent329

with a particular mode can be estimated from the MCMC samples from330

a Bayesian chronological model. The depositional histories of each pair331

of beads is observed at each iteration of the MCMC output and a tally332

kept of all relationships that are consistent with each mode. The tallies333

are then divided by the total number of MCMC samples to provide the334

proportion (and hence probability) of all samples that are consistent with335

the modes of interest. We now consider the evidence for each of transfor-336

mation, branching and reticulation, in turn.337

Given the bead classification, evidence of transformation from one bead338

type to another appears to be absent in the bead assemblage as it is cur-339

rently classified; instead transformation is restricted to change over time340

within individual bead types. In practice, and regardless of how the beads341

are classified, evidence of transformation from one bead type to another342

should be difficult to recover from the MCMC output of Bayesian cali-343

bration. The relation ancestor(m)descendant, characteristic of transfor-344

mation, requires that the end date of one bead type be equal to the start345

date of another. The equality relation will occur extremely infrequently346

in our MCMC output simply because we are modeling with continuous347

probability distributions that include non-trivial amounts of uncertainty.348

Instead, one might expect a real-world example to yield a relation such as349

ancestor(pmo)descendant, followed by an argument, perhaps based on the350

similarity estimate, as to why this weaker relation ought to be interpreted351
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Figure 4: Tempo plots illustrating the mean deposition histories (black lines) of 23 bead types
with 95% credible intervals (grey lines). Note that each plot takes one of two shapes:
some rise quickly early and then level off while the remainder start slowly and rise
quickly at the end. The two tempo plot shapes are typically concurrent. ArchaeoPhases
code to reproduce the figure is included in the Supplement.
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as the stronger one required by the transformation mode.352

Inference of branching change is based on the similarity of two bead353

types, augmented by chronological information that the period of deposi-354

tion of the ancestor overlaps, is finished by, or contains that of the descen-355

dant, ancestor(oFD)descendant. In the case of the Anglo-Saxon beads, an356

inference of branching change will imply a relation between an early bead357

type and one of the later monochrome glass, shell, or mineral bead types.358

For the purpose of illustration only, we restrict focus to the acquisition359

stage of the châıne opératoire and change is assumed due to production;360

in practice change might be introduced at any stage of the châıne. In the361

case of changes in production, branching inference might be expected to362

honor the distinction between beads fashioned from stable solids—amber,363

shell, and mineral—and semi-plastic solid, glass beads, based on the dif-364

ferent techniques used in their manufacture (Leroi-Gourhan, 1943).365

In the context of this distinction, amber beads—the sole stable solid366

early bead type—represent the ancestral stable solid bead type from which367

BE1-Cowrie, BE1-Amethyst, and BE1-Disc might have branched. We can368

explore these relations in our MCMC output using the tallying approach369

outlined above to calculate the probability that an observed relation sat-370

isfies the expected relation (see Supplement). The results indicate that371

bead types BE1-Amethyst and BE1-Cowrie are likely descendants of bead372

type BE3-Amber; their relation always satisfies the expected branching373

relation. Similarly, bead type BE1-Disc most likely descended from bead374

type BE1-Cowrie; their relation satisfies the expected branching relation375

with a probability of 0.87.376

The branching inference is more complex for the monochrome glass bead377

types because there are several early bead types—BE1-CylRound, BE1-378

CylPen, BE1-Melon, and BE1-SegGlob—that might be ancestral to the379

late bead types BE1-Orange, BE1-WoundSp, and BE1-Dghnt. In each380

case, the probability calculations point most strongly to BE1-CylRound381

as ancestral to the late monochrome bead types (see Supplement).382

An inference of reticulation is made complex by the fact that it involves383

three bead types—two ancestors and a descendant—instead of two as in384

branching and transformation. In this case, two similarity estimates—385
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between the descendant and each of the ancestors—must be made. One386

possible instance of reticulation among the Anglo-Saxon beads involves the387

late monochrome glass bead, BE1-Dghnt. This is an unusual bead, found388

only in England (Brugmann, 2004, pp. 75–76). The method of creating389

the hole in BE1-Dghnt differs from other glass beads, where the hole is390

typically formed by winding the molten glass around a wire, which is then391

removed, leaving a hole in the bead. Instead, the piercing method used392

to fashion a BE1-Dghnt bead is similar to how holes are created in the393

stable solid beads. Bead BE1-Dghnt appears to have evolved by acquiring394

characteristics from two ancestors, one from among the monochrome glass395

beads and another from among the stable solid beads.396

The procedure to identify potential ancestors in a reticulation can be397

formalized and illustrated with a refinement of a graph theoretic approach,398

which is used to order stylistic descriptions of artifacts with a principle of399

parsimony (Lipo, 2006). The refinement uses a paradigmatic classifica-400

tion based on presence/absence criteria, which can yield an occurrence401

seriation in certain cases (Lipo, 2006, p. 96). More generally, a paradig-402

matic classification based on presence/absence criteria has the property403

that, when represented as a graph, similarity according to the classifica-404

tion is preserved as graph distance (Hage & Harary, 1983, pp. 157–162).405

If presence and absence are identified as 1 and 0, respectively, then a406

paradigmatic classification that distinguishes bead type BE1-Dghnt can407

be constructed and represented as a graph (fig. 5). Potential ancestors408

in a reticulation that produced bead type BE1-Dghnt, node 101, are its409

neighbors on the graph of the paradigmatic classification, the monochrome410

glass beads, node 100, and the stable solid beads, node 001 (fig. 5, right).411

The likely ancestor to bead type BE1-Dghnt from among the mono-412

chrome glass bead types, BE1-CylRound, was established earlier. Unsur-413

prisingly, the most likely ancestor among the stable solid bead types is414

BE3-Amber (see Supplement).415

The phyletic seriation produced by this analysis can be visualized with416

an illustrative diagram (fig. 6) designed along the lines set out in the early417

twentieth century by Bashford Dean, an honorary curator of arms and418

armor at the Metropolitan Museum of Art in New York (Dean, 1915; see419
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Figure 5: Paradigmatic classification of Anglo-Saxon beads and its graph
representation: top left, illustration of bead BE1-Dghnt (Hines,
2013); bottom left, paradigmatic classification based on binary
characters where the rows are the classes and the columns are the
attributes; and right, graph representation of the paradigmatic
classification, where dark nodes represent realized classes and
light nodes represent unrealized classes. Note that node 101,
which represents BE1-Dghnt, is adjacent to node 100, which
represents the monochrome glass beads, and node 001, which
represents the stable solid beads.
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Lyman & O’Brien, 2006b). The history it illustrates includes all three420

modes of change, a result that accords with empirical studies of change in421

musical instrument design (Tëmkin & Eldredge, 2007) as well as general422

pragmatic considerations (Peirce, 1992; Viola, 2020, pp. 83–88) that indi-423

cate every mode is capable of capturing some of the variability exhibited424

by actual sequences of historical change.425

5 Discussion426

It is informative to compare the substance time analysis developed here427

with the event time analysis carried out by Hines and Bayliss (2013).428

The event time analysis was designed to establish a sequence of phases to429

which archaeologists might “assign grave-assemblages and a wide range of430

artifact-types” (Hines & Bayliss, 2013, p. xvii). It is based on occurrence431

seriations of large numbers of artifact types that were used to produce tem-432

porally ordered sequences of graves. The ordered graves were then divided433

into phases, based on subjective expert opinion, and modeled as abutting434

one another in the chronological priors for a formal Bayesian analysis.435

By fitting the model using high-precision radiocarbon data, the authors436

then explored how well the phases represent “an underlying chronological437

reality” (Hines & Bayliss, 2013, p. 62).438

These explorations yielded mixed results because the occurrence seri-439

ation is imprecise. Estimates of its success at temporal ordination range440

from 62–72% (Baxter, 2014, pp. 12–14), which raises the question whether441

or not the subjective phase constraints derived from the occurrence seri-442

ation are reflected in the radiocarbon data. The non-overlapping occur-443

rences of bead-types based on the occurrence seriation (Bayliss et al., 2013,444

Table 7.18) are not evident in the deposition histories we produced, which445

indicate that most bead-types were deposited concurrently with one an-446

other. As described in the Supplement to our paper, the probabilities that447

the 54 non-overlapping relations set out in Bayliss et al. (2013, Table 7.18)448

occur in the output from our modeling are variable, but typically quite449

low. Most of the constraints with probabilities greater than 0.9 involve450
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Figure 6: Phyletic seriation of some Anglo-Saxon bead types on a diagram similar to those de-
signed by Dean (1915). The diagram tracks time from the fifth to the eighth centuries
on the vertical axis and indicates the range of bead type deposition dates with illustra-
tions (or symbols in the case of BE3-amber beads) centered at the approximate median
date with an interval indicating the date of the first and last occurrence. Transfor-
mation relationships between bead types are shown with a dashed vertical line, and
branching and reticulation with an oblique solid line. Bead illustrations are from Hines
(2013).
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bead type BE1-Disc, which stands out as one of the later bead types (see451

fig. 4). These results bolster the conclusion that a “national framework”452

based on the occurrence seriation will be difficult to apply in practice453

(Hines, 2021, p. 34).454

At a technical level, introduction of phases puts the chronological mod-455

eling on ground made familiar by chronology construction in event time.456

The full range of facilities developed for Bayesian chronology construction457

in event time is available to the analyst. These facilities include a unifor-458

mity assumption on the deposition rate of objects within phases and other459

modeling assumptions used to counteract the effect of statistical scatter460

on stratigraphic phase length estimates (Nicholls & Jones, 2001). Such461

assumptions are a particular concern if we seek to use modeling output to462

identify modes of change in substance time. First, when the extra mod-463

eling assumptions are imposed, as they were by Bayliss et al. (2013), a464

posteriori interment date estimates are constrained to the sixth and sev-465

enth centuries, avoiding calibration curve irregularities in the fifth and466

eighth centuries that wreak havoc on the precision of age estimates (see467

fig. 3). The modeling assumptions used by Bayliss et al. (2013) are also re-468

sponsible for the apparent variation in female interments during the sixth469

and seventh centuries, which a summed probability distribution shows is470

bimodal (Bayliss et al., 2013, Fig. 7.3). The peaks near the start of the471

sixth century and the end of the seventh century, at either end of the472

interment interval, show the effects of a priori modeling assumptions, in473

particular the phase deposition model (Nicholls & Jones, 2001). These474

two characteristics of the phase deposition model, which counteract the475

statistical scatter on stratigraphic phase length estimates and are integral476

components of an event time analysis, are not helpful in a substance time477

analysis. The phase deposition model is based on a physical deposition478

process for each context followed by thinning due to decay of the archae-479

ological record over time and the archaeologist’s selection of samples for480

dating. It does not extend to the multiphase models (Buck et al., 1992)481

typical of genealogical change in substance time (Nicholls & Jones, 2001,482

pp. 514–515), which in archaeology represent a tradition determined by483

social practice, rather than a physical process. In a substance time analy-484
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sis, the effects of statistical scatter on depositional histories is not an issue.485

Rather, the concern is that the temporal range of an observed depositional486

history underestimates the true temporal range due to preservation bias487

and sampling error (Perreault, 2019, pp. 101–104). Also, in a substance488

time analysis the absolute age of a change in the qualities and relations of489

artifacts is best estimated by the age determination(s) associated with it,490

absent the temporal adjustments of individual age determinations required491

to estimate stratigraphic phase boundaries.492

An effective substance time analysis will ensure that the phase depo-493

sition model applies to the event time portion of the chronological prior,494

but does not operate directly on age estimates for changes in the nature495

and relations of artifacts. In OxCal this means the modeler must make496

judicious use of the Boundary command that introduces the phase de-497

position model. In BCal this means that phases should be restricted to498

site chronologies and that floating parameters should be used in substance499

time. The ChronoModel application does not implement a phase deposi-500

tion model and in this way is ideal for substance time analyses.501

This is important because substance time plays an indispensable role502

as one of two factors required for historical inference. Stratigraphy and503

event time correspond to the repetitive universal factor operative at all504

times and places. Artifact genealogies and substance time correspond to505

the cumulative and progressive conditional factor significant at particular506

stages (Toulmin & Goodfield, 1965, p. 266). Geologists were the first to507

use reasoning to make historical inference when, in the early nineteenth508

century, William “Strata” Smith combined the event time of stratigraphy509

with substance time change in fossil forms to produce his famous map, A510

Delineation of the Strata of England and Wales (Toulmin & Goodfield,511

1965, pp. 162–163). Bayesian chronology building provides archaeologists512

with the tools needed to carry out historical inference in much the same513

way, but with the added benefit that the conditional factors are expressed514

in absolute time, rather than simply ordered chronologically.515
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6 Conclusion516

The two views of time used routinely by archaeologists—event time and517

substance time—can usefully be distinguished in a Bayesian analysis. Most518

Bayesian analyses in archaeology are carried out in event time to produce519

site chronologies that are necessary for historical inference but insufficient520

by themselves. When they are combined with a Bayesian analysis un-521

dertaken in substance time, then the necessary and sufficient conditions522

for historical inference are met. A substance view that assumes absolute523

time and is concerned with changing qualities and relations of artifacts524

can augment expert opinion to establish artifact genealogies that com-525

prise the modes of change represented by branching, transformation, and526

reticulation. The modes of change can be investigated with the joint pos-527

teriors recorded in the MCMC output of a Bayesian model using functions528

provided by ArchaeoPhases software (Philippe & Vibet, 2020).529

Substance time analysis potentially adds a temporal strand to the cable530

of evidential reasoning about artifacts in archaeology (Chapman & Wylie,531

2016). Nevertheless, the artifact genealogies yielded by a substance time532

analysis must be free to take whatever form past social practices might533

have given them. In a Bayesian analysis, event and substance views of time534

should be articulated in such a way that methods proper to one do not535

unduly influence the other. When this is achieved, the resulting chronolog-536

ical model is set to accommodate new observations and update posterior537

probabilities in a way that potentially benefits historical inference.538

23



Acknowledgments539

The authors thank: Keith May, James Taylor, and Steve Roskams for540

their introduction to Allen’s interval algebra; Andrew Millard, Christo-541

pher Bronk Ramsey, Ray Kidd, Erik Marsh, and Richard Staff for advice542

on OxCal code; Bo Meson for instructions on using BCal floating parame-543

ters to model substance time; John Hines for informative correspondence544

and supplying a copy of the Lakenheath report; Keith May for kindly545

reading and commenting on an early version of the paper; and Tim Rieth546

for stimulating discussions of the ideas developed here. Two anonymous547

reviewers provided extremely helpful comments and suggestions that sub-548

stantially improved our argument. Errors of fact or interpretation are the549

authors’.550

Author’s Contributions551

TSD conceived the idea of the paper and then discussed the concepts with552

the other authors, focusing on their individual areas of expertise. CEB553

contributed insights on the Bayesian modeling of event and substance554

time and the handling of substance and event time in the BCal software;555

she also helped to hone arguments for the more philosophical and model-556

related parts of the paper. RJD contributed key bibliographic references to557

the evolutionary archaeology literature and augmented the argument that558

distinguishes the effects of the phase deposition model. AP maintains the559

ArchaeoPhases software, improved the R code for tempo and occurrence560

plots, and augmented their description in the text. TSD drafted the main561

manuscript text, the supplementary material and prepared the figures.562

All authors offered comments on multiple iterations of the draft text and563

figures and together produced the final manuscript.564

Availability of Data and Materials565

Data and materials are available in the Supplement.566

24



References567

Allen, J. F. (1983). Maintaining knowledge about temporal intervals. Com-568

munications of the ACM, 26 (11), 832–843.569

Alspaugh, T. A. (2019). Allen’s interval algebra. https://www.thomasalspaugh.570

org/pub/fnd/allen.html571

Archaeological site manual (Third edition). (1994). Museum of London572

Archaeology Service. London, UK.573

Banks, W. E., Bertran, P., Ducasse, S., Klaric, L., Lanos, P., Renard, C., &574

Mesa, M. (2019). An application of hierarchical Bayesian modeling575

to better constrain the chronologies of Upper Paleolithic archae-576

ological cultures in France between ca. 32,000–21,000 calibrated577

years before present. Quaternary Science Reviews, 220, 188–214.578

Barker, P. (1986). Understanding archaeological excavation. Batsford.579

Baxter, M. (2014). Anglo-Saxon chronology II—the female graves: A com-580

mentary on chapter 7 of ‘Anglo-Saxon graves and grave goods of581

the 6th and 7th centuries ad: A chronological framework’. https:582

//www.academia.edu/5990358/Anglo Saxon Chronology II the583

female graves A commentary on Chapter 7 of Anglo Saxon Graves584

and Grave Goods of the 6th and 7th centuries AD A Chronological585

Framework586

Bayliss, A., Hines, J., & Nielsen, K. H. (2013). Interpretative chronologies587

for the female graves. In J. Hines & A. Bayliss (Eds.), Anglo-Saxon588

graves and grave goods of the 6th and 7th centuries ad: A chrono-589

logical framework (pp. 339–458). Society for Medieval Archaeology.590

Bronk Ramsey, C. (2001). Development of the radiocarbon calibration591

program OxCal. Radiocarbon, 43 (2A), 355–363.592

Bronk Ramsey, C. (2009). Bayesian analysis of radiocarbon dates. Radio-593

carbon, 51 (1), 337–360.594

Brugmann, B. (2004). Glass beads from early Anglo-Saxon graves: A study595

of the provenances and chronology of glass beads from early Anglo-596

Saxon graves based on visual examination. Oxbow Books.597

Buck, C. E., Cavanagh, W. G., & Litton, C. D. (1996). Bayesian approach598

to interpreting archaeological data. John Wiley & Sons.599

25



Buck, C. E., Christen, J. A., Kenworthy, J. B., & Litton, C. D. (1994).600

Estimating the duration of archaeological activity using 14C deter-601

minations. Oxford Journal of Archaeology, 13, 229–240.602

Buck, C. E., Christen, J. A., & James, G. N. (1999). BCal: An on-line603

Bayesian radiocarbon calibration tool. Internet Archaeology, 7. http:604

//intarch.ac.uk/journal/issue7/buck/605

Buck, C. E., Litton, C. D., & Smith, A. F. M. (1992). Calibration of radio-606

carbon results pertaining to related archaeological events. Journal607

of Archaeological Science, 19, 497–512.608

Buck, C. E., & Millard, A. R. (Eds.). (2004). Tools for constructing chronolo-609

gies: Crossing disciplinary boundaries. Springer.610

Chapman, R., & Wylie, A. (2016). Evidential reasoning in archaeology.611

Bloomsbury.612

Christen, J. A. (1994). Summarizing a set of radiocarbon determinations:613

A robust approach. Applied Statistics, 43 (3), 489–503.614

Dean, B. (1915). An explanatory label for helmets. The Metropolitan Mu-615

seum of Art Bulletin, 10 (8), 173–177.616

Dunnell, R. C. (1970). Seriation method and its evaluation. American617

Antiquity, 35, 305–319.618

Dunnell, R. C. (1982). Science, social science, and common sense: The ago-619

nizing dilemma of modern archaeology. Journal of Anthropological620

Research, 38 (1), 1–25.621

Dye, T. S., & Buck, C. E. (2015). Archaeological sequence diagrams and622

Bayesian chronological models. Journal of Archaeological Science,623

63, 84–93.624

Hage, P., & Harary, F. (1983). Structural models in anthropology. Cam-625

bridge University Press.626

Harris, E. C. (1989). Principles of archaeological stratigraphy (Second).627

Academic Press.628

Helm, B. P. (1985). Time and reality in American philosophy. University629

of Massachusetts Press.630

Hines, J. (2013). Anglo-Saxon graves and grave goods of the 6th and 7th631

centuries ad: A chronological framework [data-set]. Archaeological632

Data Service. https://doi.org/10.5284/1018290633

26



Hines, J. (2021). The chronological framework of early Anglo-Saxon graves634

and grave goods: New radiocarbon data from RAF Lakenheath,635

Eriswell, Suffolk, and a new calibration curve (IntCal20). The An-636

tiquaries Journal, 1–37.637

Hines, J., & Bayliss, A. (Eds.). (2013). Anglo-Saxon graves and grave goods638

of the 6th and 7th centuries ad: A chronological framework. Society639

for Medieval Archaeology.640

Lanos, P., Philippe, A., Lanos, H., & Dufresne, P. (2015). Chronomodel:641

Chronological modelling of archaeological data using Bayesian statis-642

tics. http://www.chronomodel.fr643

Lanos, P., & Philippe, A. (2018). Event date model: A robust Bayesian644

tool for chronology building. Communications for Statistical Ap-645

plications and Methods, 25 (2), 131–157.646
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