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ABSTRACT

Magnetic fields, spontaneously generated around laser heating nonuniformities, have been found to invert and enhance electron pressure
perturbations in the conduction zones of laser-produced plasmas without applied magnetic fields. The application of a sufficiently strong
magnetic field is predicted to damp this phenomenon, but may instead result in magneto-thermal instability. Two-dimensional
Vlasov–Fokker–Planck simulations of the conduction zone of laser-produced plasmas, subject to externally applied magnetic fields of differ-
ent field strengths, are performed. The effects of non-locality upon extended collisional transport terms and instability thresholds are investi-
gated. It is found that magnetized transport terms Righi–Leduc heat flow and thermoelectric heat flow are strongly enhanced by non-locality
(up to twofold), even at the top of the temperature gradient, due to larger magnetization of the mediating hot electrons (relative to their ther-
mal counterparts). Meanwhile, the Nernst effect efficiently advects magnetic field out of the conduction zone before instability (which
requires Hall parameters, v > 0:1) can take hold.

VC 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0049685

I. INTRODUCTION

The application of an external magnetic field to an inertial-
confinement-fusion (ICF) target presents a promising method for
improving the neutron yield.1 Improvements in fusion performance
are attributed to the embedded magnetic flux inhibiting heat losses. In
order to attain this compressed, hot spot state, the fuel capsule must
first undergo the process of laser ablation. In the ablation phase, the
outer surface of the fuel capsule is ionized and heated by the laser
drive, forming a rapidly expanding coronal plasma. The rapid thermal
expansion causes a reactionary force, manifesting as a hydrodynamic
(ablation) pressure that compresses the fuel capsule. To maintain the
ablation pressure, energy must be efficiently conducted from the hot,
low density plasma at the critical surface, where the energy is absorbed,
to the ablation surface, the point of peak pressure at the cold, solid
density target surface. The presence of an external magnetic field may
both inhibit thermal conduction in this region, perpendicular to the
field direction,2 and seed field-generating thermal3 and magneto-ther-
mal4 instabilities around inhomogeneities in the laser-energy
deposition.

It has long been known that the conditions within this conduc-
tion zone, the region between the critical and ablation surfaces, are far

from local thermodynamic equilibrium (LTE).5 The collisional mean-
free-paths of the heat carrying electrons are on the order of the
temperature scale length, LT ¼ Te;0=@xTe;0. The electron thermal
transport is non-local; the thermal conduction cannot be described by
a Fick-type law, dependent only on the local temperature gradient,
rTe, and the Braginskii thermal conductivity, j:2 q ¼ �jrTe.
Magnetic fields strongly effect non-locality and vice versa6–10 and their
interplay in magnetized ICF implosions is poorly understood.11

Previously, it was shown that magnetic fields spontaneously
generated around nonuniformities in laser absorption could result
in an inversion and enhancement of pressure perturbations within
the conduction zone.9 The phenomenon was due to the sideways
deflection of heat flow in the conduction zone by the magnetic field,
the Righi–Leduc effect. For sufficiently strong Hall parameters
(v� 0:1), the direction of Righi–Leduc heat flow reverses along
magnetization gradients. It is predicted that under such conditions,
phase inversion should be suppressed. These conditions, however,
may instead result in instability.3,4 Nevertheless, the true conduc-
tion zone dynamics remain unclear, as assumptions included
in instability growth rate calculations are not valid in the steep
gradients of the conduction zone.
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In this paper, we present two-dimensional (2D) Vlasov–
Fokker–Planck simulations of a planar, ablating CH foil, subject to an
externally applied, out-of-plane magnetic field. Three applied mag-
netic field strengths are used: 0, 50, and 400T. The laser heating profile
is modulated with a transverse sinusoidal perturbation which takes the
form IðxÞ ¼ I0ðxÞð1þ aeið2py=kpÞ and the perturbation wavelength is
kp ¼ 5lm. Modulations between 1% and 100% (a ¼ 0:01� 1) are
examined. The phenomenology between the two limits are similar;
thus in general, only the 1% case will be discussed here. In Sec. IVA,
the effects of non-locality on transport are examined in one dimen-
sion. In Sec. IVB, the effects of applied magnetic field upon the pertur-
bation evolution are investigated. Finally, the effects of non-locality on
transverse heat flow are examined in Sec. IVE.

II. THEORETICAL BACKGROUND

The dynamics of electrons in a semi-collisional plasma is well
described by the Vlasov–Fokker–Planck equation,
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where E and B represent the macroscopic electric and magnetic fields.
In order to make this equation more tractable, it is standard to expand
the electron distribution function, f ðv; r; tÞ, in Cartesian tensors,12

f ðv; r; tÞ ¼ f0ðv; r; tÞ þ f1ðv; r; tÞ � v̂ þ � � � (where v̂ is the velocity
unit vector). Higher order terms in this expansion represent increasing
degrees of velocity anisotropy, and are increasingly damped away by
the effects of collisions [the right-hand side operator of Eq. (1)].

In the limit that the plasma is sufficiently collisional to attain
thermodynamic equilibrium, the distribution function takes the form

of a Maxwellian distribution function, f0ðv; r; tÞ ! ðne=ðp
3=2

v
3
thÞÞ

e�v
2=v2

th (where ne and Te are the electron number density and temper-

ature while vth is the electron thermal velocity, vth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2kbTe=me

p

).

Velocity moments of Eq. (1) may be used to derive a simpler set of
equations. The resultant equations describe transport in a collisional
plasma and are known as Ohm’s law and the heat flow equation,
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e
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Here, q and j are the total heat flux and the current density, respectively.
Meanwhile, ne is the electron number density, Pe the electron pressure,
and sB the collision time. a; j, and b are the dimensionless resistive,

conductive, and thermo-electric transport coefficients, respectively.13

These equations, owing to their intuitive nature and ease of com-
putational implementation, are widely used in current laser-plasma
computational modeling. There are several physical effects described
in Eq. (3) that are key to this work. In the presence of a temperature
gradient, magnetic flux will be advected with the hot electrons, respon-
sible for the diffusive heat flow, the Nernst effect,

@tB ¼ r� b � rTe

h i

(4)

¼ r� ðvN � BÞ þ rb? �rTeð Þ; (5)

where vN ¼ �b
�
rTe=jBj is the Nernst velocity. Heat flow directed

down a temperature gradient will be deflected by the Lorentz force
generated by a perpendicular magnetic field. The additional
“transverse” component is called the Righi–Leduc heat flow, qRL,

qRL ¼ �j� ðb�rTeÞ; (6)

where b ¼ B=jBj. For conditions where the temperature scale length
LT ¼ Te=@xTe� 80 kmfp, the assumption of thermodynamic equilib-
rium connecting Eqs. (1) and (6) begins to break down. The relation-
ship between the local driving forces, rTe, j, etc., and transport
phenomena in Eqs. (3)–(6) becomes more tenuous. Heat and electric
field transport instead becomes mediated by the dynamics of the hot
(v � 2vth � 4vth), relatively collisionless population of electrons in the
distribution function tail. The electron mean-free-path, kmfp, scales
with velocity as kmfp / v

4; consequently these electrons are non-local,
they influence transport over much longer length scales than expected
under equilibrium assumptions. Not only do the 2vth � 4vth electrons
travel 16� 256 times further between collisions, but they are also
8� 64 times more magnetized, as the Hall parameter v ¼ xsei / v

3.
In this paper, we investigate this interim limit between Eqs. (1)

and (3) in which non-locality becomes important. Many intermediate
models have been used to incorporate non-locality into integrated
hydrocode modeling.14–16 Although these reduced non-local models
have demonstrated some success in predicting the non-local heat
flow,17–19 they, however, cannot track the evolution of the non-local
electron population,19 and are yet to be benchmarked in magnetized
settings. For a more complete description of a non-local transport phe-
nomenon, the full electron Vlasov–Fokker–Planck equation must be
solved which we choose to do here. The role of different transport phe-
nomena may then be reconstructed from generalized versions of the
Ohm’s law and heat flow equation,20,21 not involving assumptions of
thermodynamic equilibrium.

III. SIMULATION SETUP

Simulations of a planar CH target irradiated by an I
¼ 800TW=cm2; k ¼ 0:35 lm laser beam were performed using the
Vlasov–Fokker–Planck (VFP) code IMPACT.22 Laser heating was sim-
ulated using a static inverse bremsstrahlung heating operator,23 modu-
lated by a transverse sinusoidal perturbation. The initial profiles are
displayed in Fig. 1(a). The simulations were initialized with three differ-
ent externally applied magnetic field strengths of 0, 50, and 400T. The
magnetic field vector is directed perpendicular to the simulation plane.

IMPACT solves the electron VFP equation, Eq. (1), in two
Cartesian spatial dimensions and three velocity space dimensions
using implicit finite-difference methods. Faraday’s and Ampère’s laws
are solved self-consistently to obtain the electromagnetic fields,
ðEx;Ey; 0Þ and ð0; 0;BzÞ, while a magneto-hydrodynamic momentum
equation is used to model the cold ions. Standard Cartesian tensor
expansion12 is used to expand the electron distribution function,
f ðv; r; tÞ ¼ f0ðv; r; tÞ þ f1ðv; r; tÞ � v̂ þ � � � (where v̂ is the velocity
unit vector), in increasing degrees of velocity anisotropy. Collisions
increasingly smooth out higher order terms in this expansion,
f0 � f1 � f

2
, etc. The plasmas considered here are sufficiently colli-

sional that we can truncate this expansion at f1. Here, r ¼ ðx; yÞ is the
Cartesian spatial coordinate. In reality, the ablation of a plasma slab is
a 3D phenomenon. Our VFP simulations are, however, limited to two
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Cartesian spatial dimensions. This is sufficient to investigate the evolu-
tion of perturbations to the magnetic field phenomenologically.

A Thomas–Fermi equation of state model was used to model the
effective ionization state of the plasma, hZi, which was dynamically
updated using the plasma density q and electron temperature Te. Electrons
injected through ionization processes were assumed cold. The ionization
source term takes the form S ¼ @tZni=ð4pv

2ÞdðvÞ, where @tZ represents
the rate of change of effective atomic number, ni is the ionic number den-
sity, and dðvÞ is the Dirac delta function centered at velocity zero.

The conduction zone grid cell size is Dx ¼ Dy ¼ 0:16lm and the

simulation time step is Dt ¼ 1:8� 10�14 s. A linearly increasing grid
spacing is used in the corona and solid slab to ensure that the simula-
tion boundary is located far from the domain of interest. The velocity
grid consists of 200 grid points extending up to a maximum velocity of
v ¼ 20 vth [where the grid spacing increases exponentially and the ref-

erence thermal velocity is defined as vth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eð740 eVÞ=me

p

]. As

IMPACT cannot simulate sharp material boundaries, we choose initial
profiles for the macroscopic physical quantities assuming some abla-
tion of the target has already taken place (see Fig. 1).

IV. RESULTS

A. One-dimensional evolution

In this section, the effect of the applied magnetic field on non-
locality and transport is explored in one dimension. The initial profiles
and those after 88 ps are displayed in Fig. 1. The magnetic field is
advected out of the conduction zone and compressed into the ablation
surface by the Nernst effect. Figure 2 displays the IMPACT electron
distribution function for a 50T simulation. Figure 2(a) displays f0ðvÞ
sampled from a point at the base of the conduction zone temperature
gradient while in Fig. 2(b) f0ðvÞ is taken from the top of the tempera-
ture gradient. The relatively collisionless electrons (those with veloci-
ties in the range v ¼ 2 vth � 4 vth) diffuse down the temperature

gradient at a much faster rate than their colder, v � vth, counterparts.
The high velocity f0 tail becomes depleted at the top of the temperature
gradient (b), close to the critical surface and enhanced at the base (a),
in the cold dense plasma around the ablation surface, x � 0lm. It is
well documented that this can cause suppression of transport at the
top of the temperature gradient “flux-suppression” and enhancement
at the base, for the Nernst term,24,25 Righi–Leduc heat flow26 and dif-
fusive heat flow5 (although maybe less of an effect for resistivity21). In
addition, it is known that the heating of plasma by inverse bremsstrah-
lung also distorts the electron distribution away from Maxwellian.23

This can also affect the transport coefficients27 and so the growth of
instabilities28 and is included in our simulations.

Figure 3 displays the lineouts of the local (assuming thermody-
namic equilibrium, dashed lines) and kinetic (solid lines) predictions
for transport terms driven by the bulk temperature, @xTe, and mag-
netic field, @xBz , gradients in the conduction zone; the diffusive heat
flow, q?;x , Nernst velocity, vN;x , transverse Righi–Leduc heat flow,

qRL;y , and transverse thermo-electric heat flow, qE;y , terms. The solid

black line denotes the zeroth order temperature (top) and magnetic
field (bottom) profiles for reference. The Nernst and diffusive heat
flow deviations from local predictions are qualitatively similar. Non-
locality results in a greater than twofold enhancement of the

Righi–Leduc [Fig. 3(c)] and thermo-electric [qE ¼ �b � j Te

e
, Fig. 3(d)]

heat flows. This is because these heat flow terms are largest in regions
of high magnetic field strength, close to the ablation surface. The
regions of high field strength coincide with an enhanced high velocity
f0 electron tail, resulting in a corresponding qRL and qE augmentation.

Magnetic field restricts the diffusion of electrons perpendicular to
its field lines. Higher velocity electrons, in the distribution function
tail, are relatively more magnetized than their thermal counterparts,
v ¼ xsei / v

3. For the 400T applied field simulation, the field has
been compressed to 500 T at the ablation surface by the Nernst effect.

FIG. 1. Lineouts of electron number density, ne; electron temperature, Te; ion flow velocity, Cx; and the perpendicular (z direction) magnetic field, Bz, for a 50 T applied field 1D
IMPACT simulation. Initial profiles are presented in (a) while (b) shows lineouts after 88 ps. For orientation, the conduction zone is the region between the ablation front (where
Cx > 0) and the critical surface where the laser energy is absorbed (ne ¼ 9:1� 1021 cm�3).
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FIG. 2. Isotropic component of the electron distribution function, f0ðvÞ, sampled from 50 T applied field, 1D IMPACT simulation after 130 ps of evolution. f0 is displayed at two
example points in the conduction zone (a) at the base of the temperature gradient and (b) at the top of the temperature gradient. Dashed blue line is the equivalent equilibrium
form for an electron distribution with the same temperature given for reference. (a) The electron high velocity tail is enhanced relative to equilibrium; (b) the high velocity tail is
suppressed relative to equilibrium (a dearth of high velocity electrons at the top of the temperature gradient). Velocity is normalized in terms of the reference thermal velocity,
vth ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2Te;0=meÞ
p

where Te;0 ¼ 740 eV.

FIG. 3. Terms driven by @xTe and @xBz . Lineouts of kinetic (solid lines) and classical/local (dashed lines) heat flow and Nernst components for two different applied field
strengths after 35ps of simulation time. (a) Displays longitudinal diffusive heat flow, q?;x and (b) the longitudinal Nernst velocity, vN;x ,; (c) displays transverse Righi–Leduc heat
flow and (d) the transverse thermo-electric heat flow, qE;y . Black lines denote lineouts of the temperature and magnetic field for reference.
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This field strength is sufficiently large to relocalize the hot electron pre-
heat at the base of the temperature gradient, q?;k=q?;c ! 1, close to
the ablation surface, x � 0lm. Interestingly, while the Nernst, diffu-
sive heat flow and Righi–Leduc heat flow are effectively localized by
this high field strength at x � xabl ! 0, the thermo-electric heat flow,
qE;y , blue line in (d) exhibits a fourfold enhancement relative to its
classical counterpart.

B. Two-dimensional evolution

The Nernst effect efficiently advects magnetic field out of the con-
duction zone into the cold collisional region around the ablation sur-
face. As a result, Hall parameters in the conduction zone remain
consistently below the v � 0:1 threshold required to initialize the
field-generating thermal or magneto-thermal instabilities.
Nevertheless, self-generated fields still play a dominant role in deter-
mining the dTe evolution. Figure 4(a) displays the evolution of dTe as
a function of distance away from the ablation surface. Lineouts of
dTeðyÞ at various x � xabl positions are presented for the 0, 50, and
400T applied field simulations in Figs. 4(b)–4(d). Self-generated fields

drive a Righi–Leduc heat flow, dqy;RL / �
@j�;0
@v @xTe;0dv, which

deflects heat from dv peaks to troughs. In the 0 and 50T simulations,
this heat flux inverts the dTe (and thereby the dPe) amplitude.9 The
point at which this phase inversion occurs is indicated by the jdTej
cusp at x � xabl � 10lm in Fig. 4(a). The 400T simulation does not
exhibit phase inversion. For sufficiently high magnetization, the direc-

tion of dqy;RL reverses (
@j�;0
@v < 0), redirecting heat from dv troughs to

peaks, enhancing the incumbent dTe. A linear model for the phase
inversion is presented in Sec. IVC and Appendix.

In 50 and 400T simulations, the phase of dTe shifts with distance
into the conduction zone. This phase shift is predominantly caused by

the zeroth order qRL / ik
@j�;0
@v sei;0n0Bz;0ðlB � lnÞ (where la ¼ @xa0=

a0 and a ¼ ne;Bz), which is driven by the bulk magnetic field and
density gradients, redirecting heat in the y direction.

At the same time, the deflected electrons responsible for the
Righi–Leduc heat flow drag magnetic field lines along with them. This
magnetic field advection is the cross-gradient Nernst effect,
vN ¼ �b?ðb�rTeÞ, and is predicted to result in significant mag-
netic field line twisting in pre-magnetized ICF experiments.29

C. A heuristic model for dTe conduction zone evolution

The conduction zone evolution of dTe may be explained through
linear perturbation theory. The induction equation for the magnetic
field and the steady-state temperature equation subject to sinusoidally
perturbed heating, r � q ¼ ðI þ dIeikyÞdðx � xcÞ, are used to describe
the system. Perturbations in magnetic field and temperature are
assumed to take the form Te ¼ Te;0ðxÞ þ dTðxÞeiky; Bz ¼ Bz;0ðxÞ
þdBzðxÞe

iky . Upon linearizing, the following equations are arrived at,
to first order:

ðd1 þ d2@
2
xÞðT

5=2
0 dTÞ þ �1dBz ¼ 0; (7)

ðg1 þ g2@x þ g3@
2
xÞðT

5=2
0 dTÞ þ ðc1 þ c2@x þ c3@

2
xÞdBz ¼ 0; (8)

where the coefficients are given by
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and

a0 ¼
a?;0d

2
c

T
3=2
0

; h0 ¼ sei;0@xT0;

lf ¼
@xf0
f0

; and l2;f ¼
@2
xf0

f0
ðwhere f ¼ T;B; nÞ:

n0, j?;0, and j�;0 represent the zeroth order electron number density,
diffusive heat flow coefficient, and Righi–Leduc heat flow transport
coefficient, respectively. The perturbed thermo-electric, dqTE, heat

FIG. 4. (a) dTe (grey lines) and zeroth order Te (black lines) as a function of dis-
tance away from the ablation surface for different applied field strengths (the differ-
ent line styles). (b), (c), and (d) display lineouts of dTe in the transverse direction,
sampled at the corresponding colored crosses in (a), for a 0 T simulation (b), a 50 T
applied field simulation (c), and a 400 T simulation (d).
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flow has been neglected here. dqTE is significant in regions of both
large magnetic field magnitude and gradient which occur close to the
ablation surface in the 400T simulation (green line in Fig. 8), but is
negligible in all other conditions simulated here. The convective trans-
port of heat, vx;0@xdT and terms of order Oð@j?;0=@vÞ and above
have also been neglected, which are also found to be small.

The change of variables du ¼ T
5=2
0 dT is made, and the perturba-

tion x dependence is assumed to take the form, du ¼ du0 exp ðkxxÞ
and dBzðxÞ ¼ dBz exp ðkxxÞ. It is then possible to find the spatial
eigenmodes, kx, of this system, which are well approximated by

kx �
ðd1c1 � �1g1Þ

d2c3

� �1=4

� nk 1þ
1

a0k2
@xCx;0 �

@b
�;0

@v
h0 �

@j�;0
@v

h0ln

j?;0

 !"

þ
i

j?;0a0k

@j�;0
@v

sei;0n0Bz;0 lB � lnð Þ

�1=4

; (11)

where n ¼ þ1;�1;þi;�i. A full derivation of Eq. (11) and the
related du and dBz eigenfunctions is given in the Appendix. The first
term in the numerator represents the coupling between magnetic field
amplification and damping (caused by the Nernst effect, frozen in flow
and resistivity) and the diffusive damping of temperature perturbation.
The second term in the numerator, �1g1, is the instability or mode
inversion source term, the coupling between spontaneous generation
of magnetic field by the Biermann-battery effect, g1, and the
Righi–Leduc heat flow, �1.

The magnitude and phase of kx vary depending on the degree of
magnetization. If all magnetic field effects are neglected, Eq. (8) reduces
to a diffusion equation describing thermal smoothing of dT via diffusive
thermal conduction, kx ! k. This limit describes the exponential atten-
uation of dTe with distance into the conduction zone, sometimes
referred to as the “cloudy day” thermal smoothing model.30,31

The coupling between Righi–Leduc and self-generated fields,
�1g1, is pivotal in the perturbation evolution. �1g1 changes sign

depending on whether v is less than or greater than �0:1(this thresh-

old depends on Z through its dependence on
@j�;0
@v ).

For v� 0:1, as is the case in the 400T simulation,
@j�;0
@v < 0 and

�1g1 > 0 (according to local predictions),13 and this term results in a
smaller kx and thus either slower dTe or dBz damping or growth due
to field-generating thermal or magneto-thermal instabilities.

In the opposing limit (relevant for 0 and 50T), �1g1 < 0. In this
case, the �1g1 term acts to damp the incumbent dT. Unlike conven-
tional damping, the damping term is driven by the 10–100 fold dB
amplification by the Nernst effect within the conduction zone. Instead
of returning to zero, the dTe overshoots and inverts,

9 seen in the green
and red curves of Fig. 4(b). In the Appendix, analysis of the system
eigenmodes is used to show that dTe perturbation is composed of both
a decaying and an oscillatory component, the latter of which is respon-
sible for this phase inversion.

D. Non-locality and magnetic field self-generation and

Righi–Leduc heating

In Sec. IVC, we explored how the limits of dTe (and therefore
dP) evolution, instability and “overdamping,” are governed by the
interplay between dqRL;y; @tB generation and the Nernst advection of
the B-field.

In this section, we investigate the manner in which non-locality
may affect these two sides of the magneto-thermal and field-
generating thermal instability feedback loops. Figures 5 and 6 display
color maps of the perturbed Hall parameter dv ¼ v� hvi overlayed
with contours of Righi–Leduc heating, @yqy;RL, and magnetic field
amplification and advection, due to the Biermann and cross-gradient
Nernst term, @tBz;1, given by the expression

@tB ¼ r�
rPe

ene
þ
1

e
bc � rTe

� �

¼ �
rne �rTe

ene
þr� ðv � � BÞ; (12)

FIG. 5. Image plots of dv within the con-
duction zone with @yqy;RL contours over-
layed for simulations with 50 (left) and a
400 T (right) applied magnetic fields.
Three contours are plotted: �r, 0, and
þr. Red and green contours are values
for @yqy;RL reconstructed from IMPACT
simulations and as predicted by a local
model, respectively.
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where v � ¼
bc?
ejBjrTe. Figures 5(a) and 6(a) correspond to a 50 T

applied field simulation while Figs. 5(b) and 6(b) correspond to a
400 T simulation. Green contours are the predicted values for @yqRL;y
and @tBz given by a local model, while red contours are those of the
true non-local values, reconstructed from the IMPACT simulations.

The 50 and 400T simulations show several key differences. In
the 50T case, at the peak of the temperature gradient, the term dy qRL,y
heats the dv troughs (i.e., is p out of phase with dv), causing dT to
invert. In the 400T case this term heats in phase with dv and so
instead of inversion we observe growth of the incumbent dT. Further
into the conduction zone, contours of @tBz and @yqy;RL twist, shifting
in the y direction, due to a combination of vN;� magnetic field advec-
tion and the @xBz and @xn0 driven Righi–Leduc heat flow
qRL / ik

@j�;0
@v sei;0n0Bz;0ðlB � lnÞ.

Comparison of green (local) and red (non-local) contours dem-
onstrates that Righi–Leduc heating is larger in a non-local model for
both applied field strengths (the þr and �r contours extend over a

much wider area). A possible explanation for this is that the
Righi–Leduc heat flow is mediated by a more magnetized hot electron
population [v ¼ xseiðvÞ / v

3]. Therefore, the electron deficit in the f0
tail is compensated for by an increase in effective magnetization,
resulting in a net qy;RL enhancement even at the top of the temperature
gradient. Biermann field generation and cross-gradient Nernst advec-
tion, on the other hand, are reduced by non-locality in regions of
flux-suppression.

Close to the ablation surface, non-local and local contours of
@yqRL;y are offset in the 50 T simulation [Fig. 5(a)], but nearly exactly
overlap in the 400 T simulation [Fig. 5(b)]. This is likely due to the
strong magnetic field at x � xabl localizing qRL;y , consistent with
results seen in Fig. 3.

E. The effect of non-locality on the transverse

heat flow

Non-locality changes both the magnitude and direction of the
heat flux. The latter is investigated in this section. Correct determina-
tion of heat flux direction is important as the relative degree of trans-
verse heat flow governs both the thresholds for instability and thermal
smoothing magnitudes.

Non-local modification of the heat flow and Nernst-effect direc-
tions is primarily due to two mechanisms here. The first is that origi-
nally studied by Epperlein et al. in VFP simulations without B-fields.32

Hot, long kmfp electrons are only sensitive to relatively long scale
length changes in plasma temperature and collisionality. These long
kmfp electrons are relatively unperturbed by the local, short scale
length, modulations in the transverse direction compared to bulk gra-
dients. The resultant heat flow and Nernst effects are directed much
further down the bulk temperature gradient, shown schematically in
Fig. 7. The Righi–Leduc heat flow, which is qRL / �ðb�rTeÞ,
rotates in the opposite direction (further toward the transverse direc-
tion). Furthermore, in regions of preheat, effects of non-locality
reverses the roles of the arrows: q? and vN are enhanced and rotated
further in the transverse direction while qRL is enhanced and rotated

FIG. 6. Image plots of dv within the con-
duction zone with @tB contours overlayed
for simulations with 50 (left) and a 400 T
(right) applied magnetic fields. Three con-
tours are plotted, �r, 0, and þr, red is
kinetic (reconstructed from IMPACT simu-
lations) while green is the local predictions
for @yqy;RL.

FIG. 7. Schematic showing the manner in which non-locality rotates and changes
the magnitudes of different transport terms q?, vN, and qRL. In regions of preheat,
the dashed and solid arrows reverse in characteristics—the Nernst and diffusive
heat flow become larger and further toward the transverse direction than their equi-
librium counterparts, while the Righi–Leduc heat flow becomes larger and rotates
further down the temperature gradient.
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further down the temperature gradient. The rotation displayed in
Fig. 7 applies for cases of low magnetization (0 and 50T). For larger
applied field strengths, non-local direction changes are controlled by
the second mechanism.

The second mechanism is caused by the differing magnetization
of hot electron populations (relative to the thermal Hall parameter).
Magnetic field changes the magnitude of coefficients within, the trans-
port tensors of Eq. (3); hence, a changing effective magnetization will
also alter the prevailing direction of heat flux and Nernst advection.

The change of direction in turn acts to alter the phase of dq.
Figure 8 displays lineouts of dq for the different heat flow compo-
nents. The degree to which non-locality shifts the phase of different
dqy components is a function of the distribution function shape and
their relative sensitivity to magnetization effects. Two characteristic
points in the conduction zone are selected, for two different strengths
of externally applied magnetic field: 0 and 400 T. Figures 8(a) and
8(d) correspond to the region of preheat and Figs. 8(b) and 8(e) to a
point of “heat flux-suppression” at the top of the temperature
gradient.

As expected, dq exhibits non-local suppression and enhancement
in all heat flow components in regions of flux-suppression and pre-
heat, respectively, for 0 T simulations. The same is not true in the
400 T simulation. The perturbed Righi–Leduc heat flow shows non-
local enhancement of its amplitude even in regions of flux-
suppression. Meanwhile, non-locality has shifted the relative phase of
dq for various heat flow components. In the most extreme example,
the non-local dqy (solid black line) is directed in the opposite direction

to local predictions (dashed black line) for the 400 T simulation at the
top of the temperature gradient, Fig. 8(e).

V. SUMMARY AND CONCLUSIONS

There has been growing interest in performing laser-ablation
experiments that involve a pre-applied magnetic field, for example, in
the context of using magnetic field to boost the yield of inertial con-
finement fusion experiments.1 Here, the conduction zone is critical to
transporting laser energy from where it is absorbed by the plasma to
the ablation front; however, heat transport in this region is non-local,
requiring kinetic simulation. We have performed the first two-
dimensional Vlasov–Fokker–Planck simulations of the conduction
zone of pre-magnetized ICF targets, to gain insights into the evolution
of the magnetic field and heat flow. The Nernst effect rapidly cavitates
the conduction zone magnetic field, as a consequence only relatively
modest xsei� 0:2 Hall parameters are achieved in these simulations.
As a consequence, the onset of magneto-thermal4 and
Tidman–Shanny33 instabilities is inhibited in simulations presented
here, even for large applied magnetic field strengths (up to 400 T). In
the low magnetization limit, the Righi–Leduc heat flows down gra-
dients of Hall parameter, inverting an applied transverse (to the tem-
perature gradient) perturbation and causing its amplitude to oscillate
with distance into the conduction zone. In the high magnetization
limit, the Righi–Leduc heat flow behaves as a source term for the mag-
netothermal and Tidman–Shanny instabilities. dqRL;y instead directs
heat toward dv peaks, competing with the damping effects of diffusive
thermal conduction to increase the dT amplitude. For the 400 T

FIG. 8. Lineouts of dqy at different positions in the conduction zone—(a) and (d) in a region of preheat, (b) and (e) in a region of flux-suppression, sampled at positions marked
by the left and right crosses on the temperature gradient in (c) and (f), respectively. Solid lines represent kinetic predictions for each heat flow component while dashed lines
represent local thermodynamic equilibrium components. In (a), dqy (solid blue line) is both enhanced and shifted out of phase by �p=2 relative to the local prediction, dashed
blue line, while in (b) heat flow is suppressed.
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simulation, this results in both the suppression of phase inversion and
a larger ablation surface dTe relative to 0 and 50 T. However, a net
growth in dT, caused by instability, does not occur.

Non-local effects alter these processes. The hot, relatively colli-
sionless electrons (kmfp / v

4, where v is the electron velocity) stream
down the temperature gradient resulting in a hot electron population
deficit close to the critical surface and an enhanced population at the
ablation surface. As a rule of thumb, this fast-electron population sur-
plus and deficit causes a corresponding increase and reduction in the
extended-magnetized transport terms, including Nernst, diffusive heat
flow and Biermann battery magnetic field spontaneous generation/
cross-gradient Nernst advection. However, this general rule is not
always true when an applied magnetic field is present. For large
applied magnetic fields, the magnetic field is advected toward the abla-
tion surface and compressively amplified, relocalizing transport in this
region. Meanwhile, the Hall parameter scales with the electron veloc-
ity, xsei / v

3. For magnetized transport terms (e.g., qy;RL
26) mediated

by high velocity, more magnetized electrons, the effective magnetiza-
tion of the plasma transport may be much higher than the thermal
electrons’ Hall parameter. In the 50 T simulation, this effect results in
an enhanced qRL;y relative to local models, even at the top of the tem-
perature gradient, in the region typically assigned for flux-suppression.

The evolution of the magnetic field and perturbations in the mag-
netic field that we have studied here have clear relevance to magne-
tized ICF implosions, motivating the inclusion of a kinetic model of all
the relevant magnetic field evolution terms (and their effect on the
heat flow) in integrated simulations. The use of a fully kinetic model
(such as VFP) in this context is outside the scope of current computa-
tional resources. While reduced non-local models which include mag-
netic fields and can be used in integrated calculations exist, their
accuracy has yet to be comprehensively determined through compari-
son to fully kinetic simulations. It therefore remains important to
understand the variety of ways in which non-locality may modify
transport from predictions made using conventional hydrodynamics
modeling of full, integrated simulations of magnetized ICF implosions.
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APPENDIX: LINEAR THEORY

Linear perturbation theory may be used to describe the con-
duction zone spatial evolution of dTe. Starting with the steady-state
temperature equation, subject to sinusoidally perturbed heating,
r � q ¼ Idðx � xcÞ, assuming harmonic perturbations in tempera-
ture and magnetic field of the form

dT / dTeikyþixtþkxx; (A1)

dBz / dBze
ikyþixtþkxx; (A2)

the following linearized temperature and magnetic field equations
are arrived:

ðd1 þ d2@
2
xÞduþ �1dBz ¼ 0; (A3)

ðg1 þ g2@x þ g3@
2
xÞduþ ðc1 þ c2@x þ c3@

2
xÞdBz ¼ 0; (A4)

where the coefficients are defined as follows:

d1 ¼ �j?;0k
2 þ ik

@j�;0
@v

sei;0n0Bz;0 lB � lnð Þ; (A5)

d2 ¼ j?;0; (A6)

g1 ¼
ik

T
5=2
0

ln þ a0
Bz;0

T
7=2
0

15

2
lT lB �

3

2
l2;B

� �

þ
@b

�;0

@v

sBBz;0

n0T0
k2 þ lBlT � lnlT � 2l2T þ l2;T
	 


; (A7)

g2 ¼ �
3

2
a0

Bz;0

T
7=2
0

lB þ
@b

�;0

@v

sBBz;0

n0T0
ð2lT þ ln � lBÞ; (A8)

g3 ¼ �
@b

�;0

@v

sBBz;0

n0T0
; (A9)

�1 ¼ �ik
@j�;0
@v

h0T
5=2
0 ; (A10)

c1 ¼ @xCx;0 þ a0k
2 �

@b
�;0

@v
@xh0

� �

;

c2 ¼ Cx;0 �
@b

�;0

@v
h0 þ

3

2
a0

@xT0

T0

� �

;

c3 ¼ �a0;

where

a0 ¼
a?;0d

2
c

T
3=2
0

; h0 ¼ sei;0@xT0;

lf ¼
@xf0
f0

; and l2;f ¼
@2
xf0

f0
ðwhere f ¼ T;B; nÞ:

The eigenmodes of this system are given by the quartic equation

d2c3k
4
x þ d2c2k

3
x þ ðd1c3 þ d2c1 � �1g3Þk

2
x

þðd1c2 � �1g2Þkx þ ðd1c1 � �1g1Þ ¼ 0: (A11)

For the case lB > lT, the k
3
x; k

2
x , and kx coefficients are small and Eq.

(A11) has the following approximate solutions:

kx �
ðd1c1 � �1g1Þ

d2c3

� �1=4

�nk 1þ
1

a0k2
@xCx;0 �

@b
�;0

@v
h0 �

@j�;0
@v

h0ln

j?;0

 !"

þ
i

j?;0a0k

@j�;0
@v

sei;0n0Bz;0 lB � lnð Þ

�1=4

; (A12)

where n ¼ þ1;�1;þi;�i. The first term in the numerator repre-
sents the coupling between magnetic field amplification and damp-
ing (caused by the Nernst effect, frozen in flow and resistivity) and
the diffusive damping of the temperature perturbation. The second
term is the instability or mode inversion source term, composed of
the coupling between spontaneous generation of magnetic field by
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the Biermann battery effect and the Righi–Leduc heat flow. The
final term on the right-hand side is responsible for shifting the
phase of dTe, and is negligible in 50 T simulations except for regions
close to the ablation surface.

In the limit that all magnetic field and hydrodynamic effects
are neglected, the cloudy day model is recovered kx ! k.35

For the case of Dirichlet boundary conditions bounding the
conduction zone, dTðxcÞ ¼ dTc and dBzðxcÞ ! dBz;c, and dTðxcÞ
! 0 dBzðxaÞ ! 0 at the ablation surface (suitable for early times)
and we find that eigenvalues in Eq. (11) yield the solution,

dTe ¼ ðc1;r þ ic1;iÞsinhðkxxÞ þ ðc2;r þ ic2;iÞ sin ðkxxÞ; (A13)

where

c1;r ¼
1

2k2xT
5=2
0

ðk2x � k2ÞucsechðkxxcÞ; (A14)

c1;i ¼
dBz;cj?;0

2k2xfT
5=2
0

ðk4x � k4ÞsechðkxxcÞ; (A15)

c2;r ¼
dBcj?;0

2k2xfT
5=2
0

ðk4 � k4xÞsechðkxxcÞ; (A16)

c2;i ¼
1

2k2xT
5=2
0

ðk2 þ k2xÞucsechðkxxcÞ; (A17)

where f ¼ �i�1.
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