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Episodic dynamic change linked to damage on the

Thwaites Glacier Ice Tongue

Trystan Surawy-Stepney, Anna E. Hogg, Stephen L. Cornford, and
Benjamin J. Davison

Abstract. The stability and dynamics of Thwaites Glacier depend on the structural properties of its
marine terminus; however, the relationship between these variables on the floating ice tongue is poorly
understood. Here, we present a 6-year record of ice speed, derived from satellite observations starting
in 2015, showing two large-magnitude (∼ 30% − 45%) and prolonged (∼ 1-2 years) cycles of speed
variation across the ice tongue. Using an automated, deep-learning-based method of extracting high
resolution fracture maps from satellite imagery, we detail periods of increasing fracture development
and subsequent reconsolidation in the ice tongue shear margin which coincide with the observed
speed changes. Inverse modelling using the BISICLES ice sheet model indicates that the variation
in ice speed can be accounted for by these observed changes to the spatial pattern of fracturing. This
study provides further evidence of direct coupling between fracturing and dynamic variability in
West Antarctica, but indicates that increased fracturing and associated speed changes are reversible
on 1 to 2 year timescales. We suggest that fracturing does not necessarily lead to positive feedback
with glacier acceleration on these timescales and that damage process modelling is important for
accurately predicting the evolution of the Antarctic Ice Sheet.
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1. Introduction

Thwaites Glacier (TG) is the largest ice stream in West Antarctica, draining a 210, 600km2

catchment that holds enough ice to raise sea levels by 0.59 m alone ([1]). Satellite observa-
tions show that over the past 30-years, TG has been thinning ([2,3]), accelerating ([4]) and
retreating at the grounding line ([5]). These decadal-scale dynamic changes are thought to
be driven by incursions of warm circumpolar deep water, which likely strengthened in the
mid 2000’s ([6–9]).

TG terminates in two distinct floating units: the Eastern Ice Shelf (EIS) and the TG
Ice Tongue (TGIT). Observations show that the slower flowing EIS has weakened since
the speed-up of TG intensified in ∼2006 ([10]) and may be susceptible to disintegrate on
a decadal timescale ([11]). The TGIT, which is, as of 2021, ∼ 20 km wide, ∼ 50 km long
and ∼ 300 m thick, is a remnant of the once much larger western ice shelf ([12]). The
TGIT is heavily crevassed, is intermittently bonded to the EIS by a mixture of icebergs
and sea ice, and pinned on a small bathymetric peak to the north-west (NW Pinning Point,
NWPP). Historically, the TGIT has been a control on the dynamic behaviour of the EIS via
the transmission of shear stress through the formerly robust eastern shear margin (ESM)
([11]). However, since the recent rapid structural weakening of the ESM and its propagation
up glacier, the EIS and TGIT have largely decoupled ([4, 12]).

Ice fracture - the presence of rifts or surface/basal crevasses - is an important component
of the Antarctic ice sheet system, as modifications to the stress balance caused by regions
of fractured ice have a distributed effect on ice-dynamics ([13,14]). A feedback mechanism
between the acceleration of fast-flowing ice shelves in the ASE and structural deterioration
of their shear margins has recently been posited ([15]). Given that the vast majority of west
Antarctica’s grounded ice mass loss comes from grounding line discharge ([16]), increased
understanding of this potential feedback mechanism ([15]) and the wider impact of brittle
processes on the stability of the region is essential for accurately predicting Antarctica’s
future contribution to sea level rise. However, though progress has been made ([17–22]),
damage processes are not well integrated into realistic (as opposed to highly idealised) ice
sheet models and large-scale quantitative observations of ice-fracture are sparse ([23]).

After a period of relatively steady flow since 2011, a ∼30% increase in ice speed
between late 2016 and 2017 was observed across the TGIT and the ESM ([12]). Here,
we present a 6-year record of ice speed data from January 2015 to March 2021, which
shows that this speed-up was the start of a period of high-magnitude (∼ 30 − 45%) and
short-term (∼ 1 − 2 yr) episodic ice-dynamic activity on the TG ice tongue (Sect. 2). We
use a deep neural network to detect surface crevassing across western TG (Sect. 2), which
details the inland propagation of fractured regions of the ESM and the TGIT during each
period of ice acceleration (extending observations of [12, 15]) followed by the reconsol-
idation of the shear margin during periods of deceleration. Numerical modelling, carried
out using the BISICLES ice sheet model, indicates that the observed speed changes can be
largely accounted for by the changes in structural integrity of TGIT that we observe.
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2. Results

Observed Changes in Ice Speed

Figure 1. Ice speed anomalies Thwaites Glacier (TG). (a) Spatial pattern of ice speed anomaly
observed between October 2018 and April 2019 (i.e. peak of first speed-up event) compared to the
2015-2021 mean. (b) Spatial pattern of ice speed anomaly observed between November 2019 and
May 2020 (i.e. peak of second speed-up event) compared to the 2015-2021 mean. (c) Mean ice speed
on TG in 2016 in kilometres per year (km a−1), prior to the two ice-dynamic episodes, and locations
of the Eastern Ice Shelf (EIS), the Eastern Shear Margin (ESM), the Thwaites Glacier Ice Tongue
(TGIT) and the North-West Pinning Point (NWPP). (c - inset) MEaSUREs grounding line, coastline
and ice boundaries ([24]), with the basin and ice shelf of TG highlighted in red. Velocity data are
superimposed on a 125 m resolution MODIS mosaic ([25]) and BedMachine V2 bed data ([26]) (grey
shading). (d) Hovmöller diagram showing the ice speed anomaly relative to the 2015-2021 mean in
a set of 14 equally spaced 4 × 4 km bounding boxes along a central flow-line (black box outlines Fig.
1b), with distance measured from the north (yellow point, 0 km) to the south. Linear interpolation is
used in both the distance and time axes for missing data. The 2011 grounding line location is shown
on Figs. 1a-c (dashed black line) and Fig. 1d (vertical black line) ([24]).

After a period of stable flow (3.4 − 4.1 km a−1) between 2015 and 2016, TGIT accel-
erated in late-June 2017, reaching peak speeds in December 2018 that were 45% (+ 1.5−
1.9 km a−1) greater than the 2015/2016 mean (Fig. 1a). Although the 2017/18 acceleration
event was extensive across the majority of the structurally weak ice tongue, we observe
spatial variability in the relative speed change, with a 20 − 40% acceleration observed in
the southern part of the ESM and a 20 − 60% deceleration observed on the central part
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of the ESM (Fig. 1a). Between January and October 2019 the whole TGIT decelerated to
its mean speed over the 2015-2021 period (4 − 4.5 km a−1). Whilst the TGIT decelerated,
grounded ice speeds continued to steadily increase. Our observations on the TGIT show
that a second speed-up event initiated in November 2019, during which the TGIT increased
in speed by 25 − 30% (Fig. 1b) for a period of 6-months. In September 2020, the ice tongue
decelerated back to its 2015-2021 mean speed (Fig. 1c), with a slower reduction in speed
at the grounding line.

The spatial pattern of the first acceleration episode displays a well-defined boundary
between the structurally weak ice tongue where a large speedup was observed, compared to
the upstream region of more consolidated floating ice where ice speeds remained relatively
stable (Fig. 1a). Conversely, the second acceleration episode is characterised by a softening
of this boundary, with speed up observed in both regions (Fig. 1b, d), and a + ∼ 6% increase
in speed measured at the grounding line in 2021 compared to the pre-2016 mean.

Observed Changes in Fracture

Using a deep neural network, we segment SAR backscatter images into binary maps repres-
enting observable surface fractures. These data show that between March 2016 and March
2021 there was a broad increase in the amount of severe crevassing across the surface of
the TGIT (Fig. 2a-f), indicating a continued decline in its structural integrity ([12]). The
deterioration of the TGIT has several key characteristics. Firstly, in the ESM and along
the central portion of the TGIT we observe an overall increase in the density of crevassing
throughout the study period (Fig. 2) and the upstream propagation of the region of frac-
tured ice towards the grounding line in the central TGIT and near the ESM ([15]). Inland
of the ESM, the increases in fracturing are due to new crevasses opening up in-situ, some
of which caused the detachment of a ∼ 10 km section of ice in March 2017 (Fig. 2b). This
process also occurred on the portion of the TGIT close to the grounding line, though here,
new fractures also appeared due across-flow extension of crevasses originating in the lateral
margins of the TGIT (Fig. 2c-f).

The observed upstream propagation of fractured ice south of the ESM was not per-
manent. By March 2021, much of the fractured ice had been advected downstream, and
maximum positive strain rates had decreased below the threshold required to promote the
development of new crevasses (Fig. 2).

Extended Data Figure 1 shows the segmentations used in the production of Fig. ??

along with the SAR images from which the data were extracted.

Chronology of Change in Ice Speed and Structure

In order to assess the relationship between the two ice-dynamic episodes and observed
changes in crevassing, we generated time-series of speed, fracture and ice shelf length
on the TGIT (Fig. 3). We define “fracture density” as the fracture maps integrated over a
particular region. The “relative” timeseries shown in Fig. 3c, d are created by dividing the
fracture densities by the lowest value through time. The timeseries of ice shelf length was
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Figure 2. Observed fractures on the Thwaites Glacier Ice Tongue. Annual fracture maps generated by
applying a trained neural network to Sentinel-1 SAR images acquired in March of each year during
2016 to 2021. Panels a to f show snapshots of mapped fractures (Section 2.2) on the respective
dates: 29/03/2016, 12/03/2017, 25/03/2018, 26/03/2019, 08/03/2020 and 27/03/2021. Time-series
of relative fracture density (Section 2.2) shown in Fig. 3c and d are extracted from bounding boxes
D1 and D2. We highlight the location of a large section of ice that detached from the upstream shear
margin in 2017 (black oval, Fig. 2b) and a ∼ 14 km long transverse crack (black oval, Fig. 2c), with
the 2011 grounding line location also shown on all maps (dashed black line) ([24]).

created using a neural network trained to segment SAR backscatter images of the TGIT
into the classes “glacier” and “sea”.

Two cycles of speed change are clearly visible during the 6-year study period (Fig. 3a),
characterised by two periods of elevated speed from June 2017 to April 2019 and January
to September 2020, separated by a deceleration back to 2015-2021 mean speeds.

Two key structural changes on the TGIT occurred prior to the first acceleration/deceleration
event. Firstly, there was a significant increase in crevassing (a factor of ∼5 in fracture dens-
ity) inland of the ESM beginning in November 2015 (D2; Fig 3d), which closely followed
a loosening of the sea-ice/icebergs in the ESM ([12]). Secondly, we observed three calving
events, starting in March 2016 when ∼ 180 km2 of ice detached from the western edge
of the TGIT (Fig. 3e), in March 2017 where the northern-most 15 km of the ice tongue
detached creating a ∼ 235 km2 iceberg ([12]), and in June 2017 where 35 km2 of ice was
lost (Fig. 3b, e). These latter two calving events caused the temporary unpinning of the
TGIT from the NWPP for the first time on record, before it re-pinned a month later.

Following this temporary unpinning in June 2017, the first speed cycle initiated. This is
characterised by a progressive increase in speed and relative fracture density until Decem-
ber 2018 (Fig 3). During this speed cycle, the TGIT became entirely unpinned from the
NWPP in January 2018. Following this, we measured a five-fold increase in fracture dens-
ity on the central trunk of TG (D1), which peaked by early November 2018 (Fig 3c), and a
continued acceleration of TGIT. Crevassing inland of the ESM (D2) continued to increase
until December 2018, though at a modest rate compared to that observed during 2015-2016
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Figure 3. Time-series of Thwaites Glacier Ice Tongue (TGIT) flow and fracture. Time-series from
2015 to 2021 of: (a) the ice speed anomaly relative to the 2015-2021 mean, extracted from four
4 × 4 km bounding boxes along a central flow-line, where dark blue corresponds to the most seaward
and grey corresponds to the most inland positions (Fig. 3e); (b) change in length of the TGIT, meas-
ured along the transect shown in (e). The uncertainty band in light-grey indicates 1-𝜎, where 𝜎 is the
width of a sigmoid-fit to the transect profile near the calving front (Supplementary Materials section
2.4.1); (c) and (d) observed fracture density (black dots) and model-inferred damage (purple crosses)
extracted from bounding boxes D1 (Fig. 3c) and D2 (Fig. 3d) respectively. The uncertainty band in
light grey is bounded at the top by 𝑓 × (2 − 𝑆) and at the bottom by 𝑓 × 𝑃, where 𝑓 is the fracture
density and 𝑆 and 𝑃 are respectively the sensitivity and precision of the binary segmentations calcu-
lated from a manually annotated reference image (Supplementary Materials 2.3.1). Vertical dashed
lines show the first of January of each year from 2016 to 2021. (e) Map showing the calving front loc-
ation (red, orange and black lines) from 2016 to 2020 respectively on a Sentinel-1 amplitude image,
the transect along which change in tongue length was calculated (straight black line), the location
where velocity anomaly time-series were extracted (dark blue, light blue, turquoise and grey coloured
boxes), and the locations where the fracture/damage measurements were extracted (black bounding
boxes D1 and D2). The 2011 grounding line location (dashed black line) and North-West Pinning
Point (NWPP) (pink dot) is also shown ([24]).

(Fig. 3d). The ice tongue grew back to within 5 km of its 2015 length (Fig. 3b), though it
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did not re-pin on the NWPP. From December 2018 onwards, we observe a deceleration
across the TGIT and a decrease in relative fracture density (Fig. 3). The decrease in frac-
ture density reflects a pause in the development of new crevasses south of the ESM, and
the advection of existing crevasses downstream.

Following an 8-month period of lower ice speeds (∼ 4.5 km a−1) from March to October
2019, we observed a more modest increase in crevassing in early 2020 on both the TGIT
and ESM (Figs. 3c and 3d) which coincided with the second period of acceleration (Fig.
3a). Contact with the pinning point was remade in December 2019, though, rather than
stabilising the ice tongue, this led to significant fracturing along its western edge. This
re-pinning and the associated sudden structural change coincided closely with the onset
of the second period of acceleration and led to a decrease in width of the TGIT (Fig. 3e),
particularly at the seaward end, which was still apparent at the end of the study period in
2021.

Extended Data Figure 2 shows the segmentations used in the production of Fig. 3e
along with the SAR images from which the data were extracted.

Model Inversions

We used the BISICLES ice sheet model ([27]) in combination with satellite observations
to assess the link between the changing speed of the ice tongue and its local structural prop-
erties during the two major ice-dynamic episodes (Fig. 3). We do so by inferring a scalar
damage parameter 𝐷 (henceforth referred to as “damage”) from ice velocity observations
at monthly intervals that represents an isotropic decrease in the load bearing capacity of the
ice. The time-series of “relative damage” was generated by summing 𝐷 over the bounding
boxes (D1 and D2, Fig. 3e) and dividing by the lowest value in the timeseries. A geometrical
interpretation of damage is that it represents the ratio of the vertical area of crevasses to the
total area for each vertical slice, integrated over the region. This parallels our definition of
observed fracture density. We assessed the quality of the model optimisation by comparing
the modelled and observed velocity fields, which agreed to within 2.7 ± 1.4% on average,
over the observational period.

The spatial distribution of damage and its evolution through the 6-year study period
broadly resemble the observed changes in fracture at the western TG terminus (Figs. 2a-f
and 3d-e). In particular, the model coarsely reproduces the observed pattern of fracture
south of the ESM, with damage intensifying and propagating south-west between January
2016 and June 2019 (Fig. 4b, d), followed by the spread of severe damage north-west onto
TGIT through the rest of the study period (Fig. 4d-f).

A comparison of the time-series shows that the onset and pace of change in damage
exhibits significant congruity with the observed change in fracture density (Fig. 3c, d).
This is especially true in D1, in which damage increases during the first acceleration event,
and increases/decreases in line with fracture density thereafter, though changes appear to
lead those of fracture density by 2-4 months. In D2, peak damage is reached in May 2017,
prior to the start of the first period of acceleration, and two years before the maximum
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Figure 4. Annual maps of damage inferred using the BISICLES ice sheet model in January from
2016 to 2021. Panels (a) to (f) show a snapshot of damage, with the seaward limit of the model
domain bounded by the observed glacier perimeter for the respective month, superimposed on a
125 m resolution MODIS mosaic ([25]) Time-series of relative damage are extracted from bounding
boxes (D1 and D2, black outline) (Fig. 4a). We also highlight the location of a large section of ice
that calved in 2017 (black oval, Fig. 4b) 2, with the grounding line and pinning point locations also
shown on all maps (dashed black line) ([24]).

observed fracture density, potentially indicating that fractures formed at the ice base before
they manifested as surface (observable) crevasses.

3. Discussion

Long-term Context

Significant dynamic changes have occurred on TG over the last three decades, with the
speed of the central trunk increasing by 50% between 1992 and 2013 ([4]), doubling TG’s
sea-level contribution between 1994-6 and 2010 ([28]). Our results extend the ∼ 30-year
ice speed record on Thwaites Glacier to 2021, showing that the pattern of long-term speed
up with 5-10 year fluctuations on the TGIT ([4, 12]), likely driven by decadal variability
in ocean temperature ([9, 29]), has seen the addition of shorter-term, higher magnitude
acceleration and deceleration events. This indicates that TGIT has an increasing sensitivity
to external forcing and internal feed-backs. We note that historical satellite observations
are of insufficient temporal resolution to resolve velocity events on annual timescales or
less, therefore it is not possible to determine whether the episodic ice-dynamic behaviour
that we observe is new and represents a departure from TG’s historical behaviour.
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Our measurements show a detailed picture of fracturing on the ice tongue that has
increased and migrated inland since 2015. Since observations of fracturing were last made
on the TGIT ([12, 15]) we observe that the region south of the ESM has undergone a
period of fracture development and partial re-consolidation, showing that the previously
identified acceleration-damage feedback of [15] is not closed. At least, our results suggest
that the ‘sign’ of the feedback reversed in the shear margin at the peak of the first speed
up in December 2018, did not initiate in the second acceleration event, and did not re-
emerge before the end of the observational period. This suggests a feedback that is highly
sensitive to external influences. We hypothesise that the sensitivity comes from fluctuating
ice thickness in the region caused by changes to basal melt rates and changing ice flux from
south-east of the ESM, with thicker ice reducing the likelihood of fracturing. Though we
cannot rule out the influence of other processes, such as periodic changes to the grounding
line position. It is likely, therefore, that this reconsolidated section of shear margin will
go through more periods of fracturing. However, our observations suggest that the decline
of the TGIT via a mechanism of weakening in its shear margin and acceleration causing
increased shear strain rates will not progress monotonically.

Link Between Structural Change and Dynamic Variability

At the large-scale of structural change, our observations suggest that, after acceleration
and fracturing in the ESM throughout 2016, the unpinning of the TGIT from the NWPP,
caused by the detachment of a large section of the ice tongue in two parts between March
and June 2017, provided the conditions for the whole ice tongue to respond rapidly and
dynamically to external forcing. This triggered the first acceleration event in June 2017,
which was compounded by a significant decrease in the structural integrity of the ice tongue,
the upstream expansion of the fractured ESM, and the propagation of damage inland along
the central glacier trunk in the form of long transverse crevasses forming increasingly close
to the grounding line. The weakened ice tongue was then susceptible to a further dynamic
response, which manifested as the second ice-dynamic episode, where the prior inland
expansion of the damaged ice likely contributed to the upstream propagation of the ice
speedup and its lateral confinement to the central portion of the ice tongue. We identify
the fracturing and acceleration of the ESM in 2016 to be a likely initiator of the dynamic
changes seen throughout the observational period.

Previous studies have suggested that hydrofracture ([30, 31]) and unpinning ([32]) are
the two primary mechanisms for ice shelf destabilisation, while other work proposes a third
mechanism, termed backstress-triggered failure, where backstress from a pinning point can
cause ice-shelf fragmentation ([10, 33]). Our measurements show that the fragility of the
TGIT rendered it unable to form a stable configuration upon re-pinning on the NWPP in
late 2019. Instead, it fractured along most of its western edge, with the affected area pen-
etrating further into the bulk of the ice tongue as the compressive stress propagated south.
This coincided with and, therefore, may have triggered the onset of the second period of
acceleration in late 2019. Further studies are needed to test the impact of such a mechanism
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of failure on other non-steady state ice shelf systems, as it provides a mechanism for ice
shelf destabilisation in the absence of an external climatological forcing mechanism.

By showing a strong correspondence between observed fracture patterns and damage
inferred by the model, we have shown that the observed dynamic changes can be accounted
for with changes in the spatial distribution of damage that are comparable to the changes in
fracturing that we observe. An important implication of this is that a prognostic ice sheet
model without new, more sophisticated parametrisations of damage processes would not be
able to simulate the behaviour of highly fractured ice-shelves. Given that forward modelling
of the Antarctic Ice Sheet largely relies on fixed fields for ice rheology, and that ice shelves
are of such importance to the future evolution of the ice sheet, this study demonstrates in
an un-idealised setting the existence of an important missing ingredient in the simulation
of future sea-level rise. We have, however, provided further evidence that the impact of real
fractures on ice dynamics can be well-represented in continuum ice sheet modelling with a
simple, scalar damage parameter. This provides motivation for the development of process
modelling methods that treat damage as a local, isotropic change in effective ice viscosity.

While our results show that there is a continued, strong link between structural change
and dynamic variability and that backstress-triggered failure likely played a causal role
in the second (2020) dynamic episode, internal feedbacks cannot alone account for the
initiation of the first ice-dynamic episode or the deceleration of TGIT. Instead, an external
forcing mechanism is required to drive the initial damage development and calving front
retreat, and, at least in part, the two deceleration events in 2019 and in the autumn of 2020
(Supplementary Material 4).

4. Conclusions

Our 6-year-long record of ice speed shows the onset and abatement of two major ice-
dynamic episodes on TGIT between 2015 and 2021, which caused a 30%− ∼ 45% change
in ice speed relative to the 2015-21 mean over monthly to annual timescales. We developed
and applied deep learning methods to map surface crevasses and calving front location on
TG, and used these measurements to quantify the decrease in structural integrity of the
floating ice tongue. To the best of our knowledge, this is the first automated method for the
extraction of dense, high-resolution fracture time-series, and can be used for future AIS-
wide analyses of the effect of damage on ice-dynamics. The fracture mapping results show
that the crevassed area on the central trunk of TG expanded throughout the study period,
with pronounced fracturing occurring at the time of both the first and second ice-dynamic
episodes. Fracturing in the shear margin, where a positive acceleration-damage feedback
has been posited, increased prior to and during the first dynamic speedup, but decreased
thereafter - suggesting such a feedback has a high degree of sensitivity to external condi-
tions. A quantitative comparison between the observed fracture and model-inferred damage
indicates that the observed changes in the structural integrity of the ice tongue has played
a significant role in its dynamic behaviour. The intricate coupling between ice dynamics,
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calving processes, and fracture demonstrates that accurate projections of the short-term
behaviour of marine terminating ice streams and their longer-term stability cannot be made
without accounting for changes in the structural integrity of the ice. In the future, we must
extend the observational record of ice-fracture and its change over time across the Ant-
arctic Ice Sheet using data from both current and historical satellite missions. Ice-flow
models must evolve to physically represent damage processes in forward-modelling, and
must increase their capability to integrate larger volumes of observational data at fine tem-
poral resolution in order to capture short-term behaviour.
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