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Abstract. The development of cognitive architectures for biomimetic
robots can beneőt from the seamless integration of computational mod-
els that capture some of the brain’s capacity to co-ordinate adaptive
behavior. Such integration could take advantage of recent advances in
distributed systems technology to support the communication between
models, however, a communication protocol general enough to allow for
heterogeneity, yet, simple enough to be practical and widely used, re-
mains elusive. In this work we propose a solution based on a scaffolded
structure that provides constraints for the different models to satisfy.
Within this paradigm, the models do not interact among themselves but
communicate using event sourcing technology supported by the open
source stream processing platform Apache Kafka. This design allows the
integration of brain-based models without having to specify module-to-
module interfaces. At the same time, the robot acts as a consumer and
producer of events through the Neurorobotic Platform (NRP) (part of
the Human Brain Project’s EBrains platform), meaning that the cogni-
tive architecture has the potential to integrate components provided by
a growing community of computational neuroscientists, and to be inte-
grated with different robot platforms. In this paper we present this ap-
proach, which we term Cognitive architecture as a Service (CaaS), which
is further motivated by the goal of creating assistive robots for human
care settings. We also describe some early results, based on the MiRo-e

robot platform, aimed at the development and evaluation of brain-based
control for applications in this setting.

Keywords: Cognitive Architectures · Cognitive architectures as a Ser-
vice · Distributed Systems · brain-based robots · socially-assistive robots.

1 Introduction

Socially assistive robots (SARs) are designed to support communication and
interaction with people in human social and care settings, with the goal of sup-
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porting engaging and valued short- and long-term human-robot interactions, and
to act as catalysts for human-human interaction. The potential value of social
robots in care settings has been demonstrated in a variety of studies, both in
pediatric populations [10,14] and in older adults [16]. Recent work also indicates
the potential of social robots that integrate some of the affective components
of human social interaction, based on their capacity to provide emotional sup-
port that can lead to improved feelings of self-worth [10, 20]. The capacity of
social robots to promote human-human interaction has also been demonstrated,
for example, with the Paro animal-like robot which has been found to facilitate
group interaction between adults with dementia [17,23].

In order to safely interact and effectively communicate with people, SARs
must embed a control system, or ‘cognitive architecture’ [13], that includes many
human-like functional capacities including verbal and non-verbal communica-
tion, person and object detection and recognition, scene analysis and world
knowledge, action and interaction planning. Whilst existing SARas differ sub-
stantially in the design and configuration of this architecture, many have been
directly inspired by human and animal psychology, and several have integrated
ethologically-inspired or computational neuroscience models [5–8, 15, 18, 19, 24].
This prior work demonstrates the potential for robots with biomimetic control
systems to be useful in care settings. Indeed, the capacity of brain-inspired con-
trol to generate life-like behavior could be an advantage in providing interactions
that people find rewarding and engaging.

In order to provide the infrastructure for a biomimetic robot cognitive archi-
tecture that includes heterogenous components we propose a Cognitive architec-

ture as a Service (CaaS) paradigm which leverages modern distributed systems
methods. Specifically, the CaaS is designed to serve as an scaffold for the inte-
gration of both engineered and brain-inspired components such that they can
interact to produce continuous and appropriate behaviour, despite operating on
different time-scales, and with radically different forms of internal communica-
tion and representation.

Thanks to this approach, the cognitive architecture is brought to the fore-
ground of the communication infrastructure, providing an unified interface for
models to communicate based upon functional considerations. The concept of
a scaffold allow us to constrain successful existing distributed technologies with
domain specific design choices [9, 27], therefore reducing the degrees of freedom
available for the component models to communicate. The scaffold, in this case,
is informed by the architecture of the mammalian brain [2].

The rest of the paper is structured as follows: in the next section we provide a
conceptual description of the CaaS based upon the low level requirements of an
autonomous SAR. We then provide a simple example that illustrates the main
aspects of the architecture. Finally, we provide some conclusions and outlook.
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2 The architecture

Previous approaches for the integration of heterogenous models into cognitive
architectures have used bespoke distributed systems technologies for message
passing [1, 4] between brain-inspired computational models. These particular
architectural decisions constrain the design of the cognitive architecture itself.
Particularly challenging is the fact that sometimes the input of one model comes
from the output of another one, potentially developed in a different programming
language, often using a different data representation.

In contrast, in the current work, the CaaS is designed using an event sourcing
system based on open source Apache Kafka technology [12]. Kafka is an event
stream platform that provides the necessary infrastructure for producing, con-
suming and storing events in distributed system. We also use the Neurorobotics
platform (NRP) as part of the backbone [9]. The NRP consists of a set of en-

gines that interact through a central core through the passing of messages or
datapacks in order to execute simulations that control virtual or physical robots.

In using a set of event streams as the backbone of our architecture, we remove
the need of the models to communicate with each other. Instead, the models
produce and consume events in a set of predefined streams that are part of a pre-
existing scaffold. This approach makes our system more flexible and extensible
as it places fewer constraints on the design of interactions between modules.
Figure 1 shows the design of the event stream of a first-generation CaaS inspired
by the cognitive architecture of the mammalian brain. This CaaS builds on
an earlier design developed for the MiRO-e animal-like robot an integrates a
model of the vertebrate basal ganglia as a core action selection and conflict
resolution mechanism [18]. The robot itself acts as a producer and consumer in
the architecture.

The main conceptual aspects of this design are:

1. The raw perceptions enter the engine through datapacks that are collected
and exposed as perception streams to be consumed and modified by the dif-
ferent models. Inspired by mammalian vision, perception splits into a “what”
stream and a “where” stream where additional models can input object recog-
nition, salience and location information. The streams are joined in the mo-
tivational controller which filters the perceptions according to the internal
state of the robot [3]. This controller then selects between three phases of
behaviour (seek, pursue, consume) according to the presence and distance to
a goal. Seek will activate exploration sequences in the basal ganglia, pursue
will activate approach or avoid actions and consume will execute predefined
sequences like grasping.

2. The basal ganglia performs the actions selection based on the different moti-
vational streams that are active in the robot, generally favouring one stream
over the others, and produces to a stream of actions which represents the
current action.

3. Part of the philosophy of Kafka is that the history of events that happened
to the robot or the actions that it has performed are available (up to some
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Fig. 1. CaaS scaffold architecture. The robot is modeled as a set of transfer functions
that are fed the raw sensory streams and consume the action events. Each stream is
fed by events generated by different models created in different simulators (for brain
models, these might include models based on PyNN, NEST, Nengo, etc). The set of
streams shown in this particular őgure is chosen as the minimal required to generate
autonomous behaviour in MiRo.
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time frontier) for the models to consume [27]. This acts as a very fine grained
long term memory that can be processed and aggregated offline for future
use depending upon the particular application needs.

4. The particular motor commands of the robot are consumers of the action
stream as well; they control different aspects of the robot independently to
develop approaching and avoiding behaviours, or specific gestures.

5. The Neurorobotics platform [9] orchestrates the execution of the CaaS along
with the communications with the robot through the motor commands which
are, effectively, transceiver functions.

3 Results

In order to illustrate the concepts of the previous section, we developed a toy
architecture with simple behaviours for the MiRo-e animal-like robot. The robot
will have a green motivational system that will care about green stimuli in the
field of vision and a red one which will do the same with the red stimuli. Possible
behaviours are approach green, approach red, and explore (figure 2).

Fig. 2. Example application of the CaaS. The CaaS offers 7 streams the models can
produce events into and consume events from. The raw input from the camera is
consumed by basic detectors that generate where and what events. The events are con-
sumed by simple NEST simulations that generate potential approach events onto the
motivational streams. The motivational controller modulates those actions according
to the internal state and generate additional explore commands. The őnal selection
is performed by a basal ganglia module. The patterns shown in the motor commands
correspond to two different patterns of connections in Braitenberg vehicles.
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When a frame from the cameras is available, the robot generates an event
in the raw input stream of the architecture. Two simple detectors consume the
camera stream and produce event in the where and what stream. The where

information is obtained by splitting MiRo’s field of view in three equal parts
and scanning for the appropriate colors. Two simple NEST models, implemented
as in [25] take the where information, associated to each what, and generate
approach commands in the corresponding motivational stream (green/red in
figure 2).

Afterwards, both motivational streams are transformed by the motivational
controller into two action streams corresponding to each motivation; each with
either an explore or an approach command. The motivational controller itself is
a switching dynamical system described elsewhere [3]. The basal ganglia selects
the current action based upon the motivational state and the presence/absence
of the stimuli. Finally, the commands are relayed to the transceiver functions
which activate the wheels (figure 3)

Fig. 3. Example two-motivations Braitenberg vehicle using the CaaS. The raw image
from MiRo. At the start of the simulation MiRo explores until the appropriate stimulus
is in the őeld of view. The motivational state (right) ŕuctuates between two motivations.
When the need for red is low (square), the NEST simulation will be allowed to control
the robot until the need is satisőed (being close enough to the stimulus). After that, a
new cycle of exploration starts.
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4 Conclusions

We have presented a loosely coupled scaffold for Cognitive architectures we
call CaaS, oriented towards the development of SARs within the Human Brain
Project, and have demonstrated proof-of-concept for a simple model of motivated
behaviour.

This technology presents three main advantages compared to alternative so-
lutions.

Firstly, it avoids direct communication between models by defining a scaffold
of streams with specific data formats that all the models have to comply to
and that have semantic significance for the overall behaviour expected from the
robot. In this way, we shift the focus from the particular technical aspects of
the communication between models, towards the functional role a specific model
should play in the behaviour.

Second, by using Kafka technology, the design automatically logs the history
of past events that have happened to the robot, or to the environment, and makes
this available for the different models to consume, allowing greater flexibility and
increasing the potential for applications in which long-term analyses of event are
necessary. Third, even when some models take longer that the time simulation
time-step to deliver particular events, the architecture guaranties behaviour at
each step and can be augmented by reflex mechanisms that will mitigate for
undesirable delays.A potential disadvantage of this approach are its storage and
computation requirements, however, we would advocate for a mixed solution
in which both embedded systems and large (off-platform) databases could be
employed.

Finally, this works’s contribution to the HBP’s Neurorobotics platform (NRP)
allows modellers to create high-level cognitive architectures by combining lower-
level models of brain regions and functions in a manner that is largely agnostic
concerning specific model implementations or levels of description.

5 Future work

As a further test case for the CaaS, and its digital twin potential, we plan to
implement a modularised version of a more substantial cognitive architecture for
the MiRo-e robot that integrates emotional expression and the capacity to align
emotional state with that of the user (see [26]). MiRo-e is currently being evalu-
ated as a potential therapy tool, with children and older adults, by the authors.
We therefore hope that this extended brain-based cognitive architecture could
be usefully applied for applications in hospitals, care homes, and other institu-
tions where SARs could be deployed as therapy or emotional-support tools. A
simulated version of MiRo-e has already been integrated with the NRP and will
allow the usefulness of the device to be explored and assessed easily, freely, and
without access to a physical robot, as well as easing further development of the
robot’s functionality. The NRP thus already functions as a robotic digital twin.
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