Magnetic Memory Led by One Length
Atsufumi Hirohata
School of Physics, Engineering and Technology, University of York
atsufumi.hirohata@york.ac.uk
Our society has been experiencing “information explosion”, creating “Digital Universe”. In 2020, human beings are expected to create almost 44 ZB (44  1021 bytes) of data, which is 10 times more than that in 2019 [1]. For example, over 330 billion electronic mails have been sent every day. In addition, an automobile and an aeroplane create 1 and 20 TB (1  1012 and 20  1012 bytes) of data in operation, respectively, in an hour, consisting of the locations and conditions, according to estimation, which are expected to increase further by autonomous driving and new operational technologies. These data add up to approximately 2 EB (1018 bytes) per day, of which only 5% have been used even under the recent “Big Data” era. In order to utilise such abandoned “Big Data”, many obstacles need to be solved, namely energy consumption for data storage and management, capacity and speed of data storage and processing, etc. It has therefore been a longstanding problem for the nanoelectronics industry to lower the power consumption for data storage and management, eventually achieving instantly on computation. Recent study by Lee et al. managed to demonstrate significant reduction in power consumption of a working storage for computation, which can sustain the “Big Data” era.
In the current computation technology based on the von Neumann type configuration, five key components are used; (i) data processor, (ii) working storage, (iii) permanent storage, (iv) input and (v) output devices. These components are (i) a central processing unit (CPU), (ii) level caches and embedded memories, (iii) flash memories, (iv) a keyboard, a mouse and a touch pad, and (v) a liquid crystal display and a printer. Typically the processor has a clock speed of the order of GHz (109 cycles per second), which is divided into several cores. The data for and after processing in a CPU core are fed from and sent to a levels 1 and 2 (L1 and L2) caches attached to each core, followed by embedded memories as L3 (and L4) caches shared by all the cores on a chip and dynamic random access memories (DRAMs) connected by data bus. The access speed for the L1 and L2 caches is 2.5 ns, while those for the L3 (and L4) caches and DRAMs are 10 ns as shown in Fig. 1. The L1 and L2 caches are made of static random access memories (SRAMs), which have been used since the invention based on a flip flop in 1963 due to the fidelity and access speed but the bit cell size (≥ 90F2, F: fabrication rule to determine the minimum feature size) and the writing energy (≥ 0.19 pJ/bit) are very large. On the other hand, DRAMs have small bit cell size (6F2) and writing energy (0.89 pJ/bit) but requiring refreshing every ≤ 64 ms to maintain data in a capacitor. Additionally both memories loose their data after power being turned off, i.e., volatile. These make the current computer to take some time for start up while loading data to these volatile memories.
To replace SRAMs and DRAMs for energy saving, the researchers in nanoelectronics has been intensively working on the development of alternative memories as listed in Fig. 1. Essential requirements are non-volatility and the comparable (or better) performance to SRAMs and DRAMs, especially < 10 ns data access time, ≤ 30 pJ/bit writing energy and < 10F2 bit cell size. To date, five major RAMs have been proposed and developed; a ferromagnetic tunnel junction (magnetic RAM; MRAM), a floating gate (flash memory), a resistive perovskite (resistive RAM; ReRAM), a phase change material (phase change RAM; PRAM) and a ferroelectric capacitor (ferroelectric RAM; FeRAM). Among them, flash memory has led the game based on the development for the permanent storage applications with miniaturisation and > 100 layer stacking but it has very limited endurance (106) due to the high voltage applications for the erasing process. Similarly the ReRAM and PRAM induce permanent damage to a bit cell, resulting in the endurance of 106.
To contrary, the MRAM stores data as a configuration of two magnetisation, i.e., parallel or antiparallel, by fixing one of them in a reference ferromagnetic layer and another to be reversed by an electrical current, which does not induce any strains and damages to a memory cell. The recent work [2] has demonstrated 33% cell size reduction and 2.6 times faster access time than the current technologies with maintaining the write error rate < 0.1ppm. Since these properties were demonstrated using the 14 nm fabrication rule, such an MRAM can easily be implemented as an embedded memory. Additional perks for the MRAM are the robustness against extreme environment. Unlike the abovementioned Si based RAMs, the MRAM can be used at relatively high operating temperature (< 85ºC) and under possible exposure to cosmic ray, allowing the MRAM to be used near a combustion engine in a motorcycle and an aeroplane as well as a life tracker. Currently available commercial products have almost 1 Mbit/cm2 bit density, which is about 1/2.5 of a flash memory. This issue may be solved in the near future by implementing spin-orbit torque [3] and/or voltage controlled magnetic anisotropy [4] to lower the writing energy. Accordingly the MRAM will hopefully lower the power consumption further to allow us to use more abandoned data for machine learning, accurate simulations etc. Such a memory can become a universal memory to cover L1 chache to the working storage, which can revolutionalise the computer hierarchy.
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Fig. 1  Computation hierarchy and latest status of major memories. | Computation hierarchy represents the speed of data operation and access in the vertical direction. Arrows shown on each memory indicate the level of achievements for the use of a series of working memories. Data are collected from the references indicated for each figure. In each column, data on the top represents the latest commercial product, while that on the bottom is for a research-level device concept.
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