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Abstract
We study non-interacting automorphic quantum scalar fields with positive mass
in two-dimensional de Sitter space. We find that there are no Hadamard states
which are de Sitter invariant except in the periodic case, extending the result
of Epstein and Moschella for the anti-periodic case. We construct the two-
point Wightman functions for the non-Hadamard de Sitter-invariant states by
exploiting the fact that they are functions of the geodesic distance between
the two points satisfying an ordinary differential equation. We then examine
a certain Hadamard state, which is not de Sitter invariant, and show that it is
approximately a thermal state with the Gibbons–Hawking temperature when
restricted to a static region of the spacetime.

Keywords: de Sitter space, automorphic, quantum scalar fields

(Some figures may appear in colour only in the online journal)

1. Introduction

Unlike higher-dimensional de Sitter spaces, the two-dimensional de Sitter space, dS2, is not
simply connected. Consequently, the behaviour of the fields under complete traversals of non-
contractible loops can be made non-trivial. This topological non-triviality can have interesting
consequences. For Dirac spinor fields in dS2, Epstein andMoschella found that an anti-periodic
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Neveu–Schwarz boundary condition is more natural than a periodic Ramond boundary condi-
tion [1]. On conformally mapping the spinors from a flat timelike cylinder to dS2, they found
that only the anti-periodic spinor fields possess a form of invariance under all de Sitter trans-
formations. Furthermore, for free scalar fields on dS2, they showed that the properties of the
anti-periodic ones is quite different from the periodic ones [2, 3]. For masses that would corres-
pond to unitary representations of the symmetry group SL(2,R) of the spacetime in the com-
plementary series for the periodic case, the anti-periodic fields do not admit de Sitter-invariant
two-point functions. This can be understood from the representation theory of SL(2,R): there
are no unitary irreducible representations corresponding to this mass range for the anti-periodic
scalar fields. They also showed that for the anti-periodic case there is no natural analogue of
the Bunch–Davies vacuum state [4–7] for any value of the mass.

In fact the non-trivial fundamental group π1(dS2) = Z of dS2 allows for automorphic scalar
fields [8–12], which include the anti-periodic ones. The automorphic scalar fields are gener-
ically complex scalar fields, which transform under a unitary representation of π1(dS2) on
traversal of the non-contractible loop.

A coordinate system of dS2 can be chosen so that the time variable t runs from −∞ to ∞
whereas the space coordinate ϕ is an angular variable with the identification ϕ∼ ϕ+ 2π. An
automorphic scalar field Φ(t,ϕ) satisfies the following periodicity condition:

Φ(t,ϕ+ 2π) = e2πiβΦ(t,ϕ), (1.1)

where −1/2< β ⩽ 1/2. This field can naturally be viewed as a single-valued field on the
universal covering space, d̃S2, of dS2, and transforms under representations of S̃L(2,R), the
universal covering group of (the component of the identity of) the de Sitter symmetry group
SO0(2,1).

In this paper we investigate the non-interacting quantum automorphic scalar field in dS2

with an arbitrary value of β, extending the work of Epstein and Moschella. We show that
de Sitter-invariant states are inevitably non-Hadamard for any nonzero value of β. We then
construct the two-point Wightman functions for these de Sitter-invariant states by exploiting
the fact that they are functions of the geodesic distance between the two points which satisfy
the Legendre equation. We also study a de Sitter non-invariant Hadamard state in detail and
show that it approximately exhibits the Gibbons–Hawking effect [13], i.e. that the reduced state
obtained by restricting it to a static patch of this spacetime shows features of an approximate
thermal state with the temperature H/(2π), where H is the Hubble constant of the spacetime.
This clarifies the extent of the ‘disappearance of the Gibbons-Hawking effect’, which was
observed by Epstein and Moschella for anti-periodic scalar fields [3].

The rest of the paper is organised as follows. In section 2 we review the geometry of dS2 and
its covering space, d̃S2. In section 3 we introduce the automorphic scalar fields and provide
mode expansions for the corresponding quantum fields in global coordinates. In section 4
we study the de Sitter-invariance properties of the Fock vacuum states for the automorphic
scalar fields and find that if there is a unitary representation of S̃L(2,R) with the periodicity
parameter β and the massM in the principal or complementary series, then there are de Sitter-
invariant vacuum states with two parameters, which correspond to the α-vacua in the periodic
case [7, 14]. In section 5we show that there is a Hadamard state among these de Sitter-invariant
states if and only if β= 0 (the periodic case). In section 6 we construct the Wightman two-
point functions for the de Sitter-invariant states found in section 4. In section 7 we define a
natural de Sitter non-invariant state for each periodicity parameter β and mass M and prove
that it is Hadamard. Then, in section 8 we show that this state approximately exhibits the
Gibbons-Hawking effect. In section 9 we summarise and discuss our results. In appendix A
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we find conditions on the rotationally-invariant vacuum states. In appendix B we prove a trans-
formation formula for the Legendre functions of the first kind. In appendix C we present the
proof of an integral representation of a series used in this paper. In appendix D we review
the Gibbons–Hawking effect for the periodic case. In appendix E we establish a bound on an
integral of a Ferrers function, which is used in section 8.

2. Geometry of two-dimensional de Sitter space

Two-dimensional de Sitter space can be realised as a hyperboloid embedded within three-
dimensional Minkowski space. Let X0, X1 and X2 be coordinates in the three-dimensional
embedding space with Minkowski metric,

ds2 =−(dX0)2 +(dX1)2 +(dX2)2 . (2.1)

Then the de Sitter hyperboloid is determined by the equation

−(X0)2 +(X1)2 +(X2)2 = H−2 , (2.2)

where H is a positive constant. We let H= 1 from now on. The metric of dS2 is obtained
by restricting the flat metric (2.1) to the hyperboloid. The symmetries of the hyperboloid are
Lorentz transformations of the embedding space, and the de Sitter metric therefore inherits an
SO(2,1) symmetry group.

The hyperboloid given by (2.2) (with H= 1) can be parametrised as

X0 = sinh t , (2.3)

X1 = cosh tcosϕ,

X2 = cosh tsinϕ,

where −∞< t<∞ and ϕ is a periodic variable identified as ϕ∼ ϕ+ 2π. These coordinates
cover the whole de Sitter space, and the metric in these coordinates takes the following form:

ds2 =−dt2 + cosh2 t dϕ2 . (2.4)

By introducing conformal coordinates (τ,ϕ), related to the global coordinates by

sinh t= tanτ , (2.5)

with −π/2< τ < π/2, the conformal flatness of de Sitter space is made manifest. The metric
in conformal coordinates takes the form

ds2 = sec2 τ
(
−dτ 2 + dϕ2

)
. (2.6)

Given two points x and x′ in dS2, we can use the embedding space to define a de Sitter-
invariant product Z(x,x ′) between them. This is given by

Z(x,x ′) =−X0(x)X0(x ′)+X1(x)X1(x ′)+X2(x)X2(x ′) , (2.7)

where XA(x) are the embedding-space coordinates of the point x. In terms of global and con-
formal coordinates x= (t,ϕ) = (τ,ϕ) and x ′ = (t ′,ϕ ′) = (τ ′,ϕ ′) we have

Z(x,x ′) =−sinh tsinh t ′ + cosh tcosh t ′ cos(ϕ−ϕ ′)

= secτ secτ ′ [−sinτ sinτ ′ + cos(ϕ−ϕ ′)] . (2.8)

For points connected by a geodesic, it is possible to relate Z(x,x ′) to the geodesic distance
µ(x,x ′) between the points as Z(x,x ′) = cosµ(x,x ′). [We let µ(x,x ′) be purely imaginary if x
and x′ are timelike separated.] We use this relation to continue cosµ(x,x ′) to points which are
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not connected by a geodesic. Another useful coordinate system is the static coordinate system,
(T,R), given by

X0 =
√

1−R2 sinhT , (2.9)

X1 = R ,

X2 =
√

1−R2 coshT ,

where−∞< T<∞ and−1< R< 1. Static coordinates only cover the static patch of de Sit-
ter space defined by |X0|< X2. In these coordinates the metric is

ds2 =−(1−R2)dT2 +
dR2

1−R2
. (2.10)

Three independent Killing vector fields of dS2 can be written down in global coordinates
as

ξ0 = X1 ∂

∂X2
−X2 ∂

∂X1
=

∂

∂ϕ
, (2.11)

ξ1 = X1 ∂

∂X0
+X0 ∂

∂X1
= cosϕ

∂

∂t
− tanh tsinϕ

∂

∂ϕ
,

ξ2 = X2 ∂

∂X0
+X0 ∂

∂X2
= sinϕ

∂

∂t
+ tanh tcosϕ

∂

∂ϕ
.

In terms of the embedding space the Killing vector ξ0 generates rotations around the X0 axis
and ξ1 and ξ2 generate boosts in the X1 and X2 directions, respectively.

3. Automorphic scalar fields in two-dimensional de Sitter space with
rotationally invariant vacuum state

We let Φ(x) be a massive automorphic scalar field in dS2. That is, we let Φ(x) be a complex
scalar field which picks up a phase on making a full rotation of the spatial circle. In global
coordinates this means

Φ(t,ϕ+ 2π) = e2πiβΦ(t,ϕ) , (3.1)

where −1/2< β ⩽ 1/2. This field obeys a Klein–Gordon equation

(□−M2)Φ(t,ϕ) = 0 , (3.2)

which in the global coordinates (2.3) takes the form

− 1
cosh t

∂

∂t

(
cosh t

∂Φ

∂t

)
+

1

cosh2 t

∂2Φ

∂ϕ2
−M2Φ= 0 . (3.3)

This is a real differential equation and, hence, the complex conjugate of a solution obeys the
same equation. However, it is important to note that, since the boundary condition (3.1) is
complex in general, the complex conjugate solution satisfies a different boundary condition
unless β is 1 or 1/2. Only when β= 0 (periodic) or β = 1/2 (anti-periodic) are the boundary
conditions real and, hence, the complex conjugate solution satisfies the same boundary con-
dition. Thus, it is possible to consider real scalar fields only in the periodic and anti-periodic
cases. Epstein and Moschella [2, 3] considered real scalar fields with β = 0,1/2. In this paper
the field Φ(x) is a complex field unless otherwise stated.
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Quantisation of this field can be achieved through the canonical method described, e.g.
in [15–18]. On the space of classical solutions to the Klein–Gordon equation (3.3), we intro-
duce a Klein–Gordon inner product

(Ψ1,Ψ2)(t) = i
ˆ 2 π

0
dϕ cosh t

[
Ψ∗

1
∂Ψ2

∂t
−
(
∂Ψ∗

1

∂t

)
Ψ2

]
, (3.4)

which is conserved in the sense that (Ψ1,Ψ2)(t1) = (Ψ1,Ψ2)(t2), provided that bothΨ1 andΨ2

satisfy the boundary condition (3.1) and solve the Klein–Gordon equation (3.3). Let Sβ be the
space of these solutions. To quantise this scalar field and define the vacuum state, the first step
is to find the orthogonal decomposition Sβ = S+

β ⊕S−
β such that ifΨ1 ∈ S+

β andΨ2 ∈ S−
β are

nonzero solutions, then (Ψ1,Ψ1)> 0, (Ψ2,Ψ2)< 0 and (Ψ1,Ψ2) = 0. The space S+
β serves

as the one-particle Hilbert space with which the Fock space is built. Since the choice of S+
β

uniquely determines the vacuum state [15–18], it is invariant under a symmetry transformation
if and only if the subspace S+

β of solutions is invariant under this transformation. In the next

section we give all de Sitter-invariant choices of S+
β .

The group of de Sitter transformations is the universal covering group S̃L(2,R) of
SO0(2,1), the component of the identity of SO(2,1). The corresponding Lie algebra is gener-
ated by the Killing vectors ξ0, ξ1 and ξ2 defined by (2.11). The Lie bracket relations obeyed
by these Killing vectors are

[ξ0, ξ1] =−ξ2, [ξ0, ξ2] = ξ1, [ξ1, ξ2] = ξ0 , (3.5)

which define the Lie algebra sl(2,R). The eigenvalue of the quadratic Casimir operator Q
defined by

Q=−ξ20 + ξ21 + ξ22 =
∂2

∂t2
+ tanh t

∂

∂t
− 1

cosh2 t

∂2

∂ϕ2
=−□ , (3.6)

is −M2. It is convenient to let

M2 =−l(l+ 1) . (3.7)

Thus, the eigenvalue of the Casimir operator is l(l+ 1). Note also that equation (3.1) implies
that the 2π-rotation R2π = e2πξ0 , which is a central element of S̃L(2,R), has the value e2πiβ .

For the subspace S+
β to be invariant under S̃L(2,R) the solutions in S+

β must form a unitary
representation. The condition for the existence of a unitary representation with the eigenval-
ues l(l+ 1)> 0 and e2πiβ of the Casimir operator and the 2π-rotation, respectively, is given
by [19, 20]

l=−1
2
+ iλ with λ > 0 , or − 1

2
⩽ l<−|β| . (3.8)

(We can also have l=−1/2− iλ with λ> 0 or |β| − 1< l⩽−1/2, but these are equivalent to
the above values because the eigenvalues of the Casimir operator, l(l+ 1), is invariant under
l 7→ −l− 1.) Hence, the subspace S+

β can be invariant only for these values of l1. We impose
the condition (3.8) from now on though in this section we only require the vacuum state to be
rotationally invariant.

1 For M2 = 0 (l= 0) there is no unitary representation and hence no de Sitterinvariant vacuum state unless β= 0.
Although there are no invariant vacuum states [7, 21] for β= 0 either, the existence of a unitary representation in this
case allows one to define a de Sitter-invariant theory [22, 23]. See [24] for a somewhat different approach.
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Next, we discuss the solutions to the field equation (3.3) of the form

fm(t,ϕ) = Fm(t)e
imϕ , (3.9)

for each m ∈ β+Z. We find the differential equation satisfied by the functions Fm from the
Klein–Gordon equation (3.3), with M2 =−l(l+ 1), as

d
du

(
(1− u2)

dFm

du

)
+

(
l(l+ 1)− m2

1− u2

)
Fm = 0 , (3.10)

where u= i sinh t. This is the associated Legendre equation [25, equation 8.700 1]. Two linearly
independent solutions to equation (3.10) areP−m

l (i sinh t) andP−m
l (−i sinh t), whereP−m

l (z) is
the Ferrers (or associated Legendre) function of the first kind, if l±m /∈ Z [25, 8.707], which
is the case for the values of l given by (3.8). The Ferrers functions of the first kind are expressed
in terms of Gauss’s hypergeometric function as

P−m
l (z) =

1
Γ(1+m)

(
1− z
1+ z

)m/2

F

(
1+ l,−l;1+m;

1− z
2

)
. (3.11)

Then, the functions P−m
l (i sinh t)eimϕ and P−m

l (−i sinh t)eimϕ, m ∈ β+Z, form a linearly-
independent complete set2 of solutions to the Klein–Gordon equation (3.3).

Using the Wronskian identity [26, equation 14.2.3]

P−m
l (u)

dP−m
l (−u)
du

− dP−m
l (u)

du
P−m
l (−u) = 2

Γ(m− l)Γ(m+ l+ 1)(1− u2)
, (3.12)

and the identityP−m
l (u)∗ = P−m

l (u∗) for l ∈ R and l ∈ −1/2+ iR, one can evaluate the Klein–
Gordon inner product (3.4) for the solutions P−m

l (±i sinh t)eimϕ. Then, by defining

fm(t,ϕ) = Fm(t)e
imϕ , (3.13)

g∗
m(t,ϕ) = F ∗

m (t)e
imϕ .

where

Fm(t) =

√
Γ(m+ l+ 1)Γ(m− l)

4 π
P−m
l (i sinh t) , (3.14)

we find

( fm, fm ′) =−(g∗m,g
∗
m ′) = δmm ′ , (3.15)

( fm,g
∗
m ′) = 0 .

For the space S+
β (and hence S−

β ) to be invariant under the rotations ϕ 7→ ϕ+α for all α ∈ R,

the spaces S+
β and S−

β must be spanned by {Fm}m∈β+Z and {G∗
m}m∈β+Z, respectively, which

are of the form

Fm(t,ϕ) = coshαm fm(t,ϕ)+ eiγm sinhαm g
∗
m(t,ϕ) , (3.16)

G∗
m(t,ϕ) = e−iγm sinhαm fm(t,ϕ)+ coshαm g

∗
m(t,ϕ) ,

2 The completeness of these solutions follows from the fact that the functions eimφ form a basis for the space of
square-integrable functions on [0,2π] and that P−m

l (i sinh t) and P−m
l (−i sinh t) are linearly independent solutions

to (3.10), which determine the time-dependence of the solutions proportional to eimφ.

6
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up to constant overall phase factors for Fm and G∗
m (see appendix A for a proof). These func-

tions satisfy

(Fm,Fm ′) =−(G∗
m,G

∗
m ′) = δmm ′ , (3.17)

(Fm,G
∗
m ′) = 0 .

We let αm ⩾ 0 without loss of generality. It will be useful later to note that

Gm(t,ϕ) = Fm(t,−ϕ) , (3.18)

which follows from (3.16) and gm(t,ϕ) = fm(t,−ϕ).
By the completeness of the functions Fm and G∗

m, inherited from that of the functions fm
and g∗

m, the quantum field Φ(t,ϕ) can be expanded as

Φ(t,ϕ) =
∑

m∈β+Z

[
amFm(t,ϕ)+ b†mG

∗
m(t,ϕ)

]
, (3.19)

where am and b†m are constant operators. As is well known [15–18], with (3.17) the equal-time
commutation relations for the quantum field Φ(t,ϕ) and its time derivative are equivalent to

[am,a
†
m ′ ] = [bm,b

†
m ′ ] = δmm ′ , ∀m,m ′ ∈ β+Z , (3.20)

with all other commutators vanishing. We define the vacuum state |0〉 as a state annihilated by
all am and bm, i.e.

am|0〉= bm|0〉= 0, ∀m ∈ β+Z . (3.21)

This vacuum state is rotationally invariant since the subspace S+
β is.

Epstein and Moschella investigated real scalar field theory on the double cover of dS2 (with
periodic boundary condition) [2]. This theory is equivalent to that consisting of two real scalar
fields with β= 0 and β = 1/2, respectively. These real scalar fields must satisfy the real-
ity conditions G−m = eiδmFm with δm ∈ R in (3.19) because bm ∝ a−m. These conditions are
impossible to satisfy unless β= 0 or β = 1/2. The reality condition G−m = eiδmFm imposes
some constraints on the parameters αm and γm for the cases β= 0 and β = 1/2 as follows. We
use the connection formula [26, equation 14.9.7]

sin(l−m)π
Γ(m+ l+ 1)

Pm
l (u) =

sin lπ
Γ(l−m+ 1)

P−m
l (u)− sinmπ

Γ(l−m+ 1)
P−m
l (−u) , (3.22)

and the relation Γ(x)Γ(1− x) = π/sinπx to find

f−m(t,ϕ) =
1√

sin2 lπ− sin2βπ
[sinmπf∗m(t,ϕ)− sin lπgm(t,ϕ)] , (3.23)

g−m(t,ϕ) =
1√

sin2 lπ− sin2βπ
[sinmπg∗m(t,ϕ)− sin lπfm(t,ϕ)] ,

where fm and gm are defined by (3.13) and (3.14). Note that

sin lπ < 0 , (3.24)

by (3.8). For β= 0 we have m ∈ Z and, hence, equation (3.23) implies g−m(t,ϕ) = fm(t,ϕ)
in this case. Then, the reality condition G−m = eiδmFm reads α−m = αm and eiγ−m = eiγm . For

7
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β = 1/2 we write down the reality conditionG−m = eiδmFm in terms of fm and g∗
m by substitut-

ing (3.16) and using (3.23) with β = 1/2 to express f∗−m and g−m in terms of fm and g∗
m. Then,

by comparing the coefficients of fm and g∗
m we find

(
coshαm

eiγm sinhαm

)
=

e−iδm
√

sin2 lπ− 1

(
−sin lπ sinmπ
sinmπ −sin lπ

)(
coshα−m

eiγ−m sinhα−m

)
, (3.25)

for some δm ∈ R, which is adjusted so that the upper component on the right-hand side is real
and positive. The inverse relation implies that eiδ−m = e−iδm . These conditions for β = 1/2 and
the conditions αm = α−m and eiγm = eiγ−m for β= 0 are equivalent to those found in [2].

4. De Sitter-invariant states

Recall that the mode functions Fm (G∗
m) form the subspace S+

β (S−
β ) of the solution space Sβ .

Since thesemode functions are the coefficient functions of the annihilation (creation) operators
in (3.19) and since the vacuum state |0〉 is defined by (3.21), the invariance of the vacuum state
under the group action S̃L(2,R) is equivalent to the invariance of S±

β under the same action.

Thus, the vacuum state |0〉 is invariant under S̃L(2,R) if and only if the linear spans of the
two sets of functions {Fm}m∈β+Z and {G∗

m}m∈β+Z, which are bases of the spaces S+
β and S−

β ,
respectively, are invariant under this group. This condition is equivalent to

Fm 7→ F ′
m =

∑

n∈β+Z

UmnFn , (4.1)

under the action of S̃L(2,R). (This condition for the invariance of the space S+
β also makes

the orthogonal subspace S−
β invariant.).

The infinite-dimensional matrix Umn in (4.1) is unitary because the inner product (3.4) is
positive definite on S+

β and invariant under S̃L(2,R) and (Fm,Fm ′) = δmm ′ . Hence, the func-

tions Fm form a unitary representation of the universal covering group S̃L(2,R) of SO0(2,1)
with the central element R2π represented by e2πiβ and the Casimir operatorQ having the eigen-
value l(l+ 1) if the vacuum state is invariant. With the restriction (3.8) on l the irreducible unit-
ary representation formed by Fm is either in the principal or complementary series [19, 20],
the former with l=−1/2+ iλ,λ⩾ 0 and the latter with −1/2⩽ l<−|β|. An important fact
is that the label m runs through the whole set β+Z for these representations.

Now, we shall find the conditions on αm and γm in (3.16) for the S̃L(2,R) invariance of the
vacuum state, i.e. the condition for the functions Fm to transform among themselves under this
group as in (4.1). It is sufficient to examine the transformation of Fm under the infinitesimal
action generated by the Killing vectors ξ0, ξ1 and ξ2 defined by (2.11). We combine ξ1 and ξ2
as

ξ+ = ξ1 + iξ2 = eiϕ
(
∂

∂t
+ i tanh t

∂

∂ϕ

)
, (4.2a)

ξ− = ξ1 − iξ2 = e−iϕ

(
∂

∂t
− i tanh t

∂

∂ϕ

)
. (4.2b)

Thus, our task is to find the conditions on αm and γm such that ξ0Fm, ξ±Fm ∈ S+
β .

Since Fm and G∗
m are linear combinations of fm and g∗

m, we first determine the action
of the Killing vectors ξ0 and ξ± on fm and g∗

m. It is clear that ξ0fm(t,ϕ) = imfm(t,ϕ) and

8
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ξ0g∗
m(t,ϕ) = img∗

m(t,ϕ). To find the action of ξ± on fm and g∗
m, we use the recurrence rela-

tions [25, equation 8.733.1] obeyed by the Ferrers functions to find
(√

1− u2
d
du

− mu√
1− u2

)
P−m
l (u) =−P−m+1

l (u) ,

(√
1− u2

d
du

+
mu√
1− u2

)
P−m
l (u) = (l−m)(l+m+ 1)P−m−1

l (u) . (4.3)

Then, we find, using (3.13), (3.14) and (4.2a),

ξ+

(
fm(t,ϕ)
g∗
m(t,ϕ)

)
=−i

√
(m− l)(m+ l+ 1)

(
fm+1(t,ϕ)
−g∗m+1(t,ϕ)

)
,

ξ−

(
fm(t,ϕ)
g∗
m(t,ϕ)

)
=−i

√
(m− l− 1)(m+ l)

(
fm−1(t,ϕ)
−g∗m−1(t,ϕ)

)
. (4.4)

These formulas show that the sets {fm}m∈β+Z and {eimπg∗
m}m∈β+Z transform in exactly the

same way under the infinitesimal transformations generated by the Killing vectors ξ0 and ξ±.
Thus, Fm and Gm will form bases for the same unitary representation of S̃L(2,R) if and only
if αm = α and γm = πm+ γ (unless α= 0) for constants α,γ independent of m in (3.16). (As
we stated before, if l ∈ −1/2+ iR+

0 , then this representation is in the principal series, and
if −1/2< l<−|β|, then it is in the complementary series.) Thus, the vacuum state |0〉 is
invariant if and only if the functions Fm and G∗

m are chosen as follows:

Fm(t,ϕ) = coshα fm(t,ϕ)+ eiγ+imπ sinhαg∗
m(t,ϕ) , (4.5)

G∗
m(t,ϕ) = e−iγ−imπ sinhα fm(t,ϕ)+ coshαg∗

m(t,ϕ) .

We note that the state |0〉 cannot be invariant under S̃L(2,R) if the parameter l does not sat-
isfy (3.8) (withM2 =−l(l+ 1)> 0) because there are no unitary representations of this group
unless it is satisfied.

Let us find the condition on α and γ for (4.5) to be compatible with the reality condition
in the periodic (β= 0) and anti-periodic (β = 1/2) cases with a real field Φ(t,ϕ). For β= 0,
equations (4.5) are compatible with the reality condition α−m = αm and eiγ−m = eiγm for the
field Φ(t,ϕ) to be Hermitian with no further restrictions because αm = α for all m ∈ Z and
eiγ−m = ei(γ−mπ) = ei(γ+mπ) = eiγm in this case. The freedom in the choice of these states is
the same as for the α-vacua [7, 14] of scalar fields in higher dimensional de Sitter spaces.
For β = 1/2, if we substitute the condition αm = α and γm = γ+mπ for the invariance of the
vacuum state into the condition (3.25) for the Hermiticity of the field, we find that the unique
solution is

eiγ sinhα=−i(e2λπ − 1)−1/2 , (4.6)

where we note that the parameter l constrained by (3.8) cannot be real in this case and we must
have l=−1/2+ iλ, λ> 0. Equation (4.6) agrees with the condition found in [2].

5. De Sitter-invariant Hadamard states

Having constructed a family of de Sitter-invariant states, next we ask whether any of these
states are physically reasonable in the sense that they obey the Hadamard condition (see,
e.g. [27]). The Hadamard condition can be motivated by reference to the equivalence prin-
ciple. On short distance scales, the background spacetime appears flat and therefore we expect
that the physical states display the same short-distance singularity as the flat-space theory. In

9
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general there is a large class of Hadamard states for theories on globally hyperbolic background
spacetimes such as dS2 [16, 28].

In this and next sections we use the conformal time coordinate τ defined by (2.5).We denote
the functionsFm(t), Fm(t,ϕ), fm(t,ϕ) and so on given in terms of the conformal time asFm(τ),
Fm(τ,ϕ), fm(τ,ϕ) and so on.

In two-dimensional spacetime the two-point Wightman function W(x,x ′) for a Hadamard
state can be expressed in a neighbourhood of the line x= x ′ as

W(x;x ′) = 〈0|Φ(x)Φ†(x ′)|0〉

=− 1
4 π

V(x,x ′) log

(
[µ(x,x ′)]2

2
+ iϵsign(x0 − x ′0)

)
+W(x,x ′) , (5.1)

where ϵ is infinitesimal and positive. Here, µ(x,x ′) denotes the spacelike geodesic distance
between x and x′, W(x,x ′) is a smooth function, and the smooth function V(x,x ′) is state
independent and satisfies V(x,x) = 1.

In dS2 the short-distance behaviour of the scalar field is determined by the high angular-
momentum mode functions. Thus, we are led to discuss the large-|m| behaviour of the mode
functions Fm andG∗

m. From the Klein–Gordon equation (3.3) in conformal coordinates τ given
by tanτ = sinh t, we have

(
∂2

∂τ 2
− ∂2

∂ϕ2
+

M2

cos2 τ

)
Fm(τ,ϕ) = 0 . (5.2)

For large |m| the last term can be neglected and one has

Fm(τ,ϕ)≈ (Ame
−i|m|τ +Bme

i|m|τ )eimϕ , (5.3)

where Am and Bm are constants. The two-point function for the vacuum state |0〉 defined
by (3.21) with the expansion (3.19) is given by

W(τ,ϕ;τ ′,ϕ ′) = 〈0|Φ(τ,ϕ)Φ†(τ ′,ϕ ′)|0〉
=

∑

m∈β+Z

Fm(τ,ϕ)F
∗
m(τ

′,ϕ ′) . (5.4)

We note that

〈0|Φ†(τ,ϕ)Φ(τ ′,ϕ ′)|0〉=W(τ,−ϕ;τ ′,−ϕ ′) , (5.5)

which follows from (3.18). As is well known, the mode functions Fm for large |m| locally
resemble the positive-frequency solutions in flat space if the two-point functionW(τ,ϕ;τ ′,ϕ ′)
is Hadamard, i.e. of the form (5.1). Thus, for a Hadamard state we must have Fm(τ,ϕ)∼
e−i|m|τ+imϕ for large |m|.

To discuss the large |m| behaviour of Fm(τ,ϕ) we first discuss that of the function Fm(τ)
defined by (3.14) (in conformal time coordinate), which can be written using (3.11)

Fm(τ) =

√
Γ(m+ l+ 1)Γ(m− l)

[Γ(1+m)]2
e−imτF

(
1+ l,−l;1+m;

1− i tanτ
2

)
. (5.6)

It will be useful to find the |m| →∞ limit of this function for m ∈ C in general for later use.
For z purely imaginary and |argc|⩽ π− δ for some δ > 0, the following estimate of the hyper-
geometric function for large |c| is valid [26, equation 15.12.2]:

F

(
a,b;c;

1− z
2

)
= 1+O(c−1) . (5.7)

10
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We also note that Stirling’s formula [26, equation 5.11.7] implies

Γ(m+ b) =
√
2πe−mmm+b− 1

2 (1+O(|m|−1)) , (5.8)

if argm⩽ π− δ for some δ > 0. From this we find

Γ(m+ l+ 1)Γ(m− l)

[Γ(1+m)]2
=

1
m

(
1+O(|m|−1)

)
. (5.9)

We use the estimates (5.7) and (5.9) to find the asymptotic behaviour of Fm(τ) given by (5.6)
asm→+∞. (We cannot use these estimates for the limitm→−∞ because the condition that
|argm|⩽ π− δ for some δ > 0 is not satisfied in this case.) Thus, we find

Fm(τ) =
1√
4πm

e−imτ
[
1+O(m−1)

]
, (5.10)

for large and positive m.
Now, using (5.10) for fm and g∗

m defined by (3.13), we find in conformal coordinates

fm(τ,ϕ) ≈ 1√
4πm

eim(ϕ−τ) , (5.11)

g∗
m(τ,ϕ)≈

1√
4πm

eim(ϕ+τ) ,

for large and positive m. Hence, the mode functions Fm defined by (3.16) are approximated
for large and positive m as

Fm(τ,ϕ)≈
1√
4πm

eimϕ
(
coshαm e−imτ + eiγm sinhαm eimτ

)
. (5.12)

Since we must have Fm(τ,ϕ)∼ e−imτ+imϕ for the vacuum state |0〉 to be Hadamard, the para-
meter αm cannot have a nonzero limit as m→∞. For a de Sitter-invariant state, αm = α is
m-independent as we have seen in the previous section. Hence, for this state to be Hadamard
as well, we must have αm = 0 for all m, i.e. Fm = fm for all m. However, by (3.23) we find for
large and negative m

fm(τ,ϕ)≈
eimϕ√

4π|m|(sin2 lπ− sin2βπ)

(
−sin lπ e−i|m|τ + sinmπ ei|m|τ

)
, (5.13)

Thus, Fm(τ,ϕ) = fm(τ,ϕ)∼ e−i|m|τ+imϕ for large and negative m if and only if m ∈ Z. Since
m ∈ β+Z, this is the case if and only if β= 0. Therefore, only the periodic theory admits a
de Sitter-invariant Hadamard state, which is the Bunch–Davies vacuum state.

6. The two-point function for de Sitter-invariant vacuum states

In this section we present closed-form expressions of the Wightman two-point functions
W(x,x ′) for de Sitter-invariant vacuum states for automorphic scalar fields. It will be observed
that these two-point functions are singular when the two points are at antipodal points except
for the case with β= 0 and α= 0 (the Bunch–Davies vacuum state). Radzikowski [29] has
proved that a Hadamard state has no non-local singularities for non-automorphic fields in
globally hyperbolic spacetime. It is not clear if his result applies to automorphic fields, but
it is interesting that the de Sitter-invariant states with a non-local singularity are not Hadamard
for automorphic fields in dS2.
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For a state invariant under S̃L(2,R), the two-point function should be determined as a func-
tion of the geodesic distance [30], although this function may depend on the spatial and tem-
poral ordering of the points because the two-point function is not necessarily invariant under
the discrete de Sitter transformations. Such a de Sitter-invariant two-point function solves the
Klein–Gordon equation

(□−M2)W(µ) = 0 , (6.1)

which can be rewritten as the Legendre equation in Z(x,x ′) = cosµ(x,x ′) [30] with M2 =
−l(l+ 1)> 0:

[
(1− Z2)

d2

dZ2
− 2Z

d
dZ

+ l(l+ 1)

]
W = 0 , (6.2)

where µ(x,x ′) is the geodesic distance if x and x′ are spacelike separated [see (2.8)]. Therefore,
a de Sitter-invariant two-point function is a linear combination of Pl(−cosµ) and Pl(cosµ) if
cosµ 6=±1. The periodicity of the fields is accounted for by extending the two-point function
as

W(τ,ϕ+ 2 πM;τ ′,ϕ ′ + 2 πN) = e2 πi(M−N)βW(τ,ϕ;τ ′,ϕ ′), (6.3)

where M,N ∈ Z.
Let us define

W(0)
β (τ,ϕ) :=

∑

m∈β+Z

fm(τ,ϕ)f
∗
m(0,0) . (6.4)

The two-point function for the de Sitter-invariant vacuum state with the mode functions Fm
and G∗

m given by (4.5) spanning the subspaces S+
β and S−

β is

W(τ,ϕ) = 〈0|Φ(τ,ϕ)Φ†(0,0)|0〉
=

∑

m∈β+Z

{
cosh2α fm(τ,ϕ)f

∗
m(0,0)+ sinh2αg∗

m(τ,ϕ)gm(0,0)+ coshαsinhα

×
[
ei(γ+mπ)g∗

m(τ,ϕ)f
∗
m(0,0)+ e−i(γ+mπ)fm(τ,ϕ)gm(0,0)

]}
. (6.5)

This function contains all information about 〈0|Φ(τ,ϕ)Φ†(τ ′,ϕ ′)|0〉 for any (τ ′,ϕ ′) because
the state |0〉 is S̃L(2,R) invariant. We find from (3.13) that fm(0,0) = gm(0,0) ∈ R. We
also note that e−imπfm(τ,ϕ) = fm(τ,ϕ−π). Furthermore, since g∗

m(τ,ϕ) = f ∗m (τ,−ϕ), we find
eimπg∗m(τ,ϕ) = f∗m(τ,−ϕ−π). Thus,

W(τ,ϕ) = cosh2αW(0)
β (τ,ϕ)+ sinh2αW(0)∗

β (τ,−ϕ)

+ coshαsinhα
[
eiγW(0)∗

β (τ,−ϕ−π)+ e−iγW(0)
β (τ,ϕ−π)

]
. (6.6)

Therefore, to findW(τ,ϕ) we only need to evaluateW(0)
β (τ,ϕ). We note that the commutator

function,

〈0|
[
Φ(τ,ϕ),Φ†(0,0)

]
|0〉=W(τ,ϕ)−W∗(τ,−ϕ)

=W(0)
β (τ,ϕ)−W(0)∗

β (τ,−ϕ) , (6.7)

is independent of the constants α and γ as it should be. [Here, we have used the relation
〈0|Φ†(0,0)Φ(τ,ϕ)|0〉= 〈0|Φ†(τ,ϕ)Φ(0,0)|0〉∗ and (5.5).]
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Figure 1. Carter–Penrose diagram for two-dimensional de Sitter space. The green area
can be connected to the originO by spacelike geodesics. The blue area can be connected
to the origin by timelike geodesics. The area shaded in red cannot be connected to the
origin by a geodesic.

To determineW(0)
β (τ,ϕ) we exploit the fact that it is a linear combination of Pl(cosµ) and

Pl(−cosµ), i.e.

W(0)
β (τ,ϕ) = AβPl(−cosµ)+BβPl(cosµ) , (6.8)

if cosµ 6=±1 as we stated before. The coefficients Aβ and Bβ can be determined by examining

the logarithmic singularities ofW(0)
β (τ,ϕ), which can be found from its mode-sum expression.

If l is not an integer, the Legendre function Pl(x) is singular at x=−1 with a branch cut from
x=−1 to −∞, and Pl(1) = 1. An expression for Pl(x) useful in examining its behaviour as
x→−1 is

Pl(x) =

[
− sin lπ

π
log

(
1− x
1+ x

)
+Cl

]
Pl(−x)−

2
π
sin lπRl(x) , (6.9)

which implies

Pl(x) =
sin lπ
π

log(1+ x)+O(1) , (6.10)

where

Rl(x) = lim
m→0

∂

∂m
F

(
−l, l+ 1;1−m;

1+ x
2

)
, (6.11a)

Cl =
2sin lπ
π

[γ+ψ(l+ 1)] + cos lπ . (6.11b)

Here, γ is Euler’s constant and ψ denotes the digamma function. Equation (6.9) is derived
in appendix B. We note that the function Rl(x) is analytic at x=−1.

The two points are spacelike separated in the region shaded in green in figure 1, and the
functionW(0)

β (τ,ϕ) becomes singular as the point (τ,ϕ) approaches one of the boundary lines
of this region, ϕ± τ = 0 and π−ϕ± τ = 0. By (2.8) we have cosµ= cosϕsecτ . Hence,

log(1− cosµ)≈ log(ϕ+ τ)+ log(ϕ− τ) as ϕ± τ → 0 , (6.12)

and

log(1+ cosµ)≈
{

log(π−ϕ+ τ)+ log(π−ϕ− τ) as π−ϕ± τ → 0 ,
log(π+ϕ+ τ)+ log(π+ϕ− τ) as π+ϕ± τ → 0 ,

(6.13)
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Then, by (6.10) we find the logarithmic singularities in W(0)
β as the point (τ,ϕ) approaches a

boundary line as follows:

W(0)
β (τ,ϕ)≈ Aβ

π
sin lπ [log(|ϕ|+ τ)+ log(|ϕ| − τ)]

+
Bβ

π
sin lπ [log(π− |ϕ|+ τ)+ log(π− |ϕ| − τ)] , |ϕ|< π , (6.14)

in this region where the points (τ,ϕ) and (0,0) are spacelike separated.
To determine the constants Aβ and Bβ we find the logarithmic singularities in W(0)

β (τ,ϕ)
using its mode expansion (6.4):

W(0)
β (τ,ϕ) =

∞∑

n=0

fm(τ,ϕ)f
∗
m(0,0)+

∞∑

n=0

f−m ′(τ,ϕ)f∗−m ′(0,0) , (6.15)

where m= n+β as before and m ′ = n+ 1−β. By (3.23) we find

W(0)
β (τ,ϕ) =

∞∑

n=0

fm(τ,ϕ)f
∗
m(0,0)+

sin2 lπ

sin2 lπ− sin2βπ

∞∑

n=0

gm ′(τ,ϕ)g∗m ′(0,0)

+
sin2βπ

sin2 lπ− sin2βπ

∞∑

n=0

f∗m ′(τ,ϕ)fm ′(0,0)+
e±iβπ sin lπ sinβπ

sin2 lπ− sin2βπ

×
∞∑

n=0

[ f∗m ′(τ,ϕ)g∗m ′(0,0)+ gm ′(τ,ϕ)fm ′(0,0)]e±im ′π ,

(6.16)

where we have used e±iβπ sinβπe±im ′π =−sinm ′π. Then by (5.11) we obtain

4πW(0)
β (τ,ϕ)≈

∞∑

n=n0

1
m
eim(ϕ−τ) +

sin2 lπ

sin2 lπ− sin2βπ

∞∑

n=n0

1
m ′

e−im ′(ϕ+τ)

+
sin2βπ

sin2 lπ− sin2βπ

∞∑

n=n0

1
m ′

e−im ′(ϕ−τ)

+
e±iβπ sin lπ sinβπ

sin2 lπ− sin2βπ

∞∑

n=n0

1
m ′

[
e−im ′(ϕ∓π−τ) + e−im ′(ϕ∓π+τ)

]
, (6.17)

where n0 is any positive integer since only the large-n parts of the series contribute to logar-
ithmic singularities. The logarithmic singularity of the first sum can be found for ϕ− τ ≈ 0 as
follows:

∞∑

n=n0

1
n+β

e−i(n+β)(τ−ϕ−iϵ) =−e−iβ(τ−ϕ)
[
log

(
1− e−i(τ−ϕ−iϵ)

)
+ · · ·

]

≈− log(ϕ− τ + iϵ)+ · · · , (6.18)

where the terms omitted are finite as τ → ϕ. We have inserted the convergence factor e−(n+β)ϵ,
which determines how the analytic continuation is performed beyond the singularity. The log-
arithmic singularities of the other terms can be found in a similar manner. Thus, we find
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−4πW(0)
β (τ,ϕ)≈ log(ϕ− τ + iϵ)+

sin2βπ

sin2 lπ− sin2βπ
log(ϕ− τ − iϵ)

+
sin2 lπ

sin2 lπ− sin2βπ
log(ϕ+ τ − iϵ)+

e±iβπ sin lπ sinβπ

sin2 lπ− sin2βπ
× [log(ϕ∓π− τ − iϵ)+ log(ϕ∓π+ τ − iϵ)] . (6.19)

By comparing this equation, disregarding the iϵ prescription since it is irrelevant for spacelike
separated points, and (6.8) with the logarithmic singularities given by (6.14), we find for−π <
ϕ < π

−4W(0)
β (τ,ϕ) =

sin lπ

sin2 lπ− sin2 βπ
Pl(−cosµ)+

eσiβπ sinβπ

sin2 lπ− sin2 βπ
Pl(cosµ) , (6.20)

where σ = ϕ/|ϕ|, if (τ,ϕ) and (0,0) are spacelike separated.
To discuss this two-point function in the regions which are not connected to (0,0) by space-

like geodesics, we need to find how it is analytically continued beyond the boundaries of the
region where equation (6.20) is valid. Equation (6.19) implies that the function Pl(−cosµ)
in (6.20) is given near the future boundaries, i.e. near the line ϕ− τ = 0 for 0< ϕ < π and
near the line ϕ+ τ = 0 for −π < ϕ < 0, as follows:

sin lπPl(−cosµ)

sin2 lπ− sin2βπ
=





1
π

[
log(ϕ− τ + iϵ)+

sin2βπ

sin2 lπ− sin2βπ
log(ϕ− τ − iϵ)

]

×Pl(cosµ)+ · · · , for 0< ϕ < π ,

sin2 lπ

sin2 lπ− sin2βπ
× 1
π
log(−ϕ− τ + iϵ)Pl(cosµ)+ · · ·

for −π < ϕ < 0 .

(6.21)

where the terms omitted are analytic at cosµ= 1. By using

log(−x± iϵ) = log |x| ± iπ , x< 0 , (6.22)

we have inside the future light-cone where τ ±ϕ > 0

sin lπPl(−cosµ)

sin2 lπ− sin2βπ
=





sin lπ

sin2 lπ− sin2βπ
P̃l(−cosµ)

+
i(sin2 lπ− 2sin2βπ)

sin2 lπ− sin2βπ
Pl(cosµ) , from 0< ϕ < π ,

sin lπ

sin2 lπ− sin2 βπ
P̃l(−cosµ)

+
i sin2 lπ

sin2 lπ− sin2βπ
Pl(cosµ) , from −π < ϕ < 0 ,

(6.23)

where, for x > 1,

P̃l(−x) :=
1
2
[Pl(−x+ iϵ)+Pl(−x− iϵ)]

=

[
− sin lπ

π
log

(
x+ 1
x− 1

)
+Cl

]
Pl(x)−

2
π
sin lπRl(−x) , (6.24)
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[see (6.9)]. We substitute (6.23) into (6.20) and find that the result is the same whether W(0)
β

is analytically continued from the region with 0< ϕ < π or with −π < ϕ < 0 as it should be.
The two-point function W(0)

β in the past light-cone is found similarly and we find

−4W(0)
β (τ,ϕ) =

sin lπ

sin2 lπ− sin2 βπ
P̃l(−cosµ)

+

[
cosβπ sinβπ

sin2 lπ− sin2 βπ
± i

]
Pl(cosµ) , |ϕ| ∓ τ < 0 . (6.25)

Finally, we determine the two-point function in the future and past light-cones of the anti-
podal point (τ,ϕ) = (0,π). There are no geodesics connecting the points in these regions to
the origin and the function cosµ <−1 is defined through (2.8) as cosµ= cosϕ/cosτ . In this
case, from (6.19) we find that the Legendre function Pl(cosµ) for 0< ϕ < π in (6.20) behaves
at the boundaries π−ϕ± τ = 0 (cosµ=−1) as

Pl(cosµ) =
sin lπ
π

[log(π−ϕ+ τ + iϵ)+ log(π−ϕ− τ + iϵ)]

×Pl(−cosµ)+ · · · , (6.26)

where the terms omitted are analytic at cosµ=−1. Thus, the functionPl(cosµ) is analytically
continued to the region with cosµ <−1 as

Pl(cosµ) = P̃l(cosµ)+ i sin lπPl(−cosµ) , (6.27)

where P̃l(−x) with x > 1 is defined by (6.24). By substituting this equation into (6.20) we find

−4W(0)
β (τ,ϕ) =

eiβπ

sin2 lπ− sin2βπ

[
sinβπP̃l(cosµ)+ cosβπ sin lπPl(−cosµ)

]
,

|τ |> |π−ϕ| . (6.28)

This two-point function can be found inside the light-cones of the point (0,−π) in a similar
manner, and we find that it is identical to (6.28) except that the phase factor eiβπ is changed
to e−iβπ . This result is consistent with the automorphic boundary condition Φ(τ,ϕ+ 2π) =
e2iβπΦ(τ,ϕ).

The commutator function (6.7) is found as

〈0|
[
Φ(τ,ϕ),Φ†(0,0)

]
|0〉=

{
− i

2 sign(τ)Pl(cosµ) for |τ |> |ϕ| ,
0 otherwise ,

(6.29)

where we have used the fact that Pl(x) and P̃l(x) are real if −1< x and x<−1, respectively.
For β= 0 (the periodic case) the de Sitter-invariant Hadamard two-point function is given by

W(H)
0 (µ) =− 1

4sin lπ
Pl(−cosµ+ iϵτ) , (6.30)

as is well known.
Next we write down the two-point function for the unique de Sitter-invariant state for the

Hermitian field with β = 1/2. In this case we have l=−1/2+ iλ, λ> 0, by (3.8). By substi-
tuting (4.6) into (6.6) we find this two-point function as

W(R)
1/2(τ,ϕ) =

1
e2λπ − 1

[
e2λπW(0)

1/2(τ,ϕ)+W(0)∗
1/2 (τ,−ϕ)

]

+
ieλπ

e2λπ − 1

[
W(0)

1/2(τ,ϕ−π)+W(0)∗
1/2 (τ,π−ϕ)

]
, (6.31)
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where we used W(0)
1/2(τ,−π−ϕ) =−W(0)

1/2(τ,π−ϕ). If (τ,ϕ) is spacelike separated from

(0,0), thenW(0)
β (τ,−ϕ) =W(0)∗

β (τ,ϕ) for any β because the commutator function (6.7) van-
ishes in this case. Then, substituting (6.20) with β = 1/2 into (6.31) we find

W(R)
1/2(τ,ϕ) =

1
4sinhλπ

Pl(−cosµ) , (6.32)

both for −π < ϕ < 0 and 0< ϕ < π. In the future and past light-cones of the origin, we find

W(R)
1/2(τ,ϕ) =

1
4

[
1

sinhλπ
P̃l(−cosµ)− i sign(τ)Pl(cosµ)

]
, |τ |> |ϕ| . (6.33)

Finally, we find that this two-point function vanishes in the future and past light-cones of the
point (0,π). Thus, W(R)

1/2(τ,ϕ) = 0 for cosµ <−1 and

W(R)
1/2(τ,ϕ) =

1
2(e2λπ − e−2λπ)

[
eλπPl(−cosµ+ iϵτ)+ e−λπPl(−cosµ− iϵτ)

]
, (6.34)

for cosµ >−1.

7. De Sitter non-invariant Hadamard states

As we saw in section 5, it is possible to have de Sitter-invariant Hadamard states only for
the periodic field. As the Hadamard condition is a common criterion to require for physically
acceptable states, we next investigate a non-invariant Hadamard state for all values of l and β
satisfying (3.8).

The argument in section 5 shows that the vacuum state corresponding to the mode functions

Fm(τ,ϕ) =

√
Γ(|m| − l)Γ(|m|+ l+ 1)

4 π
P−|m|
l (i tanτ)eimϕ, (7.1)

G∗
m(τ,ϕ) =

√
Γ(|m| − l)Γ(|m|+ l+ 1)

4 π
P−|m|
l (−i tanτ)eimϕ, (7.2)

has the correct behaviour as |m| →∞ for the corresponding vacuum state to be Hadamard [see
the discussion after (5.11)]. In the periodic case (β= 0) these are precisely the mode functions
which give the Bunch-Davies vacuum. In this section we prove that the corresponding two-
point function indeed has the Hadamard form (5.1) for any β by showing that it has the same
singularities as that for the Bunch-Davies vacuum state for β= 0.

The mode-sum form for the two-point function W̃β(τ,ϕ;τ ′,ϕ ′) for the corresponding state
is

W̃β =
∞∑

n=0

Γ(m− l)Γ(m+ l+ 1)
4 π

P−m
l (i tanτ)P−m

l (−i tanτ ′)eim(ϕ−ϕ ′)

+
∞∑

n=0

Γ(m ′ − l)Γ(m ′ + l+ 1)
4 π

P−m ′

l (i tanτ)P−m ′

l (−i tanτ ′)e−im ′(ϕ−ϕ ′) ,

(7.3)

wherem= n+β andm ′ = n+ 1−β. By recalling the definition of the Ferrers function (3.11),
we can rewrite the above equation as

W̃β =
∞∑

n=0

f(n+β;τ,τ ′)zn+β
1 +

∞∑

n=0

f(n+ 1−β;τ,τ ′)zn+1−β
2 , (7.4)
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where z1 := e−i(τ−τ ′−ϕ+ϕ ′−iϵ), z2 := e−i(τ−τ ′+ϕ−ϕ ′−iϵ), and

f(s;τ,τ ′) :=
Γ(s− l)Γ(s+ l+ 1)

4π[Γ(1+ s)]2
F

(
1+ l,−l;1+ s;

1− i tanτ
2

)
(7.5)

×F

(
1+ l,−l;1+ s;

1+ i tanτ ′

2

)
.

With the same definitions we also write the two-point function for the periodic case as

W0(τ,ϕ;τ
′,ϕ ′) =

∞∑

n=1

f(n;τ,τ ′)zn1 +
∞∑

n=1

f(n;τ,τ ′)zn2 + f(0;τ,τ ′) . (7.6)

We now proceed to show that the two-point function in (7.4) satisfies the Hadamard condi-
tion. As we stated before, our strategy is to show that this two-point function has exactly the
same light-cone singularities as the two-point function (7.6) for the Bunch–Davies vacuum for
β= 0, thus concluding that it is Hadamard. To do so we consider the difference between these
two-point functions:

∆W̃β(τ,ϕ;τ
′,ϕ ′) := W̃β(τ,ϕ;τ

′,ϕ ′)−W0(τ,ϕ;τ
′,ϕ ′)

=

∞∑

n=1

[
f(n+β;τ,τ ′)zn+β

1 − f(n;τ,τ ′)zn1
]

(7.7)

+
∞∑

n=1

[
f(n+ 1−β;τ,τ ′)zn+1−β

2 − f(n;τ,τ ′)zn2
]

+ f(β;τ,τ ′)zβ1 + f(1−β;τ,τ ′)z1−β
2 − f(0;τ,τ ′) .

In appendix C it is shown that the analytic continuations of the differences of series in (7.7)
are holomorphic if zi 6= 0 and |argzi|< 2π, i= 1,2, provided that |f(s;τ,τ ′)| grows at most
polynomially as a function of s for Res> 0. In fact, equations (5.7) and (5.9) imply that
f(s;τ,τ ′) tends to 0 as |s| →∞ with |args|< π− δ for some fixed δ > 0, and hence for
Res> 0. Thus, the difference of the two-point functions,∆W̃β(τ,ϕ;τ

′,ϕ ′), is holomorphic if
|(τ ±ϕ)− (τ ′ ±ϕ ′)|< 2π. This result implies that the two-point functions W̃β(τ,ϕ;τ

′,ϕ ′)
and W0(τ,ϕ;τ

′,ϕ ′) have the same singularity structure on the light-cones ϕ− τ = ϕ ′ − τ ′

and ϕ+ τ = ϕ ′ + τ ′, with no other singularities in their neighbourhood. Thus, the state with
the two-point function W̃β is Hadamard.

We note that ∆W̃β(τ,ϕ;τ
′,ϕ ′) is singular on the lines |(ϕ± τ)− (ϕ ′ ± τ ′)|= 2π. These

singularities are amanifestation of the automorphic nature of W̃β : at (ϕ± τ)− (ϕ ′ ± τ ′) = 2π
where both W̃β and W0 are singular, the two-point function W̃β has the singularities of the
periodic two-point function W0 times the phase factor e2iπβ . Therefore, the singularities do
not cancel out in the difference. Thus, this difference cannot be holomorphic on these lines.
For the same reason it cannot be holomorphic on the lines (ϕ± τ)− (ϕ ′ ± τ ′) =−2π.

8. The Gibbons–Hawking effect in a non-invariant Hadamard state

In this section we demonstrate that the non-invariant Hadamard state with the two-point func-
tion (7.3) approximately exhibits the Gibbons–Hawking effect for all β including the anti-
periodic (β = 1/2) case, clarifying the extent to which ‘the Gibbons-Hawking temperature
disappears’ for β = 1/2 [3].
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Any state in global de Sitter space gives rise to a mixed state in the static patch with the
metric (2.10). As shown in appendix D the field operator Φ(x) is expanded in this coordinate
patch as

Φ(T,R) =
ˆ ∞

0
dω

[
a(e)ω F(e)

ω (T,R)+ a(o)ω F(o)
ω (T,R) (8.1)

+ b(e)†ω F(e)∗
ω (T,R)+ b(o)†ω F(o)∗

ω (T,R)
]
,

where F(e)(T,R) and F(o)(T,R), both proportional to e−iωT with ω > 0, are even and odd in R,
respectively. Here, the functions F(e/o)(T,R) are normalised in such a way that

[
a(e/o)ω ,a(e/o)†ω ′

]
=
[
b(e/o)ω ,b(e/o)†ω ′

]
= δ(ω−ω ′) , (8.2)

with all other commutators among the annihilation and creation operators vanishing.
In this section we use the global time t related to the conformal time τ by sinh t= tanτ . We

denote W̃β(τ,ϕ;τ
′,ϕ ′) and f(s;τ,τ ′) defined in the previous section expressed in global time

t as W̃β(t,ϕ; t ′,ϕ ′) and f(s; t, t ′), respectively.
For the de Sitter non-invariant Hadamard state with the two-point function W̃β given

by (7.3) we consider
ˆ ∞

−∞

ˆ ∞

−∞

dtdt ′

2π
e−iωtW̃β(t,0; t

′,0)eiω
′t ′ = A(ω,ω ′)〈b(e)†ω b(e)ω ′ 〉β , (8.3)

where A(ω,ω ′) = 2πF(e)∗
ω (0,0)F(e)

ω ′ (0,0). Here, 〈b(e)†ω b(e)ω ′ 〉β is the expectation value of the

number operator b(e)†ω b(e)ω ′ in the reduced state in the static patch obtained from the de Sit-

ter non-invariant global Hadamard state with the two-point function W̃β . As described in
appendix D, the de Sitter-invariant Hadamard state for β= 0 exhibits the Gibbons–Hawking
effect [13]. That is,

ˆ ∞

−∞

ˆ ∞

−∞

dtdt ′

2π
e−iωtW0(t,0; t

′,0)eiω
′t ′ = A(ω,ω ′)〈b(e)†ω b(e)ω ′ 〉0 , (8.4)

where

〈b(e)†ω b(e)ω ′ 〉0 =
1

e2πω − 1
δ(ω−ω ′) . (8.5)

Now, suppose that the integral

G(ω,ω ′) =

ˆ ∞

−∞

ˆ ∞

−∞

dtdt ′

2π
e−iωt∆W̃β(t,0; t

′,0)eiω
′t ′ , (8.6)

is bounded for all positive ω and ω ′, where ∆W̃β = W̃β −W0 [see (7.7)]. Then

〈b(e)†ω b(e)ω ′ 〉β =
1

e2πω − 1
δ(ω−ω ′)+

G(ω,ω ′)

A(ω,ω ′)
. (8.7)

This equation implies that the non-invariant Hadamard state with the two-point function W̃β

exhibits the Gibbons–Hawking effect approximately in the following sense. For any compactly
supported function f(ω) centred at 0 satisfying

ˆ ∞

−∞

|f(ω)|2dω = 1 , (8.8)
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we define the smeared annihilation operator for ϵ > 0 by

B(e)
ϵ (ω0) := ϵ−1/2

ˆ ∞

0
f((ω−ω0)/ϵ)b

(e)
ω dω . (8.9)

Then [
B(e)
ϵ (ω0),B

(e)†
ϵ (ω0)

]
= 1 . (8.10)

The operator B(e)
ϵ annihilates and the operator B(e)†

ϵ creates a one-particle state of definite
frequency ω0 in the limit ϵ→ 0. Equation (8.7) implies

〈B(e)†
ϵ (ω0)B

(e)
ϵ (ω0)〉β =

1
e2πω0 − 1

+O(ϵ) , for ϵ≪ 1. (8.11)

Thus, although the state with the two-point function W̃β is not exactly thermal when restricted
to the static patch, it is approximately thermal with the Gibbons–Hawking temperature 1/(2π).

Now, let us show that the integral (8.6) is indeed bounded and, hence, that equation (8.11)
holds. We first combine the expression (7.7) for ∆W̃β and the integral representation proved
in appendix C to find

∆W̃β(t,0; t
′,0) = i sinπβ

ˆ

Cγ

ds
f(s; t, t ′)zs

cosπβ− cosπ(2s−β)

− i sinπβ
ˆ

Cγ

ds
f(s; t, t ′)zs

cosπβ− cosπ(2s+β)

+ f(β; t, t ′)zβ − f(0; t, t ′) , (8.12)

where f(s; t, t ′) is given by (7.5) with sinh t= tanτ and sinh t ′ = tanτ ′, and z= e−i(τ−τ ′). The
contour Cγ is the straight line from γ− i∞ to γ+ i∞ with 0< γ <min(1−β,1+β). Next
we note that

f(s; t, t ′)zs =
Γ(s− l)Γ(s+ l+ 1)

4π
P−s
l (i sinh t)P−s

l (−i sinh t ′) , (8.13)

and ∣∣∣∣
ˆ

dt
ˆ

dt ′e−iω(t−t ′)f(s; t, t ′)zs
∣∣∣∣=

|Γ(s− l)Γ(s+ l+ 1)|
4π

×
∣∣∣∣
ˆ

dtP−s
l (i sinh t)e−iωt

∣∣∣∣
2

. (8.14)

Then, the bound established in appendix E [see (E.2)] implies
∣∣∣∣
ˆ

dt
ˆ

dt ′e−iω(t−t ′)f(s; t, t ′)zs
∣∣∣∣

⩽
1
4π

[C(γ)]2 e−πω [cosh(πu/2)]2
∣∣∣∣∣

[
Γ(s+ 1

2 )
]2

Γ(l+ s+ 1)Γ(s− l)

∣∣∣∣∣ , (8.15)

where s= γ+ iu, γ ⩾ 0, u ∈ R, and C(γ) is a positive constant independent of ω and u. In the
integral (8.6) the contribution from the last two terms of (8.12) is finite by this bound. This
bound also implies that the contribution to (8.6) of the first two terms of (8.12) given as integrals
along the contour Cγ is also finite. This is because the double Fourier transform of f(s; t, t ′)zs

grows like eπu for large u= Ims by (8.15), but the denominators cosπβ− cosπ(2s∓β)
in (8.12) grow like e2πu, thus making the integral over s along Cγ from γ− i∞ to γ+ i∞
converge exponentially fast. [Note that the ratio of the Γ-functions in (8.15) tends to 1 as
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u→±∞ by (5.8).] Thus, the function G(ω,ω ′) defined by (8.6) is indeed bounded for all
positive ω and ω ′. Hence, equation (8.11) holds and the non-invariant Hadamard state with
the two-point function W̃β approximately exhibits the Gibbons–Hawking effect.

9. Summary and discussion

In this paper we studied the non-interacting automorphic scalar field in two-dimensional de Sit-
ter space, extending the work of Epstein and Moschella [2, 3], who studied the anti-periodic
real scalar field in this spacetime. We found that there are no states which are both de Sitter
invariant and Hadamard except in the periodic case, for which the unique state with both of
these properties is the standard Bunch–Davies state.

We constructed the two-point Wightman functions explicitly for de Sitter-invariant non-
Hadamard states for the non-periodic cases.We found that these two-point functions are singu-
lar if the two points are antipodal from each other. Interestingly, the unique de Sitter-invariant
state for the anti-periodic real scalar field has a vanishing Wightman two-point function when
the two points cannot be connected by a geodesic [see (6.34)]. (In this case, the antipodal
singularity is a discontinuity rather than a divergence.) We constructed these two-point func-
tions using the fact that the de Sitter invariance restricts them to be linear combinations of two
known functions.

We also studied a de Sitter non-invariant Hadamard state for each periodicity variable
β, including the anti-periodic case, and showed that this state approximately exhibits the
Gibbons–Hawking effect. Thus, for automorphic scalar fields in two-dimensional de Sitter
space there are states for which the physics inside a static region does not appear very different
from that in the Bunch–Davies vacuum state. Nevertheless, it is interesting that the incompat-
ibility of the Hadamard condition with de Sitter invariance for the anti-periodic scalar field
generalises to more general automorphic boundary conditions. It will be interesting to find the
response of the Unruh–DeWitt detector [31, 32] as a function of time [33, 34] for these states
and confirm that the deviation from the thermal response is only temporary.
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Appendix A. The condition on S±
β from rotational invariance

Suppose that a function F(t,ϕ) is in S+
β , which is assumed to be invariant under ϕ 7→ ϕ+α

for all α ∈ R. Let
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F(t,ϕ) =
∑

n∈β+Z

cn(t)e
inϕ . (A.1)

Then

cm(t)e
imϕ =

1
2π

ˆ 2π

0
e−imαF(t,ϕ+α)dα, (A.2)

where m ∈ β+Z. Since the solutions F(t,ϕ+α) must be in S+
β by rotational invariance of

this subspace, the solution cm(t)eimϕ must be in S+
β for all m ∈ β+Z. Thus, any function

F ∈ S+
β is a linear combination of solutions of the form cm(t)eimϕ, which are themselves in

S+
β . Hence a basis for S+

β can be chosen to be of the form {Fm}m∈β+Z where the solution
Fm for each m ∈ β+Z is a linear combination of fm and g∗

m defined by (3.13). By requiring
(Fm,Fm) = 1 without loss of generality, we find that the solution Fm must be of the form
given in (3.16). Then, by the requirements (Fm,G∗

m) = 0 and (G∗
m,G

∗
m) =−1, we find that the

solution G∗
m ∈ S−

β must be of the form given there.

Appendix B. Derivation of (6.9)

Two independent solutions to the Legendre equation,
[
(1− x2)

d2

dx2
− 2x

d
dx

− l(l+ 1)

]
f(x) = 0 , (B.1)

are f(x) = Pl(x) and f(x) =Ql(x) for −1< x< 1. We start from the following formula [26,
equation 14.9.10]:

Pl(−x) =− 2
π
sin lπQl(x)+ cos lπPl(x) . (B.2)

Note that
[
(1− x2)

d2

dx2
− 2x

d
dx

− m2

1− x2
+ l(l+ 1)

]
Γ(1−m)Pm

l (x) = 0 . (B.3)

We differentiate (B.3), after substituting the definition (3.11) of the Ferrers function in terms
of Gauss’s hypergeometric function, with respect to m and take the limit m→ 0. Thus, we find

[
(1− x2)

d2

dx2
− 2x

d
dx

+ l(l+ 1)

]
fl(x) = 0 , (B.4)

where

fl(x) =
1
2
Pl(x) log

1+ x
1− x

+Rl(−x) , (B.5)

withRl(x) defined by (6.11a). This function is analytic at x=−1 and has the valueRl(−1) = 0.
Since Pl(1) = 1 and [26, equation 14.8.3]

Ql(x) =
1
2
log

(
2

1− x

)
− γ−ψ(l+ 1)+O(1− x) , (B.6)

we find that fl(x)−Ql(x) is finite at x= 1, and, hence, must be proportional to Pl(x). This
implies

Ql(x) = Pl(x)

[
1
2
log

1+ x
1− x

− γ−ψ(l+ 1)

]
+Rl(−x) . (B.7)
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By substituting this formula into (B.2) we find (6.9) with x replaced by −x.

Appendix C. The integral representation of the difference of two series

This appendix concerns the analyticity of the series

F(z) :=
∞∑

n=1

[
f(n+β)zn+β − f(n)zn

]
, − 1

2
< β ⩽

1
2
, (C.1)

where f (t) is a function holomorphic on the half-plane {t ∈ C : Re t> 0} which grows at most
polynomially as |t| →∞. We show that the analytic continuation of the function F(z) is holo-
morphic in the double Riemann sheet with z 6= 0 and |arg z|< 2π.

We start by proving an integral representation for the series

Sβ(z) =
∞∑

n=1

f(n+β)zn+β , |z|< 1 . (C.2)

We choose a real constant γ satisfying 0< γ < 1+β. Then, we show that this series is rep-
resented by the following contour integral:

Sβ(z) =
i
2

ˆ

C
ds f(s)zs cotπ(s−β) , (C.3)

where the contourC consists of the straight lines connecting∞− ia, γ− ia, γ+ ia and∞+ ia,
with a> 0, as shown in figure C1. To prove (C.3) we first consider the integral SNβ(z) defined by
replacingC in (C.3) byCN ,N ∈ N, which is the rectangular contour with vertices atN+ γ− ia,
γ− ia, γ+ ia and N+ γ+ ia. We apply the residue theorem to SNβ(z). We pick up the residues
from the simple poles at 1+β, . . . ,N− 1+β and find

SNβ(z) =
N−1∑

n=1

f(n+β)zn+β . (C.4)

Hence, SNβ(z)→ Sβ(z) as N→∞. The contribution to the integral (C.4) from the straight
line segment from N+ γ+ ia to N+ γ− ia tends to zero because cotπ(s−β) on this line
segment is independent of N and because for s= N+ γ+ it, t ∈ [−a,a], we have |f(s)zs|=
|f(s)|e(N+γ) log |z|−(arg z)t. (Recall our assumptions that |z|< 1 and that |f(s)| grows at most
polynomially as a function of |s|.) Hence, SNβ(z) tends to the right-hand side of (C.3). This
proves (C.3).

An integral representation of the right-hand side of (C.1) can be found from (C.3) as

Sβ(z)− S0(z) = i sinπβ
ˆ

C
ds

f(s)zs

cosπβ− cosπ(2s−β)
, (C.5)

where 0< γ <min(1,1+β). Next we deform the contour C by replacing the two half-lines
from γ± ia to ∞± ia by the half-lines γ± ia to γ± i∞. The resulting contour is the straight
line parallel to the imaginary axis with Res= γ, that is, the straight line from γ− i∞ to γ+
i∞, which we denote byCγ . This deformation is justified if the integrand decays exponentially
as |s| →∞ if Ims⩾ a and Res⩾ γ since it is holomorphic in the half-plane Res> 0 except
at the poles on the real axis.

We now show this behaviour of the integrand of (C.5):

G(s) :=
f(s)zs

cosπβ− cosπ(2s−β)
. (C.6)
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Figure C1. Contour of integration C in the complex s-plane. The black dots represent
the poles of the integrand located at s= n+β, n ∈ Z.

We first find

| f(s)zs|= |f(s)|e(log |z|)Re s−(arg z)Im s
⩽ |f(s)|e(log |z|)Re s+(arg z)|Im s| . (C.7)

Next, since |cosπ(2s−β)| ≈ e2π|Im s|/2 for large |Ims|, by choosing a large enough we have
for |Ims|⩾ a

|cosπβ− cosπ(2s−β)|⩾ 1
3
e2π |Im s| , (C.8)

Hence

|G(s)|⩽ 3|f(s)|e(log |z|)Re s−[2π−(arg z)]|Im s| . (C.9)

Thus, if |z|< 1 and |argz|< 2π, and if Res⩾ γ and |Ims|⩾ a, then G(s)→ 0 exponentially
as |s| →∞. Therefore, the contour C in (C.5) can be deformed to Cγ , the straight line from
γ− i∞ to γ+ i∞, where γ satisfies 0< γ <min(1,1+β). Hence, equation (C.5) holds with
the contour C replaced by Cγ . This integral representation with contour Cγ gives the ana-
lytic continuation of the function F(z) = Sβ(z)− S0(z) from 0< |z|< 1 to all nonzero z sat-
isfying |argz|< 2π because the estimate (C.9) shows that this integral and its derivative are
convergent.

Appendix D. The Gibbons–Hawking effect in two dimensions

In this appendix we review the Gibbons–Hawking effect in two dimensions [13, 35], i.e. the
fact that the Bunch–Davies vacuum state is a thermal state with respect to the energy defined
in the static patch of de Sitter space. The static coordinates (T,R) are defined by (2.9) and the
metric in the static patch covered by these coordinates is given by (2.10).

The Klein–Gordon equation obeyed by a scalar field Φ(T,R) with massM takes the form
[
− 1

1−R2

∂2

∂T2
+

∂

∂R

(
1−R2

) ∂

∂R
−M2

]
Φ(T,R) = 0 . (D.1)

Two linearly independent solutions to this equation proportional to e−iωT are

F(e)
ω (T,R) = A(e)

ω (1−R2)
iω
2 F

(
1+ iω+ l

2
,
iω− l

2
;
1
2
;R2

)
e−iωT , (D.2)
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F(o)
ω (T,R) = A(o)

ω (1−R2)
iω
2 RF

(
2+ iω+ l

2
,
1+ iω− l

2
;
3
2
;R2

)
e−iωT , (D.3)

with well-defined parity. The normalisation constants, A(e)
ω and A(o)

ω , are determined from the
Klein–Gordon inner product

(Ψ1,Ψ2) = i
ˆ 1

−1

dR
1−R2

(
Ψ∗

1
∂Ψ2

∂T
− ∂Ψ∗

1

∂T
Ψ2

)
. (D.4)

The inner product of two solutions to (D.1) of the form Fω(R)e−iωT and F̃ω ′(R)e−iω ′T can be
found in a manner similar to the four-dimensional case [36] as

(Fω, F̃ω ′) = lim
ϵ→0

1
ω−ω ′

[
(1−R2)

(
Fω(R)F̃

′
ω ′(R)−F ′

ω(R)F̃ω ′(R)
)]R=1−ϵ

R=−1+ϵ
. (D.5)

We find for R2 ≈ 1

F(e/o)
ω (T,R)≈ 2A(e/o)

ω B(e/o)
ω cos

[ω
2
log(1−R2)− δ(e/o)ω

]
e−iωT , (D.6)

where

B(e)
ω eiδ

(e)
ω =

√
πΓ(iω)

Γ
(
1+iω+l

2

)
Γ
(
iω−l
2

) , (D.7)

B(o)
ω eiδ

(o)
ω =

√
πΓ(iω)

2Γ
(
2+iω+l

2

)
Γ
(
1+iω−l

2

) , (D.8)

with B(e)
ω and B(o)

ω real and positive. We substitute (D.6) into (D.5) and use the identity

lim
ϵ→0

sin [(ω−ω ′) log(2ϵ)]
ω−ω ′

=−πδ(ω−ω ′) , (D.9)

and neglect rapidly oscillating bounded functions of ω and ω ′ to find that for
(
F(e/o)
ω ,F(e/o)

ω ′

)
= δ(ω−ω ′) , (D.10)

we must have

|A(e/o)
ω |2 = 1

8πω|B(e/o)
ω |2

. (D.11)

That is,

A(e)
ω =

√
sinhπω
8 π3

∣∣∣∣Γ
(
1+ iω+ l

2

)
Γ

(
iω− l

2

)∣∣∣∣ , (D.12)

A(o)
ω =

√
sinhπω
2 π3

∣∣∣∣Γ
(
2+ iω+ l

2

)
Γ

(
1+ iω− l

2

)∣∣∣∣ , (D.13)

where we have used |Γ(iω)|2 = π/(ω sinhπω). With this normalisation, F(e)
ω and F(o)

ω form an
orthonormal basis for the space of solutions which are positive-frequency with respect to the
time coordinate T in the static patch.

In terms of these mode functions, the field operator Φ can be expanded in the static patch
as

Φ(T,R) =
ˆ ∞

0
dω

[
a(e)ω F(e)

ω (T,R)+ a(o)ω F(o)
ω (T,R)

+ b(e)†ω F(e)∗
ω (T,R)+ b(o)†ω F(o)∗

ω (T,R)
]
. (D.14)
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The normalisation condition (D.10) implies that the annihilation operators, a(e/o)ω and b(e/o)ω ,
and the creation operators, a(e/o)†ω and b(e/o)†ω , satisfy

[a(e/o)ω ,a(e/o)†ω ′ ] = [b(e/o)ω ,b(e/o)†ω ′ ] = δ(ω−ω ′) , (D.15)

with all other commutators vanishing.
Now let us consider the following two-point function:

W0(T,R;T
′,R ′) = 〈Φ(T,R)Φ†(T ′,R ′)〉. (D.16)

For ω, ω ′ > 0 the Fourier transform with respect to T and T ′ at the spatial origin, R= R ′ = 0,
yields
ˆ ∞

−∞

ˆ ∞

−∞

dTdT ′

2π
e−iωTW0(T,0;T

′,0)eiω
′T ′

= 2πF(e)∗
ω (0,0)F(e)

ω ′ (0,0)〈b(e)†ω b(e)ω ′ 〉. (D.17)

A manifestation of the Gibbons–Hawking effect is that the double Fourier transform (D.17)
of the two-point function in the Bunch–Davies vacuum state is that for the thermal state at
inverse temperature 2π:

〈b(e)†ω b(e)ω ′ 〉=
1

e2 πω − 1
δ(ω−ω ′) . (D.18)

By substituting this equation into (D.17) with F(e)
ω (0,0) found from (D.2) and (D.12) we find

that the Gibbons–Hawking effect should lead to
ˆ ∞

−∞

dTdT ′

2 π
e−iωTW0(T,0;T

′,0)eiω
′T ′

=
e−πω

8 π2

∣∣∣∣Γ
(
iω− l

2

)
Γ

(
1+ iω+ l

2

)∣∣∣∣
2

× δ(ω−ω ′) . (D.19)

We now show this result for the two-point function for the Bunch–Davies vacuum state given
by (6.30). Since the time coordinate for the global and static coordinates agree at R= 0, we
have

W0(T,0;T
′,0) =− 1

4 sin lπ
Pl (−cosh(T− T ′ − iϵ)) . (D.20)

With the definition ∆T= T− T ′, the Fourier transform of this two-point function is
ˆ ∞

−∞

ˆ ∞

−∞

dTdT ′

2 π
e−iωTW0(T,0;T

′,0)eiω
′T ′

(D.21)

=− 1
4 sin lπ

δ(ω−ω ′)

ˆ ∞

−∞

d∆T e−iω∆TPl(−cosh(∆T− iϵ)).

For large |z| the Legendre function Pl(z) is the sum of two terms, both decaying like |z|−1/2 if
l=−1/2+ iλ,λ ∈ R, and one decaying like |z|l and the other like |z|−l−1 if−1/2< l< 0 (see,
e.g. [25, equation 8.772.1]). Hence the functionPl(−cosh(∆T− iϵ)) decays exponentially fast
for large ∆T. Since the singularities of Pl(−cosh(∆T− iϵ)) are at cosh(∆T− iϵ) = 1, i.e. at
∆T= i(2πn+ ϵ), n ∈ Z, the integration path can be changed from the one from −∞ to ∞ to
the one from −∞− iπ to ∞− iπ. Thus, letting ∆T= τ − iπ, we find
ˆ ∞

−∞

d∆Te−iω∆TPl(−cosh(∆T− iϵ)) =− sin lπ
2 π2

e−πω

∣∣∣∣Γ
(
iω− l

2

)
Γ

(
1+ iω+ l

2

)∣∣∣∣
2

,

where we have used the integral in [25, equation 7.165]. Substituting this expression
into (D.21), we recover (D.19), which is a manifestation of the Gibbons–Hawking effect.
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Appendix E. Bound on an integral of the Ferrers function

In this appendix we show that if l ∈ −1/2+ iR or −1/2< l< 0, then the integral

I(ω,s) =
ˆ ∞

−∞

dtP−s
l (i sinh t)e−iωt , (E.1)

is bounded as

|I(ω,s)|⩽ C(γ)e−πω/2 cosh(πu/2)
|Γ(s+ 1

2 )|
|Γ(l+ s+ 1)Γ(s− l)| , (E.2)

with s= γ+ iu, γ ⩾ 0, u ∈ R, where C(γ) is a positive constant independent of ω and u.
First we change the argument of the Ferrers function in (E.1) to cosh t as follows. Since

P−s
l (z) is a linear combination of terms behaving like zl or z−l−1 for large |z|, the integrand

of (E.1) tends to zero exponentially as |t| →∞ for the values of l we are interested in. This
allows us to change the variable as t 7→ t− iα as long as the integrand is non-singular between
the real line and the line of constant imaginary part −iα. Since the singularities of P−s

l (z) are
at z=±1 and since

isinh(t− iα) = i cosαsinh t+ sinαcosh t , (E.3)

we can choose α= π/2− ϵ, where ϵ > 0 is infinitesimal with

i sinh(t− iπ/2+ iϵ) = cosh t+ iϵt . (E.4)

With this change of variable, we find

P−s
l (i sinh t) 7→ P−s

l (cosh t+ iϵt) =
{ eisπ/2P−s

l (cosh t) if t< 0 ,
e−isπ/2P−s

l (cosh t) if t> 0 ,
(E.5)

where

P−s
l (z) =

(
z− 1
z+ 1

)s/2 1
Γ(1+ s)

F(−l, l+ 1;1+ s; (1− z)/2) . (E.6)

Hence we find

I(ω,s) = e−πω/2
ˆ ∞

0
P−s
l (cosh t)

(
e−isπ/2e−iωt− eisπ/2eiωt

)
dt , (E.7)

and

|I(ω,s)|⩽ 2e−πω/2 cosh(πu/2)
ˆ ∞

0
|P−s

l (cosh t)|dt , (E.8)

where s= γ+ iu, γ ⩾ 0.
Next we bound the integral of |P−s

l (cosh t)| in (E.8). The formula [25, equation 8.713.3]
reads

P−µ
ν (z) =

√
2
π

Γ(µ+ 1
2 )(z

2−1)µ/2

Γ(ν+µ+ 1)Γ(µ− ν)

ˆ ∞

0

cosh(ν+ 1
2 )tdt

(z+ cosh t)µ+1/2
. (E.9)

Hence
ˆ ∞

0
|P−s

l (cosh t)|dt⩽
√

2
π

∣∣∣∣∣
Γ(s+ 1

2 )

Γ(l+ s+ 1)Γ(s− l)

∣∣∣∣∣

×
ˆ ∞

0
dt
ˆ ∞

0
dv

∣∣∣∣∣
(sinh t)s cosh(l+ 1

2 )v

(cosh t+ coshv)s+1/2

∣∣∣∣∣ . (E.10)
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Recalling −1/2 ⩽ Re l< 0 and choosing a constant a ∈ (0,−Re l), we find for s= γ+ iu,
γ ⩾ 0,
ˆ ∞

0
dt
ˆ ∞

0
dv

∣∣∣∣∣
(sinh t)s cosh(l+ 1

2 )v

(cosh t+ coshv)s+1/2

∣∣∣∣∣⩽
ˆ ∞

0

|sinh t|γ
|cosh t|γ+a dt

ˆ ∞

0

|cosh(l+ 1
2 )v|

|coshv| 12−a
dv .(E.11)

The integrals on the right-hand side of this inequality are convergent and independent of u.
Hence, using (E.10) and (E.8), we obtain the bound (E.2).
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