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Online Spatiotemporal Modeling for Robust and

Lightweight Device-Free Localization in

Nonstationary Environments
Jie Zhang, Member, IEEE, Yanjiao Li, Member, IEEE, Wendong Xiao, Senior Member, IEEE,

and Zhiqiang Zhang, Member, IEEE

Abstract—Recent advances in WiFi-based device-free localiza-
tion (DFL) mainly focus on stationary scenarios, and ignore the
environmental dynamics, hindering the large-scale implementa-
tion of the DFL technique. In order to enhance the localization
performance in nonstationary environments, in this paper, a
novel multidomain collaborative extreme learning machine (MC-
ELM)-based DFL framework is proposed. Specifically, the whole
environment is first divided into several sub-domains depending
on the distributions of the collected data using clustering algo-
rithm, and a corresponding number of local DFL models are then
built to represent these sub-domains separately. Finally, a global
DFL model is achieved through seamlessly integrating all the
local DFL models in a global optimization manner. The created
MC-ELM-based DFL model also can be incrementally updated
with sequentially coming data without retraining to track the
environmental dynamics. Extensive experiments in several indoor
environments demonstrate the robustness and generalization of
the proposed MC-ELM-based DFL framework.

Index Terms—Device-free localization, multidomain represen-
tation, nonstationary environments, model incremental updating.

I. INTRODUCTION

DUE to the rapid development of wireless communica-

tion techniques and ubiquitous deployment of Internet

of Things (IoT) infrastructures, location-based services are

powering and reshaping our daily life [1], [2], [3]. Prior studies

have shown that the existence of the target posing influence

on surrounding wireless signals can be utilized to estimate

target’s location [4], [5], [6]. Sequentially, WiFi-based device-

free localization (DFL) techniques were proposed, and have
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attracted great attention in both academia and industry, due

to the ubiquitous, low-cost, and non-intrusive characteristics

of WiFi signals [7], [8], [9]. Different from device-based and

computer vision-based localization techniques, WiFi-based D-

FL does not need the target to equip with dedicated electronic

devices and the target’s location can be estimated passively,

and has enough sensing coverage and privacy protection ca-

pability without lighting requirements, enabling it a promising

candidate technique for several intelligent IoT applications

[10], [11], [12], [13]. Early WiFi-based DFL methods mainly

utilize received signal strength (RSS), but the localization

performance of such set of methods is seriously limited due to

the unpredictable fluctuations of RSS. In recent years, channel

state information (CSI) can be retrieved from network interface

cards (NIC) with CSTOOL [14], and CSI has the better char-

acterization of the frequency response of the wireless channel

at orthogonal frequency-division multiplexing (OFDM) sub-

carriers, which can enhance the localization performance of

WiFi-based DFL.

In the past few years, great progresses have been made

in WiFi-based DFL, but there are still two major issues

hindering the large-scale implementation of the DFL tech-

nique, including: 1) vulnerable to environmental dynamics,

and 2) high human effort cost for DFL model retraining.

Accurate localization highly relies on building a good DFL

model using massive collected data with consistent pair-to-

pair feature mappings. However, pattern consistency between

signal variations caused by the existence of the target and the

corresponding locations cannot hold due to different types of

interference, such as opening and closing windows or doors,

layout changes of environments, and thermal drifts of WiFi

devices, etc. When the radio map created for one specific

environment at a specific time step is utilized to estimate

the target’s location of other time steps, the real-time signal

measurements may seriously deviate from the fingerprints in

the created radio map during the online localization phase due

to the environmental dynamics.

Considering that transfer learning has the potential to

transfer knowledge from a well-labeled domain (i.e., source

domain) to an unlabeled domain (i.e., target domain), state-of-

the-art methods adopt transfer learning to accommodate envi-

ronmental dynamics. Specifically, Wang et al. [15] designed a

modified DFL scheme to process WiFi measurements, which

not only could eliminate the need of acquiring reference WiFi

measurements, but also alleviated the negative effects incurred
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by the surrounding environments. Ohara et al. [16] transferred

a signal strength model from the source domain to the target

domain, but the proposed method required the link lengths

of different environments to be the same, which might not

hold in practical scenarios. Chang et al. [17] designed FitLoc

for multiple targets’ location estimation, which could transfer

the radio map between the source environment and the target

environment, but the construction of the radio map of the

source environment was time-consuming. DTransfer [18] was

designed, in which an optimized low-rank matrix completion

model was proposed for efficiently constructing the radio

map. Chen et al. [19] proposed a LSTM-based transfer model

for mobile ship environment, due to the immediate, dynamic

and unpredictable changes of the ship during voyages, to

enhance the localization performance. In addition, transferring

compressive-sensing-based DFL method for different cate-

gories of targets was also investigated [20]. The essence of

transfer learning is to find an equivalent transformation to

minimize the distance between the source domain and the

target domain. However, environmental dynamics may enlarge

the difference between the two domains in nonstationary

scenarios. Transfer learning-based methods need to retrain the

existing DFL model frequently to mitigate the gap between

the source domain and the target domain, which is time-

consuming and labor-intensive. It is worthwhile to develop ad-

vanced DFL method to improve the localization performance

and practicability in real indoor settings by simultaneously

strengthening robustness and adaptability of environmental

dynamics, and reducing human effort on model retraining.

In order to tackle the aforementioned issues, in this paper,

we propose a multidomain collaborative extreme learning

machine (MC-ELM)-based DFL framework. In terms of ro-

bustness, MC-ELM-based DFL framework fully considers the

spatiotemporal information of the cluttered environment, and

builds a global DFL model through global optimization. In

terms of lightweight modeling, MC-ELM-based DFL frame-

work utilizes the newly collected data to update the existing

DFL model incrementally without retraining to adapt to the

new environment, significantly reducing the human effort cost

in dealing with environmental dynamics. The proposed MC-

ELM-based DFL framework involves two phases, including

the model initialization phase and the model incremental

updating phase. Specifically, the whole environment is first

divided into several signal-level sub-domains, where the CSI

signals with similar statistical characteristics will be clustered

into the same sub-domains. In this manner, the distance among

the CSI signals in a cluster are smaller, while the distance

among clusters are larger. In the model initialization phase,

a corresponding number of local DFL models are built using

ELMs for separately representing all the sub-domains. After

that, an initial global DFL model is built through seamlessly

integrating all the local DFL models. In the model incremental

updating phase, when the newly collected data of other time

steps are available, the created global DFL model could be

incrementally updated without retraining, enabling it to track

various environmental dynamics. Different from state-of-the-

art methods, the proposed MC-ELM-based DFL framework

fully considers the spatial properties of the physical space and

time dynamics of the environment, making it more robust

in nonstationary scenarios. The main contributions can be

summarized as follows:

1) A local-global modeling framework for robust DFL in

nonstationary scenarios is developed to characterize the

environment separately using the local DFL models, and

then all the local DFL models are seamlessly integrated

into a global DFL model. In this manner, the whole

environment could be represented better by the local

DFL models, and the target’s location could be estimated

by the global DFL model accurately and robustly.

2) A modified lightweight distributed online updating

mechanism is proposed to cope with environmental

dynamics. When the data newly collected from other

time steps are available, the existing DFL model could

be updated through the proposed distributed online

updating mechanism in a lightweight manner without

retraining.

3) We implement the proposed framework with commodity

WiFi devices and conduct comprehensive experiments

in real indoor settings. Experimental results demonstrate

that it could achieve better localization performance both

in stationary and nonstationary scenarios, indicating its

robustness and great generalization performance.

The remaining of this paper is organized as follows: Basics

of CSI and problem formulation are presented in Section II.

Section III details the proposed method. Performance evalu-

ation and further analysis are reported in Section IV. Some

issues, limitations and future directions are discussed in Sec-

tion V. Finally, conclusions are given in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we first introduce the basics of CSI, and

then analyze the effects of environmental dynamics on DFL

to motivate the problem formulation.

A. CSI Primer

Along with OFDM, multiple-input multiple-out (MIMO)

could provide CSI of each subcarrier with both amplitude and

phase information. CSI could describe how the wireless signals

propagate through the physical space in time, frequency,

and spatial domains. In a typical indoor environment, WiFi

signals propagate from the transmitter to the receiver via

multiple paths, including one direct path and several paths

from ambient objects, such as furniture, ceiling, wall, and

floor, etc. CSI is actually a superposition of signals from all the

paths. When a person enters in the monitoring area, additional

signal paths are introduced by the scattering of human body,

and the CSI measurements could characterize the effects of

human presence. Thus, the location can be estimated using

the collected CSI measurements.

B. Problem Formulation

As mentioned above, state-of-the-art methods mainly focus

on the target’s location estimation in the stationary environ-

ment at a specific time step, assuming that the collected
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(a) Day One (b) Day Two (c) Day Three-Afternoon (d) Day Three-Night

Fig. 1. Empirical Study of Environmental Dynamics

data are subject to uniform distribution. However, such kind

of assumption usually cannot hold in real-world application

scenarios, due to the seasonality or periodicity effects (such as

opening/closing window/door), function faults of the sensors

embedded in WiFi devices, thermal drifts and/or aging effects

of WiFi devices [21]. Moreover, WiFi signals transmit to the

receiver not only via the Line-of-Sight (LoS) path, but also

several reflection paths due to the multipath propagation in the

cluttered environment. Several signal propagation paths will

be changed once the layout of the environment varies, and the

statistical characteristics of the CSI measurements will also

change, making the localization performance of the existing

DFL model degrade [7]. In this section, we analyze the effects

of environmental dynamics on data distribution from different

aspects, which motivate the problem formulation.

Mathematically, for a specific environment, let (xt,yt) be

the data pair sampled from an unknown probability distri-

bution P (xt,yt) at time step t, P (yt|xt) and P (xt) be the

corresponding posterior distribution and evidence distribution,

respectively. When the data sequentially come chunk-by-

chunk, P (yt|xt) may vary over time, independently from

variations in P (xt). This is not consistent with the assumption

that data utilized for building DFL model follow the uniform

distribution, easily leading to performance loss.

Experimentally, Fig. 1 depicts the CSI amplitudes of consec-

utive three days and different time segments in one specific day

without target in the environment. According to Fig. 1 (a-c),

we can find that CSI amplitudes of different days are obviously

different. Additionally, even in the same day, CSI amplitudes

are different in local details (see Fig. 1 (c) and Fig. 1

(d)). This empirical study verifies the above mathematical

analysis, indicating the fact that one of the effective ways to

alleviate the negative effects of environmental dynamics on

the localization performance is to frequently and periodically

update the existing DFL model using the sequentially collected

data.

In summary, both mathematical analysis and empirical study

demonstrate that the traditional “non-adaptive” DFL method-

s under the stationary assumption cannot function well in

nonstationary scenarios, due to the time-varying distribution

properties of the data. Thus, it is worthwhile to develop

modified DFL method to enhance the localization performance

in nonstationary environments.

III. METHODOLOGY

In this section, we detail the main framework of MC-

ELM-based DFL, local DFL models for sub-domains, MC-

ELM-based global DFL model, and the corresponding model

initialization and incremental updating strategy, respectively.

A. Main Framework of MC-ELM-based DFL

In order to perform robust and lightweight DFL in non-

stationary environments, we propose a modified MC-ELM-

based DFL method, which can fully consider both the spatial

properties of the physical space and time dynamics of the

environment. Specifically, as illustrated in Fig. 2, the proposed

method involves two phases, including the model initializa-

tion phase and the model incremental updating phase. The

collected data are first divided into several groups by clus-

tering algorithm, making the data with uniform distributions

be in the same groups. In the model initialization phase, a

corresponding number of local DFL models are built based

on ELM with those grouped data. Additionally, all the local

DFL models are seamlessly integrated into a global DFL

model and optimized through a global optimization manner.

In the model incremental updating phase, the created global

DFL model could be updated recursively without retraining

using the newly coming data collected from other time steps.

In this manner, the existing DFL model could be updated

fast and frequently, making it keep satisfactory localization

performance under environmental dynamics.

B. Local DFL Models for Sub-domains

State-of-the-art methods usually utilize the whole collected

data to build a general DFL model under the assumption that

all those data are subject to uniform distribution. However,

data collected from a multipath-rich environment may follow

different mathematical distributions. Thus, we build several

local DFL models for different sub-domains to separately

represent them. To be specific, the dataset is first divided into

v clusters through K-means clustering algorithm. Each cluster

is represented as {(xpq,ypq)}p=1,2,...,v,q=1,2,...,Ñp

, where xpq

and ypq are the qth input and output in the pth cluster, and

Ñp denotes the number of data in the corresponding cluster.

After that, ELM is employed to represent each sub-domain:

fp (xp) = s (xp)βp (1)

where s (xp) is the hidden layer output matrix of the pth

cluster, for mapping the data from the input space to the
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Fig. 2. Multidomain Representation-based Online Modeling for DFL

feature space, and βp denotes the output weights of the

pth local DFL model. Different from conventional machine

learning algorithms, hidden layer parameters of ELM in s (xp)
are randomly generated before training, reducing the learning

problem to that of identifying the optimal output weights

βp. Therefore, ELM has faster learning speed and better

generalization performance.

According to [22], the objective function of ELM is to

simultaneously minimize the norm of output weights and the

training error:

min : 1
2∥βp∥2 + 1

2λ
Ñp
∑

q=1
ς2pq

s.t., s (xpq)βp=ypq−ςpq, p=1, . . . , v, q=1, . . . , Ñp

(2)

where λ represents the regularization coefficient, and ςpq
represents the training error, respectively.

C. MC-ELM-based Global DFL Model

There are intersections between the adjacent clusters, the

main reason is that different local layouts (such as surrounding

environments and deployments of WiFi devices, etc.) lead

to the different distributions of the corresponding collected

data, but such kind of difference is not obvious at the edge

of the adjacent clusters. Thus, the global DFL model should

first consider the rich multipath caused by the layout of

the environment, and then balance the global localization

performance and the relevance of the divided sub-domains:

min :
1

2

v
∑

p=1

∥βp∥2+
1

2
λ

v
∑

p=1

Ñp
∑

q=1

ς2pq+

1

2
µ

v
∑

p=1

∥

∥

∥

∥

∥

∥

βp−
1

v − 1

v
∑

l=1,l ̸=p

βl

∥

∥

∥

∥

∥

∥

2

s.t.,s(xpq)βp = ypq−ςpq, p = 1, ..., v, q = 1, ..., Ñp

(3)

where µ represents the regulation coefficient for reducing the

gaps between local DFL models, βp and βl represent the

output weights of local DFL models, respectively.

The salient features of the modified objective function can

be summarized as follows:

1) The first term is to minimize the output weights of

local DFL models to strengthen the generalization per-

formance of the global DFL model, and also avoid the

over-fitting problem during the model training phase.

2) The second term is to minimize the training errors of

local DFL models, which could enhance the localization

performance. A good DFL model should have small

training error.

3) The third term is to minimize the difference of the output

weights between local DFL models. It considers the

interaction, continuity, and smoothness between local

DFL models, and reduces the gaps between local DFL

models. This term makes all the local DFL models more

collaboratively, and could improve the global generaliza-

tion performance.

D. Global Model Initialization

In the model initialization phase, an initial DFL model is

created to represent the current environment using the data

collected from the current time step t0, denoted as D0, which

has Ñ0 samples.

In order to solve the objective function demonstrated in

(3), we should first perform a transformation (The detailed

transformation process is shown in Appendix). The equivalent

objective function of MC-ELM is

min : 1
2

∥

∥β̄(0)
∥

∥

2
+ 1

2λ
v
∑

p=1

Ñ0

p
∑

q=1

(

ς0pq
)2

s.t., s̄0(x
0
pq)β̄

(0)=y0
pq−ς0pq, p=1, ..., v, q=1, ..., Ñ0

p

(4)

where s̄0(x
0
pq) is the corresponding hidden layer output matrix

of the new equivalent output weights β̄(0).

According to the Karush-Kuhn-Tucker theorem, the dual

optimization problem of (4) can be expressed by (5). In

(5), αpq is the Lagrange multiplier corresponding to the qth

training sample in the pth local DFL model, αp, s̄
p
0, y

p
0 and ς

p
0

represent the Lagrange multiplier, hidden layer output matrix,

ground truth, and training error of the pth local DFL model,

respectively. Therefore, the initial output weights of MC-ELM

can be calculated by (6), and then the initial DFL model is

established (both (5) and (6) are shown at the top of the next

page).

E. Global Model Incremental Updating

As mentioned above, various environmental dynamics could

vary the statistical characteristics of the data collected at

different time steps. It means that if we still use the DFL

model created in the initialization phase to estimate the target’s

location of other time steps, the localization performance may

be seriously degraded. Thus, we should update the existing

DFL model with the newly collected data, making the DFL

model can track the environmental dynamics.
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L
(

β̄(0), ς0pq,αpq

)

=
1

2

∥

∥

∥
β̄(0)

∥

∥

∥

2

+
1

2
λ

v
∑

p=1

Ñ0

p
∑

q=1

(

ς0pq
)2−

v
∑

p=1

Ñ0

p
∑

q=1

αpq

(

s̄0
(

x0
pq

)

β̄(0) − y0
pq + ς0pq

)

=
1

2

∥

∥

∥
β̄(0)

∥

∥

∥

2

+
1

2
λ

v
∑

p=1

∥ςp0∥
2 −

[

α1α2 · · ·αv
]





















s̄10
s̄20
...

s̄v0











β̄(0) −











y1
0

y2
0
...

yv
0











+











ς10
ς20
...

ςv0





















(5)

β̄(0)=

[

(

s̄10
)T

s̄10 +
(

s̄20
)T

s̄20 + . . .+ (̄sv0)
T
s̄v0+

I

λ

]−1
[

(

s̄10
)T (

s̄20
)T

. . . (̄sv0)
T

]











y1
0

y2
0
...

yv
0











(6)

In the model incremental updating phase, when the data

collected from the next time step t1 are available, they can be

employed to obtain the new output weights β̄(1), and then the

existing global DFL model could be updated. Let D1 be the

corresponding data, and Ñ1 denotes the number of available

training data at t1.

In order to simplify the following derivation, let

Q0 =

(

S̄T
0 S̄0 +

I

λ

)−1

(7)

where S̄0 =











s̄10
s̄20
...

s̄v0











.

The hidden layer output matrix of the time step t1 is

S̄1 =











s̄11
s̄21
...

s̄v1











(8)

Thus, we have

Q1 =

(

(

s̄11
)T

s̄11 +
(

s̄21
)T

s̄21 + · · · (̄sv1)T s̄v1 +
I

λ

)−1

(9)

where s̄11 =

[

s̄10
s11

]

, s̄21 =

[

s̄20
s21

]

,..., s̄v1 =

[

s̄v0
sv1

]

. In

addition, s11, s21,..., sv1 denote the hidden layer output matrices

of the corresponding new data chunks.

For the following model updating, we expand (9):























(

s̄11
)T

s̄11 =
(

s̄10
)T

s̄10 +
(

s11

)T
s11

(

s̄21
)T

s̄21 =
(

s̄20
)T

s̄20 +
(

s21

)T
s21

...

(̄sv1)
T
s̄v1 = (̄sv0)

T
s̄v0 + (sv1)

T
sv1

(10)

Accordingly, we have

Q−1
1 =

(

(

s̄10
)T

s̄10 +
(

s
1
1

)T
s
1
1

)

+
(

(

s̄20
)T

s̄20 +
(

s
2
1

)T
s
2
1

)

+

· · ·+
(

(̄sv0)
T
s̄v0 + (sv1)

T
s
v
1

)

+
I

λ

= Q−1
0 +

(

s
1
1

)T
s
1
1 +

(

s
2
1

)T
s
2
1 + · · ·+ (sv1)

T
s
v
1

(11)

Multiply Q0 at both sides in (11):

Q0Q
−1
1 =I+Q0

(

s
1
1

)T
s
1
1+Q0

(

s
2
1

)T
s
2
1+· · ·+Q0(s

v
1)

T
s
v
1 (12)

Multiply Q1 at both sides, (12) could be modified as

Q0=Q1+Q0

(

s
1
1

)T
s
1
1Q1+Q0

(

s
2
1

)T
s
2
1Q1+· · ·+Q0(s

v
1)

T
s
v
1Q1 (13)

Then, we obtain

Q1=
(

I+Q0

(

s
1
1

)T
s
1
1+Q0

(

s
2
1

)T
s
2
1+· · ·+Q0(s

v
1)

T
s
v
1

)

−1
Q0 (14)

The initial output weights of MC-ELM could be calculated:

β̄(0) = Q0S̄
T
0 Y0

= Q0

(

(

s̄10
)T

y1
0 +

(

s̄20
)T

y2
0 + · · ·+ (̄sv0)

T
yv
0

) (15)

whereY0 =











y1
0

y2
0
...

yv
0











.

Therefore, we have the following expression of the new

output weights of time step t1:

β̄(1) = Q1

(

(

s̄11
)T

y1
1 +

(

s̄21
)T

y2
1 + · · ·+ (̄sv1)

T
yv
1

)

(16)

where y1
1 =

[

y1
0

y11

]

,y2
1 =

[

y2
0

y21

]

, . . . ,yv
1 =

[

yv
0

yv1

]

.

Additionally, y11, y21,..., yv1 denote the outputs of the new data

chunks.

We express the output weights β̄(1) of t1 as a function of

β̄(0), Q1, s
p
1, and y

p
1, p = 1, ..., v.
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Similar to (9), we expand (16):



















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(
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)T
y21

...

(̄sv1)
T
yv
1 = (̄sv0)

T
yv
0 + (sv1)

T
yv1

(17)

By substituting (17) into (16), we have (18). Moreover, (19)
can be obtained by substituting (14) into (18). According to
(19), we have the equivalent expressions shown in (20) and
(21) ((18), (19) and (20) are listed at the top of next page):

β̄(1) =
β̄(0)

W
+
Q0

(

s11

)T
y11

W
+
Q0

(

s21

)T
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W
+ · · ·+
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(
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)T
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+· · ·+

Q1Q0

(

sv1

)T
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Q1β̄
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y
1
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(

s
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)T
y
2
1+· · ·+Q1(s

v
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(21)

where W=I+Q0

(

s11

)T
s11+Q0

(

s21

)T
s21+· · ·+Q0(s

v
1)

T
sv1 .

According to (13), we have

Q0

(

I−
(

s
1
1

)T
s
1
1Q1 −

(

s
2
1

)T
s
2
1Q1 − · · · − (sv1)

T
s
v
1Q1

)

= Q1 (22)

Q0 =
Q1

I−
(

s11

)T
s11Q1 −

(

s21

)T
s21Q1 − · · · −

(

sv1

)T
sv1Q1

(23)

By substituting (23) into (21), we have the equivalent

expression of the output weights shown in (24), which is listed

in the next page. According to (24), we can directly update

the previous global DFL model with the new output weights

calculated using the data collected at time step t1, without

retraining the existing global DFL model.
According to (11), we have

Q1 =
(

Q−1
0 +

(

s
1
1

)T
s
1
1 +

(

s
2
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)T
s
2
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T
s
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)

−1
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.
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.
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.
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














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

−1

(25)

Based on the Woodbury formula [23], we can get

Q1=Q0−Q0
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




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...
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(26)

Similar to (24) and (26), we have the general recursive

formulas of updating output weights at different time steps,

which are shown in (27) and (28) ((27) and (28) are listed at

the top of page 7). In this way, the created MC-ELM-based

DFL model can be incrementally updated using the updated

output weights without retraining the existing DFL model to

track environmental dynamics.

According to [23], OS-ELM updates the existing model

using all the sequentially coming data equally under the

assumption that those data follow the uniform distribution.

Differently, MC-ELM first performs a transformation for the

original objective function to separately represent the grouped

data with similar statistical characteristics using local DFL

models, and then updates the existing model. In this manner,

the proposed updating scheme could significantly reduce the

effects of environmental dynamics on the localization perfor-

mance. It should be noted that if we treat all the data equally,

MC-ELM is actually equivalent to OS-ELM, thus OS-ELM is

a special case of the proposed MC-ELM.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed

MC-ELM-based DFL method in typical indoor environments,

by comparing with selected state-of-the-art methods, including

ELM, kernel ELM (K-ELM), support vector machine (SVM)

[24], Kullback-Leibler (KL) divergence [25], 2D-GPR [26],

random forest (RF) [27], online sequential ELM (OS-ELM)

[23], FOS-ELM [28] and DU-OS-ELM [29].

A. Experimental Setup

We select a student dormitory, a laboratory, and a corridor

as the testbeds. As shown in Fig. 3, both the student dormitory

and laboratory belong to the typical multipath-rich indoor

environments, and the multipath of the corridor also may

degrade the localization performance due to its narrow layout.

In the student dormitory, the number of reference points is

44, and the spacing between reference points is about 0.5m.

In the laboratory, the number of reference points is 52, and

the spacing between reference points is about 0.5m. In the

corridor, the number of reference points is 30, and the spacing

between reference points is about 0.6m. We implement a pair

of WiFi transceiver in every testbed (see Fig. 3), utilizing

GigaByte mini PCs with Intel 5300 NICs and external omni-

directional antennas for packet transmitting and receiving.

The pact transmission rate is set as 200 packets per second,

installing CSITOOL on the mini PCs for data collection.

Moreover, we use 150 consecutive samples at each point for

dataset construction.

B. Overall Comparisons in Stationary Scenarios

We first perform the performance evaluation of MC-ELM-

based DFL method in stationary scenarios by comparing with

ELM, K-ELM, SVM, KL, 2D-GPR and RF, and the compar-

ison results are depicted in Fig. 4. It should be noted that the

number of hidden nodes of all the local DFL models should

be set as the same value for the matrix operations during the

global DFL model building process. According to Fig. 4, we

can find that MC-ELM-based DFL method achieves the best

localization performance in the three testbeds. Specifically,

both in the student dormitory and the laboratory, MC-ELM-

based DFL method outperforms all the comparison methods,

one of the main reasons is that MC-ELM fully considers the

spatial information of the environments through dividing the

whole environment into several sub-domains and representing

them separately, not just treating all the data equally. Addition-

ally, although the layout of the corridor is relatively simple, the

advantages of the multidomain representation mechanism of

MC-ELM are still obvious. In summary, experimental results
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(24)
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Fig. 3. Layouts of the Selected Indoor Environments
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Fig. 4. Comparison Results of Stationary Scenarios

in stationary scenarios demonstrate the robustness of MC-

ELM-based DFL method in cluttered environments.

In order to further evaluate the validity of the domain

decomposition of MC-ELM in performance improvement,

we divide the student dormitory and laboratory into several

sub-domains depending on their layouts, and then build a

corresponding number of individual DFL models for all the

sub-domains and a general DFL model for the two testbeds

using ELM. Specifically, the student dormitory is divided into

two sub-domains, including the washing area and the living

area, and the laboratory is divided into three sub-domains,

respectively. Table 1 lists the detailed comparison results,

in which individual DFL models achieve better localization

performance than the corresponding general DFL models.

The main reason is that individual DFL models are built

using the data with uniform distributions, but the general

DFL models utilize all the data collected from the whole
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TABLE I
COMPARISON RESULTS OF INDIVIDUAL DFL MODELS AND GENERAL

DFL MODEL

DFL Model Student Dormitory Laboratory

Individual Model 1 1.4127 1.2930

Individual Model 2 1.3009 1.2105

Individual Model 3 – 1.3362

General Model 1.5531 1.4096
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Fig. 5. Convergence Comparison between MC-ELM-based DFL Model and
OS-ELM-based DFL Model

environment, which may follow different distributions, leading

to performance loss.

C. Overall Comparisons in Nonstationary Scenarios

In this section, we evaluate the localization performance of

MC-ELM-based DFL method in nonstationary scenarios by

comparing with OS-ELM, FOS-ELM and DU-OS-ELM. We

first show the convergence of MC-ELM-based DFL model,

and the detailed comparison results are depicted in Fig. 5.

According to Fig. 5, we can find that the localization error

of MC-ELM decreases with the increase of the sequentially

coming data, it indicates that MC-ELM could adapt to the

new environment by updating the existing DFL model using

the newly collected data. Moreover, the convergence speed

of MC-ELM is much faster than OS-ELM, demonstrating its

great capability to track environmental dynamics.

Fig. 6 illustrates the cumulative distribution function (CDF)

of the three testbeds with one-by-one coming data collected

from other time steps, in which MC-ELM-based DFL method

achieves the best localization performance in all the situations.

Additionally, Table II lists the comparison results of various

TABLE II
COMPARISON RESULTS OF THE NONSTATIONARY SCENARIOS WITH

CHUNK-BY-CHUNK COMING DATA

Method Chunk Size Localization Error (m)

MC-ELM

5-by-5 1.2109

5-by-15 1.2565

[10, 30] 1.2011

chunk-by-chunk learning modes. Specifically, the fixed data

chunk size of 5 and 15, as well as a randomly varying data

chunk size between 10 and 30 are implemented. According

to Table II, the chunk sizes of the sequentially coming data

have no obvious effects on localization performance of MC-

ELM. It should be noted that although the data collected

from other time steps may follow different distributions, the

proposed MC-ELM still could keep the localization perfor-

mance through incrementally updating the existing DFL model

with the newly coming data, indicating its excellent dynamic

tracking capability in nonstationary scenarios.

Remark 1 DFL in nonstationary scenarios means that

the DFL model is initially built with the data collected at

one specific time step, and then the newly collected data are

coming sequentially chunk-by-chunk. The sequentially coming

data may follow different distributions comparing with the

initially collected data, due to the seasonality or periodicity

effects (such as opening/closing window/door), function faults

of the sensors embedded in WiFi devices, and thermal drifts

of WiFi devices, etc.

D. Effects of Packet Transmission Rates

In this section, we explore the effects of the packet trans-

mission rate on the localization performance. Fig. 7 illustrates

the comparison results of MC-ELM-based DFL method with

various packet transmission rates. According to Fig. 7, the

localization performance is relatively worse with the packet

transmission rates 50 and 100, but it becomes better gradually

with the increasing packet transmission rate. It indicates that

low packet transmission rate may not capture the target’s

location information well, and higher packet transmission rate

could guarantee the localization performance, but easily lead

to time-consuming data processing and model building. In

practice, we should balance the localization performance and

time consumption. Moreover, Fig. 8 shows the packet loss rate

when packet transmission rate is 300. Accordingly, we can find

that there seems no serious packet loss using our WiFi devices.
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V. DISCUSSIONS

In this section, we discuss several issues of this work,

including the essence of DFL in nonstationary environments,

some limitations and future directions.

A. Understanding DFL in Nonstationary Scenarios

Most existing DFL methods belong to batch learning meth-

ods, which ignore the environmental dynamics, such as layout

of the environment, deployment of WiFi devices, thermal drifts

of WiFi devices, and variations of humidity, etc. However, in

practical scenarios, the environment is nonstationary and time-

varying. The batch learning methods are time-consuming and

labor-intensive for model updating in dealing with environ-

mental dynamics. Differently, MC-ELM-based DFL method

can directly update the existing DFL model with the received

new data, and does not require retraining. Moreover, traditional

incremental learning methods only can handle the one-by-

one coming data with specific types of hidden nodes, such as

growing and pruning RBF network (GAP-RBF) and stochastic

gradient descent back-propagation (SGBP) [30]. MC-ELM can

handle both one-by-one and chunk-by-chunk coming data with

fixed or varying size, making MC-ELM-based DFL model

more flexible and practical in model updating.

B. Limitations and Future Directions

In nonstationary scenarios, sequentially coming data usually

carry more useful information about the current environment,

and the historical data collected from previous time steps

even may contain redundant information, because the data

usually have timeliness. However, MC-ELM treats both his-

torical data and new data equally. Furthermore, the correction

term of online learning algorithm is losing its capability

with accumulated data, but MC-ELM cannot automatically

measure whether the sequentially coming data are necessary

for DFL model updating. Thus, it is worthwhile to introduce

data filtering mechanism before model updating, such as the

approximate linear dependency (ALD), as well as forgetting

mechanism for the historical data, making the DFL model

more adaptive in nonstationary scenarios.

VI. CONCLUSIONS

In this paper, we propose a modified MC-ELM-based DFL

framework to enhance the localization performance in non-

stationary environments. Specifically, the whole environment
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is first divided into several sub-domains depending on the

distributions of the collected data. After that, these sub-

domains are represented using a corresponding number of

local DFL models separately. Finally, a global DFL model

is built through seamlessly integrating all the local DFL

models in a global optimization manner. MC-ELM-based DFL

framework also can incrementally update the existing DFL

model with sequentially coming data without retraining. In

this way, MC-ELM-based DFL framework is not only robust

by fully considering the spatiotemporal information of the

environment, but also lightweight in dealing with environmen-

tal dynamics. The proposed MC-ELM-based DFL framework

outperforms selected state-of-the-art methods in several indoor

environments, indicating its robustness, great generalization

performance, and good dynamic tracking capability.

VII. APPENDIX

In order to solve the objective function demonstrated in (3),
we first transform (3) as the following equivalent expressions:

min :
1

2

v
∑

p=1

∥

∥

∥β
(0)
p

∥

∥

∥

2

+
1

2
λ

v
∑

p=1

Ñ0
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∥

∥

∥

2

+ 1
2
λ

v
∑

p=1

Ñ0

p
∑

q=1

(

ς0pq
)2
+ 1

2
µ

v
∑

p=1

∥

∥

∥β
(0)
p − β̂(0)

∥

∥

∥

2

s.t., s0(x
0
pq)β

(0)
p = y0

pq − ς0pq, p = 1, ..., v, q = 1, ..., Ñ0
p

(30)

where β̂(0) = 1
v

v
∑

l=1

β
(0)
l represents the global output weights.

Let β̃
(0)
p = β

(0)
p − β̂(0), the above objective function is

min : 1
2

v
∑

p=1

∥

∥

∥β̃
(0)
p +β̂(0)

∥

∥

∥

2

+ 1
2
λ

v
∑

p=1

Ñ0

p
∑

q=1

(

ς0pq
)2
+ 1

2
µ

v
∑

p=1

∥

∥

∥β̃
(0)
p

∥

∥

∥

2

s.t., s0(x
0
pq)

(

β̃
(0)
p +β̂(0)

)

=y0
pq−ς0pq, p=1, ..., v, q=1, ..., Ñ0

p

(31)

Let β̄(0)=
[(

β̃
(0)
1 +β̂(0)

)

,
(

β̃
(0)
2 +β̂(0)

)

, . . . ,
(

β̃
(0)
v +β̂(0)

)

,

√
µβ̃

(0)
1 ,

√
µβ̃

(0)
2 , . . . ,

√
µβ̃

(0)
v

]

, and we can achieve the final

equivalent objective function of MC-ELM, which is shown in

(4).
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