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1 Research interests

My research interests include incremental dialogue

modelling for embodied systems, capable of engag-

ing in multimodal, multi-party interactions, and social

robotics. My hypothesis is that an incremental spoken

dialogue system (SDS) may be enhanced using effort-

based models, which would allow for the regulation of

conversational effort between interlocutors. I am cur-

rently in my first year of doctoral studies, exploring mul-

tiple research avenues, while keeping up to date with re-

cent advances in the field.

1.1 Incremental Systems

Nowadays, voice-controlled applications are used for ca-

sual information retrieval or as smart-home devices, and

users cherish the fast accessibility to data. However,

these conversational agents behave like question & an-

swer systems, engaging in non-fluid turn-taking interac-

tions that resemble a table tennis game. Furthermore,

users have become accustomed to two practices: (i) us-

ing wake words like “Hey Siri” or “Alexa” to initiate a

dialogue and (ii) waiting for a short period of time until

the voice-enabled device replies back. These adaptations

are clear indicators that existing human-machine interac-

tions (HMI) are far from “conversational”.

As described in Skantze (2021), current turn-taking di-

alogue systems can be classified as either been reactive

or predictive. While reactive models, like silence-based

methods, rely upon past cues in dialogue, predictive mod-

els aim to continuously analyse speech and potentially

project turn-completions. Moreover, voice-enabled arte-

facts would be able to plan what to say to the user in

advance, barge-in or employ cooperative backchannels,

and even reply back to the user as soon as they finish

their turn. However, one must be aware that achieving

natural timing is key; it is not a matter of quick or slow

responses, but rather appropriately timed responses de-

pending on the type of dialogue being exchanged.

Current work aims at coupling an incremental dialogue

architecture with an effort-based model (Lindblom, 1990;

Moore and Nicolao, 2017). This is because human be-

ings display regulatory behaviour in everyday speech,

and take into account what the speaker and the listener(s)

share in common to adjust that effort. For that reason, if

the agent could also identify the user’s abilities and ad-

just its mode of communication, then different adaptabil-

ity modes may arise. Effort-based principles apply at all

levels, as autonomous, progressive learning is incremen-

tal and it is driven by an intrinsic motivation, which varies

according to the urgency/importance of a given theme or

task (Oudeyer et al., 2007; Oudeyer and Kaplan, 2009;

Moulin-Frier et al., 2014).

1.2 Social Robots and Multimodality

As defined in Duffy et al. (1999), there are two important

concepts in cognitive science that are highly relevant for

defining the idea of a social robot: (i) physical embodi-

ment and (ii) being situated in a social context. Embodied

talking heads may be classified as social robots because

they are situated in a particular environment and are ca-

pable of engaging in physical face-to-face interactions.

Additionally, they can employ multimodal cues such as

gaze and other non-verbal cooperative overlaps (i.e., nod-

ding or various facial expressions) to show continued at-

tention towards the user, prosodic realisation (Axelsson

et al., 2022) and to convey a certain attitude.

During a conversation, humans use a variety of mul-

timodal cues to signal turn-completion or willingness to

speak next, amongst other things. Therefore, to enhance

human-robot interactions (HRI), voice-enabled systems

must be able to understand and employ these signals as

well. Situated social robots prove to be an interesting

experimental platform for conversational dialogue mod-

elling, as they might be able to engage in more meaning-

ful interactions relating to specific real-world settings.

1.3 System Evaluation

Several metrics are available to evaluate the performance

of systems and compare them to existing models, which

helps with reproducibility. However, what are the most

suitable methods for assessing incremental dialogue sys-

tems? Subjective measures like user satisfaction and

likelihood of future use are difficult to measure (Hastie,

2012), time-consuming and unsuitable for rapid prototyp-

ing of systems. This is mainly because individual users



have different goals and values, thus they hold different

expectations of these systems.

Standard objective metrics like Word Error Rate

(WER) are unsuitable for incremental systems (Köhn,

2018), as they fail to evaluate the intermediate behaviour

of these systems. Metrics like latency-BLEU, to mea-

sure timeliness (Grissom II et al., 2014), or relative-

correctness (r-correctness), to measure incremental qual-

ity (Baumann et al., 2009), have been proposed in previ-

ous work. Nevertheless, does the community have a clear,

reference evaluation framework for incremental systems?

Can these evaluation methods be used to assess the ef-

fectiveness, usability and performance of situated social

robots?

1.4 Cultural Aspects to Dialogue Modelling

General patterns in turn-taking differ between countries

and cultures, for instance, in the turn-taking latency be-

tween speakers (in milliseconds) (Stivers et al., 2009),

the placement of backchannels and other cooperative

feedback signals (Axelsson et al., 2022), and the timing

of turn transitions (Dingemanse and Liesenfeld, 2022).

Culturally-dependent SDS appears to be an interesting

research area and not much work has been done on this

domain. While some of the research highlighted above

focuses on time, it would be interesting to explore the

types of multimodal cues used across languages and how

these differ depending on the language being spoken.

2 Spoken dialogue system (SDS) research

Despite their flaws, speech technologies like Apple’s Siri

and Amazon’s Alexa are still very popular, with millions

of sales every year. Therefore, the community would ben-

efit from improving current spoken language interfaces to

achieve enriched interactive behaviours.

Future SDS research should involve shifting from reac-

tive, end-of-turn detection models to continuous dialogue

modelling, which allows for processing language incre-

mentally and achieving real-time processing. Moreover,

applying these incremental dialogue architectures to situ-

ated social robots (e.g., talking heads) may be the next

step towards developing more conversational dialogue

systems. Instead of being restricted to a single vocal

mode of communication, physical agents have the abil-

ity to employ multimodal cues such as facial expressions,

gestures and prosody to realise multimodal dialogues.

Finally, as mentioned in Section 1.4, language diver-

sity is a hot topic within the community, and I believe

that SDS research will shift towards creating linguisti-

cally diverse data and language- or cultural-specific de-

sign principles. These will allow for model adaptability

to different countries and cultures, helping to design SDS

and speech technologies for a broad range of communi-

ties.

3 Suggested Topics for Discussion

The following three topics are suggested as potential dis-

cussion themes for this year’s YRRSDS workshop panel

discussion:

• What are the key differences between SDS research

in academia and industry? How do the different mo-

tivating factors, if any, affect the overall research

landscape?

• What are current opinions on efforts to support and

generate SDS technologies for low-resource and en-

dangered languages? Are we promoting language

diversity enough?

• Where are we heading on our journey to achieve

true social intelligence and fluent, conversational di-

alogues in HRI and SDS research?
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