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Highlights

Effects of inflow conditions on low mass-damping cylinder subjected to vortex-induced vibrations

Daniel Mella,Wernher Brevis,Luca Susmel

• Proper inflow conditions on VIV simulations facilitate upper branch response

• Up to 60% computational time per simulation reduction with proper inflow conditions

• Multi-frequency forces interfere fluid-body interaction triggering unstable responses

• Unstable upper to lower branch responses sensitive to 2D RANS model limitations
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A B S T R A C T

This work analyses the effects of the inflow conditions on the bifurcations characteristics of a

two-degree-of-freedom low mass-damping cylinder undergoing vortex-induced vibrations. A two-

dimensional RANS model was implemented to simulate the fluid-structure interaction problem. The

cylinder response was analysed under different inflow conditions and systematic decrements of the

inflow acceleration. The results showed a bifurcated response throughout the upper branch, dependent

on the inflow conditions. A low-amplitude state was observed at high inflow accelerations, whereas a

high-amplitude state was reached when the inflow acceleration decreased below a certain threshold.

A proper selection of the inflow conditions led to a significant increment of the minimum inflow

acceleration required to trigger the upper branch, reducing up to 60% of the computational time per

simulation. The bifurcated response was divided based on its temporal stability, where the cylinder

transitioned from a high- to a low-amplitude state after several high-amplitude oscillations. Unstable

responses were associated with multi-frequency fluid forces that interfere with the fluid-cylinder

energy transfer, precipitating a state transition. A systematic analysis of the unstable region showed

that slight differences in the initial inflow conditions and the inherent simplifications of the tested

two-dimensional RANS model significantly impacted the cylinder response stability.

1. Introduction

Technological advances in material properties, construc-

tion techniques, and engineering design have led to slender

and more flexible structures susceptible to vibrations caused

by surrounding fluid flows. A common phenomenon in these

cases is vortex-induced vibrations (VIV), which refers to

the constant feedback between vortex and body motion

(Williamson and Govardhan (2004)). Structures subjected to

VIV might experience large oscillations when the structural

vibration and vortex shedding frequencies coincide (Bour-

guet et al. (2011)). This phenomenon is commonly referred

to as lock-in or synchronisation and is an important con-

tributor to fatigue damage and structural instability. Several

parameters, such as Reynolds number, mass ratio m∗ (ratio

between the oscillating structure and displaced fluid mass),

damping ratio � , and degree-of-freedom, have been shown

to influence VIV. Khalak and Williamson (1996) tested an

elastically mounted cylinder restricted to move in its cross-

flow direction (one-degree-of-freedom) and subjected to a

range of flow velocities. Cylinders with low m∗� exhibited

three distinctive response branches: the initial branch, the

upper branch, where the maximum amplitude was achieved,

and the lower branch. The initial-upper branch transition

exhibited a hysteretic behaviour, whereas an intermittent

switching characterised the upper-lower branch transition

(Khalak and Williamson (1999)). A systematic analysis of
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one-degree-of-freedom cylinders undergoing VIV at differ-

entm∗, � , and Reynolds numbers can be found in Blevins and

Coughran (2009). As the cylinder configuration increases in

complexity (e.g. streamwise and crossflow motion or two-

degree-of-freedom), unique characteristics in terms of max-

imum responses (Leong and Wei (2008)), cylinder trajecto-

ries (Kheirkhah et al. (2012, 2016); Mella et al. (2020a,b)),

and vortex patterns (Jauvtis and Williamson (2004); Flem-

ming and Williamson (2005)) have been observed.

The engineering design of structures subjected to VIV

depends on practical and reliable methods to estimate fluid

forces, maximum displacements, and oscillation frequen-

cies, among other relevant parameters. Numerical models

are becoming increasingly attractive among these methods

due to the rapid development in computational power and

numerical techniques. Still, the non-linear and hysteretic

nature of VIV imposes significant challenges regarding the

modelling of turbulent scales as the fluid flow interacts with

the structure. Several numerical studies usually circumvent

these difficulties by solving the Reynolds-Averaged Navier-

Stokes (RANS) equations for the fluid flow and analysing a

two-dimensional (2D) representation of the VIV problem.

Some of these studies have shown promising results in

modelling one-degree-of-freedom (Wanderley and Soares

(2015); Zhu and Yao (2015)) and two-degree-of-freedom

(Zhao and Cheng (2011); Kang et al. (2017); Han et al.

(2018)) cylinders subjected to VIV above the laminar vortex

shedding regime. The experimental work of Khalak and

Williamson (1996) and Jauvtis and Williamson (2004) are

commonly used to validate numerical models with one- and

two-degree-of-freedom cylinders, respectively. In particular,

Jauvtis and Williamson (2004) observed peak amplitudes of
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Figure 1: Example of bifurcation in the upper branch of a one-
degree-of-freedom cylinder subjected to VIV. Source: Khalak
and Williamson (1996)

up to 1.5D (D: cylinder diameter) for a low m∗� two-degree-

of-freedom cylinder. In addition, the complex vortex pattern

2T (two triplets of vortices per oscillation) was observed in

the region of high cylinder amplitudes. This work imple-

ments a 2D RANS model to simulate the experimental study

of Jauvtis and Williamson (2004).

It is common knowledge that cylinders subjected to VIV

exhibit strong bifurcation characteristics near branch transi-

tions (Ni et al. (2019)). Specifically, a cylinder can exhibit

different responses as a function of the rate of change of the

inflow velocity, amplitude or frequency (Sarpkaya (2004)).

A common bifurcation in low m∗� cylinders is observed in

the upper branch region, where a low- or high-amplitude

response state can be achieved under increasing or decreas-

ing inflow velocities with their respective rate of change

per unit of time (Figure 1). Brika and Laneville (1993)

tested a flexible cylinder subjected to VIV under decreasing,

increasing and impulsive inflow velocities. The upper branch

was captured under slow increments of the inflow velocity,

while the lower branch appeared under decreasing velocity

conditions or when the cylinder was released from rest at a

constant inflow velocity. Singh and Mittal (2005) simulated

a one- and two-degree-of-freedom cylinder subjected to VIV

under increasing and decreasing inflow velocity conditions.

The cylinder response showed hysteretic behaviour at both

ends of the synchronisation range independent of the degrees

of freedom considered. The numerical model of Prasanth

et al. (2011) showed a dependence between the hysteretic

behaviour of a cylinder undergoing VIV and m∗, � , blockage

ratio and degree-of-freedom. Ni et al. (2019) simulated

experimental case of Jauvtis and Williamson (2004) and ap-

plied different displacement perturbations while the cylinder

vibrated in the upper branch (called super-upper branch in

Jauvtis and Williamson (2004)). The results showed that

a proper excitation could trigger a transition from a high-

amplitude to a low-amplitude state.

Although the bifurcation characteristics of cylinders sub-

jected to VIV are well documented, the specific inflow

conditions that lead to a particular low- or high-amplitude

state are usually not reported and vary widely between the

few numerical studies that implicitly describe them. One

reason for this lack of information is that measurements

in physical experiments are usually taken between small

increments/decrements of inflow velocity. In most cases,

this systematic approach leads to a high- or low-response

state without considering the time history of the inflow

velocity. On the contrary, numerical simulations must de-

fine and quantify all relevant parameters in advance. Thus,

it is critical to define the inflow conditions that correctly

lead to a low- and high-response state. Issues regarding the

correct selection of the inflow conditions were previously

highlighted (Guilmineau and Queutey (2004); Wanderley

and Soares (2015)) and might explain some of the major

discrepancies between experimental and numerical upper

branch responses (e.g. Gao et al. (2018); Gsell et al. (2019)).

Kang et al. (2017) analysed the effects of different inflow

accelerations on the cylinder response. Each simulation was

performed at Ur = 6 with successive reductions of the

inflow acceleration. Here, Ur = Uin∕fnwD, where Uin is

the bulk inflow velocity, and fnw is the natural frequency

of the structure measured in still water. The cylinder re-

sponse approached the experimental work of Jauvtis and

Williamson (2004) when the inflow velocity was slowly

increased for at least 150 seconds. Zhao and Cheng (2011)

successfully simulated the upper branch observed in Jauvtis

and Williamson (2004) under increasing velocity conditions.

Compared with Kang et al. (2017), the simulation started at

Ur = 2 and was slowly increased for 65 seconds to Ur = 6.

Similarly, the results of Han et al. (2018) and Wang and Chi

(2019) seem to indicate that a high-response state at Ur = 6

was achieved when the initial inflow velocity was increased

for 40 and 20 seconds, respectively. These different results

strongly suggest that the influence of the inflow conditions

on the cylinder response is an area that requires further

research.

This work analyses the effects of the inflow conditions on

the bifurcations characteristics of a two-degree-of-freedom

low m∗� cylinder undergoing VIV. A 2D RANS model with

the Shear Stress Transport (SST) k−! turbulence model and

the Runge-Kutta fourth-order algorithm was implemented to

simulate the experimental case of Jauvtis and Williamson

(2004). The cylinder response was analysed under different

inflow conditions and systematic decrements of the inflow

acceleration. The response state and stability of the high-

amplitude displacement were analysed throughout the upper

branch. Limitations regarding 2D RANS models on cylin-

ders undergoing VIV were also highlighted.

2. Numerical method

2.1. Mathematical model and coupling mechanism
The RANS equations for an incompressible viscous flow

are

u′
i
u′
j
= −�t

(

)ui

)xj
+

)uj

)xi

)

+
2

3
k�ij (1)
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where �t is the turbulent viscosity, k is the turbulent kinetic

energy, and �ij = 1 when i = j. The RANS equa-

tions were solved alongside the SST k − ! turbulence

model (Menter (1994); Menter et al. (2003)). This model has

shown satisfactory results in one-degree-of-freedom (Wan-

derley and Soares (2015); Zhu and Yao (2015)) and two-

degree-of-freedom (Zhao and Cheng (2011); Kang et al.

(2017); Han et al. (2018)) cylinders subjected to VIV. The

numerical model was implemented in Ansys Fluent (Flu-

ent (2018)). The following spatial and time discretisation

schemes were used: Second order implicit for temporal

discretisation, Semi-Implicit Method for Pressure Linked

Equations (SIMPLE) for pressure and velocity coupling,

Body Force Weighted for pressure, Quadratic Upwind In-

terpolation for Convection (QUICK) for momentum, first

upwind scheme for the dissipation rate, and second upwind

scheme for kinetic energy. Convergence was achieved when

all flow residuals reached 10−5. These parameters were

selected based on previous numerical studies (Han et al.

(2018); Wang and Chi (2019)).

The cylinder was modelled as a two-degree-of-freedom

mass-damping-spring system

M
)2x

)t2
+ C

)x

)t
+Kx = Fx (2)

M
)2y

)t2
+ C

)y

)t
+Ky = Fy (3)

where M , C , and K are the oscillating mass, damping, and

stiffness of the system per unit of length, [x, y] is the position

of the cylinder in the streamwise (x-axis) and crossflow (y-

axis) direction, and [Fx, Fy] are the total drag and lift forces

on the cylinder, respectively. The structural properties per

unit of length are

C = 4�fna�M (4)

K = 4�2f 2
na
M (5)

where fna is the natural frequency of the cylinder measured

in air. fna and fnw are related as

fnw = fna

√

m∗

m∗ + Ca

(6)

where Ca is the added mass coefficient. Ca = 1, as in Jauvtis

and Williamson (2004).

A staggered approach with a dynamic mesh deformation

algorithm was adopted for the cylinder-fluid coupling mech-

anism. The RANS equations with the SST k−! turbulence

model were iteratively solved until convergence. The total

pressure and viscous forces on the cylinder were extracted

using a User Defined Function. Equations 2 and 3 were

solved using the Runge-Kutta fourth-order algorithm. As

the cylinder updates its position, the nearby mesh adapts

following a diffusion-based smoothing scheme with a diffu-

sion parameter 
 = 1. Detailed information about this mesh

deformation technique can be found in Han et al. (2016).

2.2. Computational domain and mesh

70D

40D 20D

20D

20D
20D

Stationary region

Deformable region

4D

Cylinder
Rigid region

O
ut

le
t

In
le

t

Lateral wall

Lateral wall

Figure 2: Computational domain. Flow direction from left to
right

Figure 2 shows a rectangular domain of 40D width and

70D length. The chosen width followed the results of Zhao

et al. (2012), which found negligible differences in response

amplitude when the width domain was higher than 10D. The

origin of the coordinate system was located at the cylinder

centreline. The fluid flow entered from the inlet at 20D

upstream of the cylinder and exited at 50D from the origin.

The mesh was divided into three regions, as shown in Figure

3. Firstly, a dense O-grid around the cylinder extends 4D

from the origin. This region moved with the cylinder to

preserve its shape. Secondly, a square-shaped grid of quadri-

lateral elements absorbed the cylinder motion by deforming

its mesh elements. Thirdly, a stationary region. The upper

and lower walls were set to free-slip boundaries, while a no-

slip condition was used at the cylinder surface. The inlet

boundary had a time-dependent streamwise velocity. The

outlet had a reference pressure equal to zero.

The High Performance Computing cluster at the Univer-

sity of Sheffield was used to request multiple nodes and per-

form several simulations simultaneously. The computational

time was limited by 96 hours per requested node. Each node

had the following computational resources: Dell PowerEdge

C6320 with 2 x 2.40GHz Intel Xeon E5-2630 v3 and 64 GB

of DDR4 RAM.

3. Numerical set-up

3.1. Experimental Parameters
This work simulated the experimental case of Jauvtis

and Williamson (2004). A two-degree-of-freedom cylinder

was subjected to a range of Reynolds numbers between

1.4 × 103 ≤ Re ≤ 1 × 104. Re = UinD∕�, where � is the

kinematic viscosity of water. Relevant structural parameters

Mella D.A., Brevis W., Susmel L.: Preprint submitted to Elsevier Page 3 of 10
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(a) (b)

Figure 3: Mesh configuration scheme. (a) Mesh domain. (b) Mesh around cylinder

are: D = 0.0381 m, fnw = 0.4 Hz, m∗ = 2.6, � = 0.00361,

and fna = 0.47 Hz as per Equation 6. The experimental

turbulent intensity was 0.9% with an estimated turbulent

length scale of 0.04D, as in Han et al. (2018).

3.2. Inflow conditions

Initial phase Development phase Stable phase

x,y

t*

ttini tend

Ur_end

Ur

Ur_ini Ur_end

x,y x,y

t* t*

Ur_ini

* * *

Figure 4: Increasing inflow velocity condition

The time history of the inflow velocity was divided into

three phases (Figure 4). Firstly, the initial phase, where

the cylinder was fixed and subjected to Ur_ini for an initial

time t∗
ini

. Throughout this work, all time units with the

superscript (∗) were normalised by fnw, t∗ = tfnw, for

example. Secondly, the development phase, where a freely

vibrating cylinder is subjected to an accelerating inflow

velocity Ur_ini + ac(t
∗ − t∗

ini
) for an acceleration time t∗

a
.

Thirdly, the stable phase, where the inflow velocity reached

Ur_end and was maintained until at least 20 stable oscillations

were recorded. t∗
ini

= 0 results in a freely vibrating cylinder

throughout the entire simulation. t∗
a
= 0 results in a constant

inflow velocity condition. The normalised acceleration was

defined as

ac =
Ur_end − Ur_ini

t∗
a

(7)

where t∗
a

= t∗
end

− t∗
ini

. The minimum acceleration time

required to trigger the upper branch was t∗
trig

. Conversely,

the maximum normalised acceleration required to reach a

high-amplitude state was atrig.

4. Model validation and computational time

analysis

The accuracy of four mesh resolutions (M1 to M4) was

analysed under different inflow conditions. The mesh reso-

lution was controlled by the total number of mesh elements

Ne, the number of elements around the cylinder Nc, the

number of layersNL and growth rate gr in the radial direction

within the O-grid zone, and the height of the first element

around the cylinder Hy+ . Each simulation started at Ur_ini =

2 and was slowly increased for t∗
a
= 25 until Ur_end = 5 or

Ur_end = 6 was reached. A time step of 0.0015 s was used to

ensure a Courant-Friedrichs-Lewy number of less than one.

The accuracy of each simulation was assessed in terms

of maximum cylinder displacement in the streamwise Ax

and crossflow Ay direction, root-mean-square (rms) drag

CD,rms and lift CL,rms coefficients, and oscillation frequency

in the crossflow direction fy. Each parameter was calculated

using the last 20 oscillations within the stable phase. The

cylinder response and oscillation frequency were normalised

by D and fnw, respectively. Similarly, the force coefficients

were normalised by �wD(Ur_inifnwD)2, where �w is the

water density. Table 1 summarises the results alongside

previous numerical studies. The M1 case predicted a highly

modulated response at Ur_end = 5. This irregular response

dissipated as the mesh resolution increased, reaching a stable

high-amplitude response in the M3 and M4 cases. On the

other hand, good agreement across mesh resolutions was

achieved at Ur_end = 6. Comparing the M3 and M4 cases

with Jauvtis and Williamson (2004), the maximum ampli-

tude and force coefficients were over-predicted at Ur_end =

5, whereas Ay and CL,rms were 9.3% and 15.1% lower at

Ur_end = 6, respectively. The oscillation frequency was

properly captured across tested conditions. Overall, the ac-

curacy of the numerical model is comparable to previous

numerical studies. From now on, M3 mesh is used as a

compromise between accuracy and required computational

time per simulation (25% lower than M4).

The total computational time (TCT) per simulation was

used to compare the computational costs associated with

cases under different inflow conditions. This parameter was

estimated from the average time per iteration and the total

Mella D.A., Brevis W., Susmel L.: Preprint submitted to Elsevier Page 4 of 10
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Case Ne Nc NL gr Hy+
Ur = 5 Ur = 6

Ax Ay fy CD,rms CL,rms Ax Ay fy CD,rms CL,rms

M1 7840 80 40 1.15 0.00075D - - - - - 0.2 0.96 0.92 1.16 1.91
M2 16260 120 56 1.11 0.00053D 0.03 0.73 0.92 0.46 1.98 0.2 0.97 0.92 1.18 1.87
M3 26270 160 63 1.1 0.00053D 0.06 0.73 0.84 0.46 1.87 0.19 0.98 0.92 1.11 1.79
M4 41300 200 81 1.08 0.00039D 0.06 0.72 0.84 0.49 1.85 0.18 0.97 0.92 1.09 1.76

Num1 - 226800 160 - - - - - - - 0.17 1.07 0.87 1.52 1.2
Num2 - 42761 200 - 0.003D - - - - - 0.15 1.14 0.93 1.14 1.71
Exp. - - - - - 0.03 0.54 0.86 0.13 1.53 0.19 1.08 0.89 1.00 2.06

Table 1

Mesh sensitivity analysis. Ne: Number of mesh elements. Nc: Number of elements around the cylinder. NL: Number of O-grid
layers. gr: O-grid growth rate. Hy+ : Height of the first element around the cylinder. Num1: Han et al. (2018). Num2: Wang et al.
(2018). Exp: Jauvtis and Williamson (2004)

Case
ac = 0.5 ac = 0.38

IP DP SP TCT IP DP SP TCT

M1 1.39 3.35 6.79 11.53 1.42 9.06 7.00 17.47
M2 1.62 6.16 10.62 18.40 1.69 14.16 10.97 26.83
M3 3.57 8.98 15.40 27.96 3.39 20.54 14.28 38.20
M4 4.57 11.91 20.61 37.10 4.35 27.48 19.12 50.96

Table 2

Computational time in hours at Ur = 6. IP: initial phase. DP: development phase. SP: stable phase. TCT: total computational
time

number of iterations per time step. The initial and devel-

opment phases were delimited by t∗
ini

and t∗
end

, respectively.

The computational time of the stable phase started at t∗
end

and included 30 response oscillations to account for transient

responses between phases. Table 2 shows the computational

time per inflow velocity phase and mesh resolution of two

cases with different normalised accelerations. As expected,

the TCT increases at higher mesh resolutions. More im-

portantly, the computational time of the development phase

accounted for 31.7% and 53.1% of the TCT at ac = 0.5

and ac = 0.38, respectively. These results show that the

development phase becomes more dominant in proportion to

the TCT as the inflow velocity decreases. As shown later, a

proper selection of the inflow conditions can reduce the com-

putational time of the development phase and substantially

decrease the required computational time per simulation.

5. Results and analysis

5.1. Initial phase
The effects of the initial phase on the cylinder response

were analysed at different t∗
ini

and Ur_ini. Three cases were

considered based on the temporal evolution of the lift and

drag forces around the cylinder (Figure 5): t∗
ini

= 0 (cylin-

der is free to move throughout the simulation), t∗
ini

= 24

(cylinder is released while the fluid forces are developing),

and t∗
ini

= 60 (cylinder is released when the fluid forces

reached a steady oscillatory state). Each case started from

Ur_ini = 2 (Zhao and Cheng (2011)) to Ur_end = 6 with

0 ≤ t∗
a

≤ 24. Figure 6 shows the maximum crossflow

amplitude and oscillation frequency for each tested inflow

condition. Two response states are clearly identified. A low-

amplitude state, where Ay = 0.57 and fc∕fnw = 1.3, and a

0 10 20 30 40 50 60
−2

−1

0

1

2

t∗ = tfnw

C
D
,
C

L

Figure 5: Total drag (dashed line) and lift force coefficients
within the initial phase (Ur_ini = 2, Re = 1.16 × 103). Vertical
dashed line: t∗

ini
= 24

high-amplitude state, where Ay = 0.98 and fc∕fnw = 0.92.

Figure 6a shows an example of each state. Figures 6b and

6c show a sudden response transition from a low- to a high-

amplitude state as ac (t∗
a
) decreased (increased). This state

shift, observed even under systematic increments of Δt∗
a
=

8 × 10−4, is in contrast to the smooth transition reported

in Kang et al. (2017). The initial and development phases

within each state have a negligible impact on the cylinder

response. Moreover, the cylinder response stabilised to a

specific low- or high-amplitude state throughout the simu-

lation. The minimum inflow acceleration required to trigger

the upper branch increased with the initial time. Specifically,

atrig = [0.37, 0.53, 1.43] for t∗
ini

= [0, 24, 60], respectively.

Mella D.A., Brevis W., Susmel L.: Preprint submitted to Elsevier Page 5 of 10



Inflow condition effect on cylinder subjected to VIV

−1

−0.5

0

0.5

1

t∗ = tfnw

A
x

60 80 100 120
−1

−0.5

0

0.5

1

t∗ = tfnw

A
y

(a)

0 10 20

0.6

0.8

1

t∗
a

A
y

(b)

0 10 20

0.8

1

1.2

t∗
a

f
y
∕
f

n
w

(c)

Figure 6: Effects of the initial time on the cylinder response at Ur_ini = 2 and Ur_end = 6. a) Time history of the crossflow response
at ac = 1.88 (up) and ac = 1.5 (down). Maximum cylinder amplitude (b) and main oscillation frequency (c) at ○: t∗

ini
= 0, □:

t∗
ini

= 24, and △: t∗
ini

= 60
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Figure 7: Effects of the initial velocity on the cylinder response at Ur_end = 6. Maximum cylinder amplitude (a) without initial time
(t∗

ini
= 0) and (b) with an initial time that ensured steady oscillatory drag and lift forces (t∗

ini
≥ 60). ○: Ur_ini = 2, □: Ur_ini = 1,

△: Ur_ini = 0.5. *: Ur_ini = 0

These results show that the inflow acceleration can be in-

creased up to four times when the fluid forces around the

cylinder are allowed to reach a steady oscillatory state within

the initial phase.

Previous numerical simulations were performed atUr_ini =

2, as in Zhao and Cheng (2011). Next, the effects of the

initial reduced velocity were analysed under two conditions:

without an initial phase (t∗
ini

= 0), and with an initial

phase that ensured steady oscillatory fluid forces (t∗
ini

≥

60). Figure 7 shows the maximum cylinder amplitude at

Ur_ini = [0, 0.5, 1, 2]; fy is not shown since it follows Ay. As

expected, atrig increases withUr_ini. Figure 7a shows a 10.5%

reduction in atrig between the Ur_ini = 2 and Ur_ini = 0.5

cases. Likewise, Figure 7b shows a 35.3% decrement in atrig

for the same Ur_ini difference. The inflow condition t∗
ini

= 0

and Ur_ini = 0, i.e. flow at rest, did not trigger a high-

amplitude state across tested inflow accelerations. Since

there is no initial phase, the lift and drag forces must develop

under a freely vibrating cylinder and accelerating flow

condition. Thus, an extremely low normalised acceleration

is required to minimise disturbances in the fluid-cylinder

energy transfer and trigger a high-amplitude state.

Figures 6 and 7 show the influence of the inflow con-

ditions on the cylinder response and its impact on the ap-

pearance of a particular low- or high-amplitude state. The

minimum acceleration required to trigger the upper branch

is significantly increased when the fluid forces around the

cylinder are allowed to reach a steady oscillatory state within

the initial phase. Previous numerical studies might have

chosen initial conditions (t∗
ini

= 0 or Ur_ini = 0) that required

low inflow acceleration to simulate the upper branch and

might explain the observed differences in terms of atrig (e.g.

0.07 ≤ ac ≤ 0.17 for Zhao and Cheng (2011); Kang et al.

(2017); Ni et al. (2019)). Still, different model parameters

and solver strategies might be another source of discrepancy

that requires further research. Overall, the reduction in com-

putational time due to a proper consideration of the inflow

conditions can help numerical VIV models with strong
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Figure 8: Upper branch bifurcation. Vertical dashed line
separates the stable (left) and unstable (right) region. □:
Jauvtis and Williamson (2004)

bifurcation characteristics, where multiple simulations are

required to capture the full range of structural responses.

5.2. Bifurcation characteristics in the upper

branch
The cylinder response within the upper branch was anal-

ysed under different inflow conditions (Ur_ini = 2, t∗
ini

=

[0, 60]) with acceleration times that ranged between 0 ≤

t∗
a
≤ 32, as in Section 5.1. Figure 8 summarises the max-

imum amplitude across reduced velocities. The results of

Jauvtis and Williamson (2004) were also plotted for com-

parison. Ur_end = 5 marks the beginning of the upper

branch, evidenced by the same maximum amplitude (Ay =

0.57) independent of the tested inflow conditions. At higher

reduced velocities, the cylinder response bifurcated towards

a low- or high-amplitude state depending on the initial and

development phases. The low-amplitude state maintained an

approximately constant Ay = 0.57 throughout the upper

branch region, whereas the high-amplitude state response

increased with Ur_end. The numerical model predicted a

maximumAy = 1.39 atUr_end = 8.4, which is 8% lower than

Jauvtis and Williamson (2004). A low-response state was

observed at Ur_end = 8.5 across all tested inflow conditions,

indicating a transition to the lower branch.

The observed bifurcation in Figure 8 can be further

decomposed in terms of state stability. A bistable response

was observed between 5.25 ≤ Ur_end ≤ 6.25, where a

particular low- or high-amplitude state was sustained for

the entire duration of the numerical simulation. The results

in Section 5.1 apply to this region. Unstable responses

under specific inflow conditions were observed at Ur_end =

[6.5, 6.75], where the cylinder transitioned from a high-

to a low-amplitude state after a certain number of vibra-

tions. These unstable responses dominated at Ur_end ≥ 7

across tested inflow conditions. It is important to mention

that a motion history is considered stable if a particular

response state is maintained for t∗ ≥ 50 after its devel-

opment phase. The bistable region achieves this criterion

for all tested inflow conditions. However, a particular high-

amplitude state within the unstable region might transition

to a low-response state beyond the maximum TCT limited

by the High Performance Computing cluster (Section 2.1).

An example of an unstable cylinder response is shown in

Figure 9 for Ur_ini = 2, t∗
ini

= 60, ac = 0.36, and

Ur_end = 7. The cylinder transitioned to a low-amplitude

state after t∗ = 109 or 32 high-amplitude oscillations

(Figure 9a). This transition was accompanied by a drastic

change in fluid forces (Figure 9b), resulting in a counter-

phase jump between the crossflow motion and lift force

(Figure 9c). Pastrana et al. (2018) analysed this high- to low-

amplitude state transition using a three-dimensional Large

Eddy Simulation model. The researchers observed a multi-

vortex shedding pattern followed by an out-of-phase 2T vor-

tex mode at the last high-amplitude oscillation. This complex

interaction destabilised the vortex-motion timing, triggering

a transition to the stable counter-phase low-amplitude state.

A similar phenomenon is observed here. The unstable region

is associated with multi-frequency fluid forces that interfere

with the vortex strength and fluid-cylinder energy transfer

(Sarpkaya (2004)), precipitating a high- to a low-amplitude

state transition. Pastrana et al. (2018) identified unstable

responses at Ur_end = 6.7, whereas the tested 2D RANS

model predicted them at Ur_end = 6.5. These results are

lower than the intermittent region (7.9 ≤ Ur_end ≤ 8.3)

observed in Jauvtis and Williamson (2004). More research is

needed to understand and predict the stability of the cylinder

response near branch transitions.

The stability of the high-amplitude state was quantified

as the ratio between the number of high-amplitude oscil-

lations after the development phase (Puns) and the number

of oscillations of an equivalent high-amplitude state main-

tained throughout the entire numerical simulation (Pideal). A

low Puns∕Pideal ratio indicates a fast high- to low-amplitude

state transition, whereas a high Puns∕Pideal value implies

several high-amplitude oscillations before experiencing a

state transition. The total cylinder stability S for a particular

inflow condition is

S =

∑N

i=1
Punsi

∑N

i=1
Pideali

(8)

where N = [1, 2, ...] accounts for the different tested ac.

Figure 10a shows the total cylinder stability across the

unstable upper branch region. The initial conditions were

Ur_ini = 2 and t∗
ini

= [0, 60]. The total stability reaches a

maximum and minimum value at the start and towards the

end of the upper branch, respectively. Although the tested

inflow conditions follow the same trend, there are significant

changes in total stability across Ur_end. Figure 10b exem-

plifies these differences at Ur_end = 7. The stability ratio

jumped from 7% to 71% over a small ac increment. Further

tests at lower initial velocities (Ur_ini = [0.5, 1]) showed sim-

ilar jumps in Puns∕Pideal as well. These results show that the

initial and development phases have an important influence

on the stability of the cylinder response. Another conflating
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Figure 10: Stability analysis throughout the unstable upper branch region. a) total stability S (Ur_ini = 2 and t∗
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= [0, 60]). b)
stability at Ur_end = 7 across tested ac

possibility points towards the numerical model as a source of

instability. This hypothesis was tested by repeating ten times

the Ur_end = [6.5, 6.75, 7] cases with Ur_ini = 2 and t∗
ini

= 0.

Figure 11 highlights the highest differences between tested

simulations. Ni et al. (2019) indicated that an important

source of error near branch jumps could be explained by

the inherent simplifications of the RANS equations. This

work shows that the tested numerical model is susceptible to

these simplifications and round-off numerical errors, which,

in turn, influence the upper branch stability.

The relationship between atrig (or t∗
trig

) and the initial

phase is critical to optimise the inflow parameters that lead

to a high-response state. It was not possible to establish this

relationship due to limitations regarding the maximum TCT

per simulation (Section 2.1) and inherent numerical errors

of the 2D RANS model. Nevertheless, a simple fit in the

stable region at Ur_ini = [0.5, 1, 2] resulted in the following

relationships

t∗
trig

= (1.55Ur_end − U0.9
r_ini

)1.65 (9)

for t∗
ini

= 0 seconds, and

t∗
trig

= (0.6Ur_end − U0.5
r_ini

)2.6 (10)

for t∗
ini

≥ 60 seconds. The maximum error is t∗
trig

± 1.2.

This data can be used as a starting point to further research

regarding the effects of the inflow conditions that lead to

high-response states under changes in Re, m∗� , and degree-

of-freedom, among other relevant parameters.

6. Conclusions

This work analyses the effects of the inflow conditions on

the bifurcations characteristics of a two-degree-of-freedom

low mass-damping cylinder undergoing VIV. A 2D RANS
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Figure 11: Three cases simulated 10 times each under the same initial conditions (Ur_ini = 2, t∗
ini

= 0). Only highest differences in
crossflow response are shown. (a,d,g) Ur_end = 6.5. (b,e,h) Ur_end = 6.75. (c,f,i) Ur_end = 7

model with the SST k−! turbulence model and the Runge-

Kutta fourth-order algorithm was implemented to simu-

late the fluid-structure interaction problem. The cylinder

response was analysed under different inflow conditions and

systematic decrements of the inflow acceleration. The results

showed a bifurcated response throughout the upper branch

dependent on the initial inflow conditions. A low-amplitude

state was observed at high inflow accelerations, whereas a

high-amplitude state was reached when the inflow accel-

eration decreased below a certain threshold. The transition

between amplitude states was affected by the initial phase.

The maximum inflow acceleration required to reach a high-

amplitude state was increased up to four times when the fluid

forces around the cylinder were allowed to reach a steady

oscillatory state within the initial phase. A further, although

secondary, increment in inflow acceleration can be achieved

by considering higher initial reduced velocities. A proper

selection of the inflow conditions led to a 60% reduction in

the required computational time per simulation.

The bifurcated response within the upper branch can

be further decomposed in terms of its temporal stability. A

bistable response was observed between 5.25 ≤ Ur < 6.25,

where a particular low- or high-amplitude state was sus-

tained for the duration of the numerical simulation. Unstable

responses were observed between 6.5 ≤ Ur ≤ 8.4, where the

cylinder transitioned from a high- to a low-response state af-

ter a certain number of high-amplitude oscillations. Unstable

responses were associated with multi-frequency fluid forces

that interfere with the vortex strength and fluid-cylinder

energy transfer, precipitating a high- to a low-amplitude

state transition. A systematic analysis of the unstable region

showed that the timing of the amplitude state transition

is highly sensitive to the initial inflow conditions and the

inherent simplifications of the tested 2D RANS model.

Practical recommendations for 2D RANS models in two-

degree-of-freedom low m∗� cylinders subjected to VIV:

• Estimate the range of high-amplitude responses and

simulate a particular condition under different inflow

accelerations.

• Consider the implementation of an initial phase to sig-

nificantly increase the minimum inflow acceleration

required to trigger a high-amplitude state and, as a

consequence, reduce the required computational time

per simulation.
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• Awareness of possible instabilities in 2D RANS mod-

els. Special attention should be taken in cases with

low response stability that might be misinterpreted as

a low-amplitude state.
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