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Abstract

Article prediction is a task that has long defied

accurate linguistic description. As such, this

task is ideally suited to evaluate models on their

ability to emulate native-speaker intuition. To

this end, we compare the performance of native

English speakers and pre-trained models on the

task of article prediction set up as a three way

choice (a/an, the, zero). Our experiments with

BERT show that BERT outperforms humans

on this task across all articles. In particular,

BERT is far superior to humans at detecting the

zero article, possibly because we insert them us-

ing rules that the deep neural model can easily

pick up. More interestingly, we find that BERT

tends to agree more with annotators than with

the corpus when inter-annotator agreement is

high but switches to agreeing more with the

corpus as inter-annotator agreement drops. We

contend that this alignment with annotators, de-

spite being trained on the corpus, suggests that

BERT is not memorising article use, but cap-

tures a high level generalisation of article use

akin to human intuition.

1 Introduction and Motivation

Pre-trained models, such as BERT (Devlin et al.,

2018), RoBERTa (Liu et al., 2019) and more re-

cently T5 (Raffel et al., 2020), are the state of the

art across several tasks in computational linguis-

tics. In addition, transformer-based models are

known to have access to information as varied as

part of speech information (Chrupała and Alishahi,

2019; Tenney et al., 2019b), parse trees (Hewitt

and Manning, 2019), the NLP pipeline (Tenney

et al., 2019a), and constructional information (Tay-

yar Madabushi et al., 2020). These models tend to

perform so well that, on certain tasks, they outper-

form human baselines (Zhang et al., 2020).

In this work, we investigate how well language

models, specifically BERT Large, perform on the

linguistically interesting task of article prediction.

English article prediction, further discussed in Sec-

tion 2, is a phenomenon that native speakers of En-

glish find almost trivial. At the same time, linguists

find it particularly difficult to formulate the rules

that would govern article usage: article use cannot

be captured by local co-occurrence but is depen-

dent on the wider context and often there is no one

“right” article, but multiple options are possible,

albeit with slight differences in the meaning con-

veyed. Grammar correction systems prior to BERT

struggled to reach acceptable levels of performance

on article selection (detailed in Section 2). As we

will show, BERT shows performance on this task

that is superior to that of humans. Given this, it

is interesting to investigate how BERT attains this

level of accuracy and what the implications are for

the system: does BERT manage to go beyond the

local vicinity into the larger context to track the

referent?

The current study compares the performance

of transformer-based pre-trained models and hu-

mans in an attempt to explore how language mod-

els handle an, in essence, creative task, with an

emphasis on how model performance changes with

inter-annotator agreement. We also explicitly in-

corporate the plural indefinite or zero (Ø) article

(detailed in Section 2) as in the sentence There are

Ø merchant bankers who find it convenient to stir

up Ø apprehension with a view to drumming up Ø

business for themselves.

The flexibility that is inherent in article usage

requires us to explore methods of evaluation that

do not rely solely on accuracy. While the short-

comings of relying too heavily on accuracy based

metrics have been highlighted in prior work (see

Section 3), these difficulties are accentuated by

the presence of flexibility. Clearly, there is little

need to require a model to output one specific class

if people are comfortable with multiple options.

As such, we evaluate performance based on the
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Matthews correlation coefficient between human

annotators and model outputs at each different level

of inter-annotator agreement.

To this end, this works aims to answer the fol-

lowing questions: a) How well do language models

perform on a task that humans rely on intuition

rather than deliberate reasoning, specifically article

prediction, and b) how does this performance vary

with increased flexibility in the article that can be

used, as measured by inter-annotator agreement.

So as to ensure reproducibility and to aid future re-

search in this direction, we make our scripts freely

available and our dataset, built from the British

National Corpus (BNC) (BNC Consortium, 2007),

available under the required licence1. Further de-

tails on the BNC are presented in Appendix A.

2 The English Article System

There are three articles in English: a) the definite

article, the, b) the indefinite article, a/an, and c) the

absence of an article or the zero (Ø) article (Swan

and Walter, 1997).

There have been several sets of guidelines for

the use of articles starting with the early works by

Huebner (1983, 1985); Thomas (1989). The most

general ones rely on a few parameters only, such as

Hearer Knowledge (whether the interlocutor can be

considered to be able to identify the referent) and

Referent Specificity (whether a specific referent is

identified), augmented with Number and Countabil-

ity, while the more specific ones offer numerous

semantic types and subtypes, bordering on the id-

iosyncratic; see work by Swan and Walter (1997)

for an overview. Although none of these variables,

individually or in conjunction, can accurately pre-

dict article usage, recent work on the classification

of a large, manually annotated sample has found

that a hierarchical ordering of these same param-

eters, with Hearer Knowledge at the top, predicts

article usage correctly in 93 percent of all cases that

allow variation (about 15% of all instances can be

considered a set phrase in that only one article can

be used, e.g., “one at a time” (Divjak et al., 2022).

However, deciding whether the interlocutor can

be considered as able to identify the referent in-

volves world knowledge, including cultural knowl-

edge; although both Sheffield and Birmingham are

home to many universities, when we refer to the

1https://github.com/H-TayyarMadabushi/Abstraction-not-
Memory-BERT-and-the-English-Article-System-NAACL-
2022

University of Sheffield/Birmingham we have one

particular one in mind, which our interlocutor only

knows if they are familiar with the local landscape.

In addition, article usage appears to be a matter of

what cognitive linguists would call construal, or the

freedom to present a situation linguistically in dif-

ferent ways. Analysing 3 alternative forced-choice

data from 181 native speakers of English who were

asked to insert articles that had been removed from

longer (200-300 words) texts, (Romain et al., 2022)

relied on Entropy to quantify the restrictiveness

of the context and to identify types of contexts in

which choice is allowed versus inhibited. They

found that some contextual properties, such as Ref-

erent Specificity, are rather restrictive, leaving the

speaker with little choice in terms of which article

to use while other contextual properties, such as

Hearer Knowledge, are such that several articles

are possible, albeit with slightly different seman-

tic implications In other words, only in situations

where the referent is specific do native speakers

tend to converge on the same article.

The English article system thus finds itself in the

awkward position of its strongest predictor being

open to interpretation. The freedom regarding the

interpretation of the top predictor, and the seman-

tic differences it entails, is possibly why second

language learners whose first language does not

include an article system find the article system

notoriously difficult to master. The same can be

expected to apply to computational systems who

tend to struggle to capture fine-grained meaning

nuances, even though they have acquired world

knowledge.

3 Related Work

Automatic article prediction has been the focus

of study for several decades starting with rule

based systems, aimed at improving machine transla-

tion (Murata, 1993; Bond et al., 1994). Subsequent

machine learning models for article prediction in-

cluded work by Knight and Chander (1994), who

use decision trees and Han et al. (2006), who use

a maximum entropy classifier to select among a/an,

the, or the zero article.

Article prediction was then clubbed with similar

phenomena, such as prepositions and noun num-

bers, to be included as part of shared tasks on Gram-

matical Error Correction at CoNLL-2013 (Ng et al.,

2013) and CoNLL-2014 (Ng et al., 2014). These

shared tasks, and their associated datasets, signifi-
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cantly increased interest in article prediction albeit

as part of the broader problem of grammatical error

correction. More recent methods, such as work by

Lichtarge et al. (2020), make use of advances in

neural machine translation for grammatical error

correction. For an up-to-date and extensive han-

dling of grammatical error correction, including

article prediction, we direct readers to the tutorial

by Grundkiewicz et al. (2020).

Of relevance to the second question we aim

to answer, that of how annotator agreement af-

fects model performance, is the work by Lee et al.

(2009), who study the various factors that influ-

ence the level of human agreement. Additionally,

Ribeiro et al. (2020) show that state-of-the-art mod-

els are better evaluated using a checklist as opposed

to traditional metrics, a notion that we supplement

in our experimental procedure (Section 4).

4 Methodology

As mentioned in Section 1, our goal is to under-

stand how language models do on the task of article

prediction and how their performance varies with

inter-annotator agreement. Our overall method-

ology for answering these questions involved the

following steps:

1. We start by explicitly adding the null article

(Ø) to the British National Corpus (BNC).

2. We then set up the task of classifying arti-

cles as a token classification (sequence to se-

quence) task and train a (BERT Base) model.

We use 150,000 examples as the training set.

3. Using the results of this model, we construct

a set of around 2,500 examples, about 30% of

which are selected to be incorrectly tagged by

BERT Base. This is to ensure that the eval-

uation set contains examples from different

levels of difficulty. These 2,500 examples are

annotated by paid annotators, thus providing

us with an evaluation set.

4. We compare the performance of human an-

notators to that of BERT Large, trained on

the training set of 150,000 examples from the

BNC.

These results are presented in Section 5 along with

an analysis. The following sections detail the steps

listed above.

4.1 Data Preparation and Zero article

Tagging

Table 1 provides examples of when the zero article

is used and we include the scripts used to add zero

articles to sentences in the code released with this

work.

Referent
Specificity

Noun Count Example

Not Specific,
known to
the hearer

Uncountable
Ø Pasta is an Italian
commodity.

Plural
Ø Tigers are
magnificent animals.

Not specific,
not known

to the hearer

Uncountable Can I order Ø rice?

Plural
I would like Ø better
shoes.

Specific,
not known

to the hearer

Uncountable
Ø Soup was served
with the meal.

Plural
Ø Engineers were
called to the scene.

Table 1: Examples of some occurrences of the zero

article, also known as the plural indefinite article.

All training and evaluation examples are created

to consist of three sentences: the target sentence

with one article blanked out and one preceding and

one succeeding sentence with no words blanked

out. We provide context to ensure that there is

sufficient information available to correctly predict

an article. Example 1, illustrates one element of

the data used.

(1) It is a local landmark which received ø national and in-
ternational recognition and helped turn the tide against
the thoughtless demolition of the Sixties. Still with
Booth Shaw, Denison produced radical pro-
posal for ø flats for ø single people in the heart of
the city centre. The site was a rambling and derelict
pub, the Royal Hotel, which was originally a Georgian
coaching inn.

4.2 Model Selection and Training

Although masked language modelling, which in-

volves “filling in the blanks” is most similar to the

task at hand, the introduction of the zero article

makes this impractical as pre-trained models are

not trained on the zero article. Given these limi-

tations we model this as a sequence to sequence

task where, as is typical of, the output sequence is

required to consist of the token ‘A’, ‘The’ or ’Zero’

based on the corresponding article, or the token ‘O’

otherwise. As such, the model makes a prediction

associated with every input token, not just the one

that is masked.

Based on initial experimentation with different

models and hyperparameters (i.e., manual tuning),

we settled on the use of BERT fine-tuned on a
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training set consisting of 150,000 examples for

one epoch, based on model performance on a de-

velopment set (consisting of 30,000 examples).

More epochs quickly lead to overfitting. RoBERTa

(trained for 6 epochs), despite being considered a

more optimised version of BERT, surprisingly does

not perform as well as BERT.

We first use BERT Base, trained on 150,000 ex-

amples for 1 epoch, to predict all articles in the

target (central) sentence. Based on this initial clas-

sification we pick 2,500 examples for manual tag-

ging, such that approximately 30% of the examples

were incorrectly tagged by BERT Base. We per-

form this additional step to ensure that we pick

some examples that are ‘difficult’, as determined

by BERT Base’s inability to get them right. Finally,

BERT Large trained on the same set of examples,

is used to predict the articles presented to human

annotators. In both cases, we use the models im-

plemented by Wolf et al. (2020). These results and

an analysis are presented in Section 5. Model and

hyperparameters are presented in Appendix B.

4.3 Human Annotation

Manual annotation took the format of an online sur-

vey modelled after a cloze test. Participants were

presented with individual examples consisting of

three sentences each, wherein the central sentence

had exactly one article omitted and replaced with

a blank space, as illustrated in Example 1 above.

Participants were required to select which article

had been omitted from a multiple-choice list that

was presented below the sentences.

A total of 2500 sentences were tagged, with each

participant tagging 160 randomly selected items.

The aim was for each sentence to be tagged by five

different participants. Further details on the process

including instructions, recruitment, payment and

approvals are provided in Appendix C.

5 Empirical Evaluation and Discussion

The results presented in this section were obtained

by evaluating BERTL on the same gap filling ex-

ercise that was presented to humans. BERTL was

fine-tuned 5 times on 150,000 training examples

and evaluated on a development set which, like the

training set, was extracted from the corpus and not

human annotated. The training data used consisted

of 150,000 examples, of which about 135,000 were

“the”, 60,000 “a” and 146,000 “zero”. The develop-

ment set consisted of 30,000 examples, of which

about 25,000 were “the”, 12,000 were “‘a” and

25,000 were “zero”.

The best performing run on this development

set was used for the human annotated test set. Of

the 2,500 examples picked for manual annotation,

2,383 were annotated by the required five annota-

tors and this subset was used for evaluation. This

evaluation set consists of about 1200 sentences that

were annotated by the majority of annotators with

“the”, 500 with “a”, and about 550 with “zero”. A

further 108 sentences had multiple labels receiving

the same number of votes and were thus tied. The

complete evaluation set consists of about 150,000

tokens.

The A/An
Zero
(Ø)

A
ll

D
at

a
(2

3
8

4
) BERTL vs 4 Human 0.580 0.659 0.589

BERTL vs Corpus 0.631 0.658 0.731

4 Human vs Corpus 0.553 0.589 0.590

BERTL vs Control 0.488 0.573 0.514

4 Human vs Control 0.490 0.578 0.515

Corpus vs Control 0.440 0.519 0.501

Table 2: Phi coefficient (φ) of correlation between

four human annotators (4 Human), BERT Large, a fifth

annotator used as a human baseline (Control) and the

corpus presented by each article. Number of examples

in parenthesis.

Tables 2 and 3 present the Phi coefficients

(Matthews Correlation Coefficient) between four

human annotators (4 Human), different models, a

fifth human used as a control (Control) and the cor-

pus. Table 2 presents the Phi coefficients across

all of the data. Each block in Table 3 presents Phi

correlations between subsets of examples on which

either the 4 annotators completely agree (4 agree),

exactly three agree (3 agree), or on those examples

on which two agreed. In instances other than where

all data (Table 2) is presented, we exclude from our

analysis those examples where there is a tie be-

tween different articles. Importantly, this results

in a different number of examples at each level of

agreement presented above (example counts listed

in parenthesis). Finally, the last three rows in each

block, which provide the correlations with the fifth

annotator, provide a baseline or control for compar-

ison.

Across all data, BERTL has a higher correlation

with the corpus (BERTL vs Corpus) than do the four

human annotators (Corpus vs 4 Human) across all

articles. While this can be ascribed to the fact that

BERT was fine-tuned on a fairly large training set

of 150,000 examples, BERT Large also has a higher
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correlation with the four annotators (BERTL vs 4

Human) than they do with the corpus (4 Human vs

Corpus) across all but one of the articles on which

it misses out by an insignificant margin.

The A/An
Zero
(Ø)

4
A

g
re

e
(9

8
4

) BERTL vs 4 Human 0.810 0.869 0.792

BERTL vs Corpus 0.738 0.777 0.755

4 Human vs Corpus 0.787 0.822 0.767

BERTL vs Control 0.645 0.721 0.621

4 Human vs Control 0.713 0.770 0.667

Corpus vs Control 0.600 0.665 0.592

3
A

g
re

e
(8

8
6

) BERTL vs 4 Human 0.545 0.617 0.626

BERTL vs Corpus 0.605 0.639 0.719

4 Human vs Corpus 0.469 0.554 0.639

BERTL vs Control 0.427 0.525 0.511

4 Human vs Control 0.456 0.581 0.542

Corpus vs Control 0.374 0.489 0.524

2
A

g
re

e
(1

6
8

) BERTL vs 4 Human 0.227 0.468 0.390

BERTL vs Corpus 0.501 0.549 0.692

4 Human vs Corpus 0.280 0.344 0.403

BERTL vs Control 0.269 0.338 0.283

4 Human vs Control 0.204 0.256 0.323

Corpus vs Control 0.295 0.334 0.200

Table 3: Phi coefficients (φ) at different levels of inter-

annotator agreement. See text for details.

Although BERT has a high correlation with the

corpus across all data, a fine-grained analysis based

on the possible level of flexibility in article use, as

determined by inter-annotator agreement (Table 3),

shows that this is not always the cast. Surprisingly,

when there is least flexibility (i.e. when all four

annotators agree) BERT agrees more with human

annotators than with the corpus. In fact, in this

case (‘4 Agree’ in Table 3) the agreement between

BERT and the four annotators is higher than be-

tween any other pair. Also interesting is the fact

that BERT switches back to being more highly

correlated with the corpus when there is any possi-

bility of flexibility (i.e. inter-annotator agreement

is not perfect). This is contrary to what we expect

as BERT is trained on the corpus and as such we

expect to see a higher correlation between BERT

and the corpus across all cases. This behaviour

suggest that BERT seems to have access to a high

level generalised representation of article use that

cannot be ascribed to memory.

BERT also has a significantly higher correlation

with the corpus on the null article than do either the

four human annotators or the fifth control annotator

except in the case where there is complete agree-

ment between the four annotators (4 Agree). We

believe that this is a result of the fact that we insert

the null article using a fixed set of rules that deep

neural models can easily pick up. Human annota-

tors, on the other hand, seem to find it harder to

identify this addition to the article system, except

in the more obvious cases.

6 Conclusions and Future Work

In this work, we aimed to study the capabilities

of pre-trained language models, specifically BERT,

on the linguistically relevant task of article predic-

tion that native speakers are intuitively good at but

linguists have been unable to formalise adequately,

while focusing on how these abilities change with

the increased flexibility in article use. Our re-

sults show that BERT has a very high correlation

with human annotators when there is least flexibil-

ity as measured by inter-annotator agreement, but

switches to agreeing with the corpus when there is

flexibility in article use. These results, we contend,

point to BERT having access to a high level gen-

eralised representation of article use distinct from

memorisation.

We intend to focus future work on better under-

standing the specifics of this high level representa-

tion of article use contained within BERT. Also, the

current study is limited in the languages explored

and we intend to address this limitation by studying

similar intuitive phenomena that evade linguistic

description on languages other than English; an

example would be aspect in Slavonic languages.

Finally, we intend to extend our analysis by com-

paring BERT’s output ‘confidence’ with annotator

agreement, similar to methods presented by (Divjak

et al., 2016).
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Dagmar Divjak, Ewa Dąbrowska, and Antti Arppe.
2016. Machine meets man: Evaluating the psycho-
logical reality of corpus-based probabilistic models.
Cognitive Linguistics, 27(1):1 – 33.

Dagmar Divjak, Laurence Romain, and Petar Milin.
2022. From their point of view: the article category
as a hierarchically structured referent tracking sys-
tem. Under revision, Linguistics: an interdisciplinary
journal of the language sciences.

Roman Grundkiewicz, Christopher Bryant, and Mariano
Felice. 2020. A crash course in automatic grammati-
cal error correction. In Proceedings of the 28th Inter-
national Conference on Computational Linguistics:
Tutorial Abstracts, pages 33–38, Barcelona, Spain
(Online). International Committee for Computational
Linguistics.

NA-RAE Han, MARTIN Chodorow, and CLAUDIA
LEACOCK. 2006. Detecting errors in english article
usage by non-native speakers. Natural Language
Engineering, 12(2):115–129.

John Hewitt and Christopher D. Manning. 2019. A
structural probe for finding syntax in word represen-
tations. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4129–4138, Minneapolis, Minnesota. Association for
Computational Linguistics.

Thomas G Huebner. 1983. A longitudinal analysis of
the acquisition of English by an adult Hmong speake.
Ph.D. thesis, The University of Hawaii at Mānoa.
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A The BNC

The dataset used in the experiments presented in

this work is extracted from the British National Cor-

pus (BNC) distributed by the University of Oxford

on behalf of the BNC Consortium and is consistent

with its intended use. We extract sentences from

both the spoken (BNC 2014 release) and the writ-

ten (BNC 1994 release) versions of the BNC. Ex-

amples cited within the paper have been extracted

from the BNC and all rights in the texts cited are

reserved. We make use of the BNC to ensure that

we use a well balanced data source that does not

uniquely identify individuals or include offensive

content. Detailed statistics pertaining to the BNC

are available on the BNC website2.

2http://www.natcorp.ox.ac.uk/corpus/

index.xml?ID=intro

The BNC is available under the BNC User Li-

cence3 and given that we build our dataset from the

BNC, access to our dataset is subject to access to

the BNC.

B Model, Training, Hyperparameter and
Hardware Details

For our experiments, we make use of BERT Base,

which consists of 110 million parameters and

BERT Large consisting of 340 million parame-

ters. We use the default hyperparameters for both

models except in changing the number of epochs

to 1 and the maximum input sequence length to

150. This was based on our initial experimenta-

tion wherein we found that more epochs quickly

lead to overfitting. In particular, we run our ex-

periments using the Hugging Face Transformers

implementation available online4.

Models were trained using a Tesla V 100 GPU,

and the entire training and optimisation process

took approximately forty hours.

Models were run multiple times, each with a dif-

ferent random seed so as to avoid local minimum.

In each case, models were evaluated on the develop-

ment set which, like the training set was extracted

from the corpus and not manually annotated. The

best performing model on the development set was

used for subsequent experiments. The results over

10 different random seeds on the development set

for BERT Base are presented in Table 4. .

Run
No.

Dev F1

1 0.8940

2 0.8936

3 0.8953

4 0.8942

5 0.8957

6 0.8930

7 0.8941

8 0.8947

9 0.8936

10 0.8944

Table 4: Results over 10 different random seeds on the

development set for BERT Base – used to pick the best

run used in subsequent experiments. We note that the

variation in results across radom seeds isn’t significant

due to the large training set used.

3http://www.natcorp.ox.ac.uk/docs/

licence.html
4https://github.com/huggingface/

transformers/blob/master/examples/

legacy/token-classification/run_ner.py
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We calculate the Phi coefficients (φ) in R (ver-

sion 4.0.3) using the psych package (version 2.0.9).

C Annotation Details

The annotation was done using Qualtrics and partic-

ipants were recruited through Prolific. Each partici-

pant was compensated £3.75 for annotating approx-

imately 160 examples, which took participants an

average of 42 minutes, a little over the 30 minutes

we estimated it would take. We recruited a total

of 108 annotators of whom 68 were female and

40 were male. Most annotators had a Bachelor’s

degree or had attended some college, and close to

65% of them were between the ages of 20 and 40.

Participants, who were all native speakers of

British English and residing in the UK or Ireland

(due to the use of the BNC), were instructed to read

all three sentences before choosing which article

they would fill the gap with. Four quality control

questions were included in order to make sure that

participants were paying attention.

The exact quality control questions were chosen

following a pilot study run on 15 participants - a

manual analysis of these results by linguists indi-

cated that those who failed to correctly answer any

one of these quality control questions, considered

to be relatively straightforward, seemed to do little

better than chance overall. If any one of the qual-

ity control questions were answered incorrectly,

participants were not allowed to continue with the

survey.

The risks associated with annotation are two

fold: The first is to do with the risk of annota-

tors not being representative of the general popu-

lation. As such, we placed no restrictions on the

demographics of our annotators except as required

by the study. That is, we recruited fluent English

speakers from the UK and Ireland, to ensure that

they speak British English, consistent with our use

of the BNC. The second risk is to do with annota-

tors not being treated fairly. To ensure that this was

not the case, we paid annotators a sum of £3.75

for what we estimated, based on our internal trials,

would constitute 30 minutes of work. In addition,

data collection was run with the approval of the

ethics committee at the University.

C.1 Instructions to Annotators

Thank you for agreeing to take part in this study.

For participating in the study you will earn £3.75.

This study is run with the approval of the ethics

committee at the University.

If you have any questions about the survey

please contact me, Dr Harish Tayyar Madabushi at:

H.TayyarMadabushi.1@bham.ac.uk.

Instructions

Please read these instructions carefully before con-

tinuing to fill in this survey.

In this study you will be presented with three

sentences on each trial. In the middle sentence,

one word is missing and it is your task to provide

it; it can be either a(n), the or ZERO. In the first

and last sentence, all words are provided. Please

read all three sentences before filling the gap.

Example

Consider the following example where the special

character ‘Ø’ represents locations where an article

could have occurred, but, in this particular case,

does not:

But there is no escape for Ø non - runners , who

are required to sign up for Ø light duties. That

takes care of Sunday . We cannot refuse,

because we are in Ø awe of the formidable women

running the PTA.

You are required to fill in the with one

of:

1. a/an

2. the

3. Zero (Ø)

In the example above, the correct answer is Zero

(Ø).

Instructions

This survey consists of approximately 170 ques-

tions and should take you about 30 minutes to com-

plete.

IMPORTANT: Some of these questions - the

quality check questions - will be used to perform

a quality check and will be presented at random

points in this survey. If you get too many of the

quality check questions incorrect, your submission

may be rejected. Please pay attention to the an-

swers you provide as rejected submissions are not

eligible for payment.

Thank you very much for taking the time to par-

ticipate in this study. You will first need to answer

some questions about your background, followed

by a few benchmark questions, before you start on

the bulk of the survey.
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