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Numerical dynamo simulations cannot operate at the physical conditions of Earth’s core, yet they often 
produce fields that appear morphologically similar to the present geomagnetic field. A key issue is 
therefore to decipher under what conditions “Earth-like” simulations can be achieved. Recent work has 
shown that a set of simulations undertaken along a specific path in parameter space smoothly approach 
the QG-MAC dynamics that are expected in Earth’s core, whereby the leading order force balance is 
Quasi-Geostrophic with Magnetic, Archimedean and Coriolis forces equilibrating at first order. However, 
a systematic link between QG-MAC balance and morphological features of the simulated fields has yet 
to be established. Here we assess a suite of 67 simulations using established compliance criteria for the 
field morphology and scale-dependent force balances to quantify the internal dynamics. Morphological 
compliance with the modern geomagnetic field does not imply a single underlying force balance or 
vice versa; however, the majority of compliant simulations, including all those approaching a realistic 
value of the magnetic Reynolds number Rm, are in QG-MAC balance. Simulations that simultaneously 
achieve excellent morphological compliance with Earth’s modern field, QG-MAC balance, and high Rm, 
are confined to an intermediate range of dipolarity (the ratio of energy in the dipole field to the energy 
truncated at degree 12 at the outer boundary). Reversing simulations in this dipolarity range maintain 
dominant QG-MAC balance during polarity transition, though inertia makes a non-negligible contribution 
to the force balance.

© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Observations of the geomagnetic field obtained at Earth’s sur-
face provide a probe into the dynamics and evolution of our plan-
et’s deep interior. On long timescales, the field is axial dipole-
dominated (Biggin et al., 2020) and exhibits irregular polarity re-
versals (e.g. Cande and Kent, 1992). However, despite significant 
recent progress (Panovska et al., 2019), global descriptions of the 
time-varying field morphology beyond the last 100 kyrs are hin-
dered due to limitations in the spatio-temporal resolution of avail-
able data (Korte et al., 2018). The recent field is well characterised 
by satellite observations over the past 2 decades (e.g. Finlay et al., 
2020) and by historical observations over the past 400 years (Jack-
son et al., 2000). The field morphology over this period, projected 
down to the core-mantle boundary (CMB), is dominated by two 
pairs of intense equatorially antisymmetric flux patches at high 
latitudes situated outside the tangent cylinder and drifting patches 

* Corresponding author.
E-mail address: takashi.geodynamics@gmail.com (T. Nakagawa).
https://doi.org/10.1016/j.epsl.2022.117752
0012-821X/© 2022 The Authors. Published by Elsevier B.V. This is an open access article
at low latitudes in the Atlantic hemisphere. These features are a 
product of the dynamo process that generates the field in the liq-
uid outer core.

Dynamo simulations provide a powerful tool for inferring 
links between the observable field at the CMB and the three-
dimensional and time-dependent dynamics in Earth’s core. The 
main limitation of these simulations is that they cannot yet employ 
realistic values of the physical properties of Earth’s core (e.g. Wicht 
and Sanchez, 2019). Recent simulations have reached extreme con-
ditions of low viscosity, rapid rotation and vigorous convection 
(e.g., Sheyko et al., 2016) and it has been argued that these may 
already represent the large-scale dynamics expected in Earth’s core 
(e.g., Aubert et al., 2017). However, these simulations are scarce 
(the vast major of existing simulations use much more modest 
physical properties), and computationally expensive such that a 
systematic exploration of parameters at such extreme conditions 
is unlikely in the near future. Moreover, there is no guarantee 
that any given set of input parameters will produce a CMB field 
that resembles the modern geomagnetic field. A crucial question is 
therefore to establish how an Earth-like magnetic field morphology 
can be achieved.
 under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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In order to determine if a numerical dynamo simulation can 
be considered as “Earth-like”, two approaches are currently used. 
The first is to compare the magnetic field derived from numeri-
cal dynamo simulations to models of the observed field (Dormy 
et al., 2000; Christensen et al., 2010; Davies and Constable, 2014; 
Mound et al., 2015). We follow previous studies (Aubert et al., 
2013; Davies and Constable, 2014; Mound et al., 2015; Christensen, 
2018; Gastine et al., 2020) and employ the compliance criteria 
of Christensen et al. (2010), which determine the misfit between 
simulated and observed fields in terms of their axial dipole domi-
nance, zonality, equatorial symmetry, and flux concentration factor 
(FCF). Christensen et al. (2010) suggested that acceptable misfits 
are obtained in a wedge-shaped region of the parameter space 
defined by the magnetic Reynolds number Rm, the ratio of mag-
netic advection and diffusion timescales, and E/Pm, the ratio of 
magnetic diffusion and rotational timescales where E is the Ek-
man number and Pm is the magnetic Prandtl number. However, 
Davies and Constable (2014) and Tassin et al. (2021) have found 
that simulations with E/Pm and Rm within the wedge may not 
produce simulated field morphologies with acceptably low misfit 
as defined by Christensen et al. (2010). Moreover, the compliance 
criteria only test the CMB field that is produced by the simulation; 
they do not consider the internal state of the dynamo.

The second method for assessing dynamo simulations is to 
compare the force balance output from the model against theo-
retical predictions (e.g. Davidson, 2013; Yadav et al., 2016; Aubert 
et al., 2017). In Earth’s core, plausible values for the material prop-
erties strongly suggest that viscous and inertia forces are unim-
portant for the bulk dynamics. Recent high-resolution simulations 
(e.g., Aubert et al., 2017) have found that the large-scale force bal-
ance is quasi-geostrophic (QG) at leading order. At first order the 
expected balance is between Magneto-Archimedean-Coriolis (MAC) 
forces (Davidson, 2013; Aubert et al., 2017), and hence the dynamo 
is in QG-MAC balance. Schwaiger et al. (2019) surveyed a wide 
parameter range and found that dipole-dominated dynamos are 
generally in QG-MAC balance, while dynamos where the Lorentz 
force is replaced at first order by viscosity (QG-VAC balance) or 
inertia (QG-CIA balance) occur only near the onset of convec-
tion or when the CMB field loses dipole-dominance. Aubert et al. 
(2017) co-varied E , Pm and the convective forcing in simulations 
that follow a path determined by enforcing QG-MAC balance and 
invariance of Rm. Moving along the path towards Earth-like con-
ditions they found increasing ratios of magnetic to kinetic energy 
and ohmic to viscous dissipation, which are expected on theoreti-
cal grounds (Davidson, 2013). Davies et al. (2022) pointed out that 
QG-MAC theory smoothly links the root-mean-square (RMS) mag-
netic field strength both in the bulk and at the CMB as well as the 
CMB dipole field strength between simulations and estimates for 
present-day Earth. However, while some QG-MAC dynamos have 
been shown to exhibit Earth-like magnetic fields according to the 
compliance test (Aubert et al., 2013, 2017), a systematic link be-
tween the dynamo dynamics, as measured by the force balance, 
and the observed field morphology, as measured by the compli-
ance criteria, has yet to be established.

In this paper, we develop a direct link between the dynamo 
force balance and the observational field. A total of 67 simulations 
are used: 48 new cases and 19 cases from previous work (Mound 
et al., 2015; Sprain et al., 2019; Biggin et al., 2020; Meduri et al., 
2021). Detailed analysis of these simulations is supplemented by 
literature data from Schwaiger et al. (2019). The new cases are 
produced by first extending the simulated path of Aubert et al. 
(2017) to larger values of E and Pm and then perturbing the in-
put parameters about those suggested by the path theory. This 
allows us to simulate a range of dynamical behaviour without 
systematically sampling regions of parameter space that yield the 
QG-VAC balance, which is not relevant for Earth’s core. We ad-
2

dress the following questions: 1) What is the relationship between 
force balances and the morphological semblance with the modern 
geomagnetic field? 2) Can we determine conditions that produce 
Earth-like field morphology (as defined by the compliance criteria) 
and force balance (assumed to be QG-MAC) and relate these to 
input parameters for dynamo simulations? Finally, given that po-
larity reversals are a fundamental characteristic of the geomagnetic 
field, we briefly consider the behaviour of reversing simulations 
that produce both an Earth-like dipolarity (the ratio of dipole mag-
netic energy to magnetic energy up to spherical harmonic degree 
12 on the outer boundary), Rm, and force balance.

2. Model description

2.1. Numerical dynamo simulations

We numerically solve the Boussinesq equations of the magneto-
hydrodynamic dynamo in a rotating spherical shell using the code 
described in Willis et al. (2007) and Davies et al. (2011). Details of 
the numerical model are given in the supplemental material. The 
non-dimensional numbers are

Ra∗ = gαF

8πρκ2�
(1)

Pr = ν

κ
(2)

Pm = ν

η
(3)

E = ν

2�D2
(4)

where F is the total co-density flux, ρ is the density, κ is the 
co-density diffusivity, η is the magnetic diffusivity, � is the an-
gular velocity of planetary rotation, D = ro − ri is the thickness of 
the spherical shell where ro denotes the outer boundary and ri the 
inner boundary, ν is the fluid viscosity, g is the gravitational accel-
eration at the CMB and α is the co-density expansivity. The ratio 
of inner to outer radii is set to 0.35 throughout.

Two series of numerical simulations are performed: (1) pure 
thermal driving and (2) thermo-chemical driving. In pure thermally 
driven cases, the boundary conditions are fixed flux (Fi = −1/r2

i
and Fo = −1/r2

o ) and there is no source-sink term because we 
assume no radioactive heating or secular cooling (Davies and Gub-
bins, 2011). A few cases include a heterogeneous outer boundary 
condition with amplitude (εq) given as:

εq = Fmax − Fmin

Fo
, (5)

where Fo is the heat flow across the outer boundary, Fmax is the 
maximum boundary heat flow and Fmin is the minimum boundary 
heat flow. The pattern of heterogeneity is taken from the tomo-
graphic model of Masters et al. (2000).

For thermo-chemically-driven cases, we follow Aubert et al. 
(2013). The mean co-density flux at the outer boundary is zero, 
while the amplitude of the (purely thermal) outer boundary het-
erogeneity is modelled by using 
q = 1.5qad and an adiabatic heat 
flow of qad = 11 TW in Eq. (5) of Aubert et al. (2013), with the 
same pattern as the thermal cases:


Fc

Fo
= α

C p

(
ri

ro

)2(
ψ − ψi

εL + εB

)

q

qad
∼ 0.13 (6)

where 
Fc is the peak-to-peak amplitude of co-density hetero-
geneity, cp is the heat capacity, ψ − ψi ∼ 107 is the difference of 
gravitational potential between the inner core boundary and the 
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average outer core value, and εL + εB ∼ 0.2 is the combined ther-
modynamic efficiency of latent heat and light element release. The 
mean co-density flux at the inner boundary is 1/r2

i without impos-
ing the lateral heterogeneity. The source-sink term of co-density 
flux is (Christensen and Wicht, 2008)

S = − 3

r3
o − r3

i

. (7)

Eq (7) also gives the ratio of thermal and chemical buoyancy flux, 
which is 86 percent chemical driving by using the non-dimensional 
radii at inner and outer spheres.

2.2. Data analysis

For the output diagnostics, the magnetic Reynolds number (Rm) 
and the ratio of magnetic and kinetic energies (M) are used here, 
given as:

Rm = UD

η
(8)

M = E M

E K
(9)

where U is the characteristic fluid velocity based on the RMS 
(Root-Mean-Square) kinetic energy, E K is the kinetic energy, and 
E M is the magnetic energy. The magnetic Reynolds number in 
Earth’s core ranges from 400 to 4000 (Aubert et al., 2017). Here, 
we use 〈Rm〉 = 500 as the threshold for an Earth-like magnetic 
Reynolds number based on the minimum constraints from the core 
surface flow model (e.g., Holme, 2015), where 〈. . . 〉 denotes the 
time-averaged value.

In order to estimate the relevant force balance in numerical dy-
namo simulations, we compute the spectrum of each force as a 
function of radius following Aubert et al. (2017) and Schwaiger et 
al. (2019):

F 2
i (r) =

lmax∑
l=0

F 2
i,l(r) =

lmax∑
l=0

l∑
m=0

F 2
i,lm(r) (10)

where Fi,lm is the spectral form of each force (i = V: viscous; 
i = I: inertia; i = L: Lorentz; i = C: Coriolis; i = B; buoyancy; i = P: 
pressure) and lmax is the maximum truncation degree of spherical 
harmonic order in the numerical dynamo simulations. The force 
balance spectra across the bulk fluid layer are obtained by integrat-
ing Eq. (10) radially, excluding the viscous boundary layers at the 
top and bottom of the fluid layer (Aubert et al., 2017). The thick-
ness of the viscous boundary layers, dν , is defined by the peaks in 
the radial profile of horizontal velocity near the boundary (King et 
al., 2013). The forces are analysed as a function of spherical har-
monic degree l rather than order m as explained in Aubert (2019).

Using equation (10), we can define quantities that directly mea-
sure the force balance, following Schwaiger et al. (2019). First, the 
strong-fieldness δ quantifies the amplitude difference between the 
Lorentz force and the larger of the viscous and inertial forces:

δ =
( ∑lmax

l=1 F 2
L,l∑lmax

l=1 max(F 2
I,l, F 2

V ,l)

) 1
2

. (11)

Larger δ indicates a larger disparity between Lorentz force and 
both inertial and viscous effects, and hence a greater adherence to 
QG-MAC balance. Second, χnorm represents the difference between 
the scale lpol(r) = max(E K ,l(r)) at which the poloidal kinetic energy 
spectrum E K ,l(r) peaks and the scale lMAC at which QG-MAC bal-
ance is achieved, normalised by the minimum difference between 
3

lpol and the scales lVAC and lCIA at which VAC and CIA balance are 
achieved:

χnorm = χMAC

min(χCIA,χVAC)
(12a)

where

χi =
(

4π

V

ro−dv∫
ri+dv

(
lpol(r) − li(r)

lpol(r)

)2

r2dr

) 1
2

. (12b)

Here li(r) is the crossing degree of two force spectra (i = MAC: 
Lorentz and buoyancy; i = CIA: inertia-buoyancy; i = VAC: Viscous-
buoyancy) defined in Eqs. (16) to (18) in Schwaiger et al. (2019). 
Based on the results of Schwaiger et al. (2019), we expect that 
lower χnorm indicates that the characteristic flow scale approaches 
lMAC and diverges from the scales where either VAC or CIA balances 
dominate.

Both δ and χnorm are direct measures of the dominant force 
balance in the dynamo, while M is a convenient proxy for the ratio 
of Lorentz and inertial forces that is easier to calculate and more 
commonly output in dynamo simulations. Here we will compare 
the three quantities directly. The QG-MAC balance is approached 
when 〈δ〉 > 1, 〈χnorm〉 < 1 and 〈M〉 > 1 (Schwaiger et al., 2019). 
Unless otherwise stated, all derived quantities (e.g. energies, force 
balance, etc) are computed at each time point before averaging 
over time.

In reversing simulations, it is important for consistency to com-
pute force balance spectra over stable and transitional periods 
separately. We define stable polarity periods as times when the 
magnitude of the dipole tilt angle (−90 ≤ θdip ≤ 90) exceeds 45 de-
grees. Our focus is on times of stable polarity, which we analyse in 
section 3.1. In section 3.2 we briefly consider reversing behaviour 
in the QG-MAC regime.

For assessing how numerical dynamo simulations resemble the 
observed geomagnetic field, we use the criteria proposed by Chris-
tensen et al. (2010). This test is composed of computing misfit 
based on four quantities: axial dipole dominance, AD/NAD; odd-
even ratio, O/E; zonality, Z/NZ; and flux concentration factor, FCF . 
Those values are computed with the gauss coefficients truncated at 
spherical harmonic degree 8. The misfit of each parameter is com-
puted as:

χ2
i =

(
ln�i − ln�M

i

ln�S
i

)2

(13)

where �i are the computed values of each criterion (i = AD/NAD,

O/E, Z/NZ, FCF), �M
i is the corresponding value for the geomag-

netic field, and �S
i is the standard deviation estimated from time-

dependent and statistical field models (see Table 2 in Christensen 
et al., 2010). Based on the total misfit χ2 = ∑

i χ
2
i , simulations 

are categorized as excellent (χ2 ≤ 2), good (2 < χ2 ≤ 4), marginal 
(4 < χ2 ≤ 8) or non-compliant (χ2 > 8).

The original compliance criteria were applied by averaging 
each misfit measure over approximately 30 advection times, cor-
responding to around 5000 yrs (Christensen et al., 2010). Mound 
et al. (2015) showed that the individual χ2

i can vary substantially 
over the duration of a simulation and so care is needed when com-
paring to the modern geomagnetic field. In order to do that, we 
compute χ2 at each time point and then average over time win-
dows over different lengths (excluding the initial transient). We 
divide the time-series into N windows of equal length and fo-
cus on windows of 400 years, the length of the historical record, 
but also consider other window lengths. Finally, the total misfit is 
quoted for the window where χ2 takes its minimum value. This 
procedure for choosing an ‘optimum’ window reflects the fact that 
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Fig. 1. Force balance spectra (left) and radial magnetic field at the CMB (right) for (a) QG-MAC dynamo (LEDT042) and (b) QG-CIA dynamo (LEDT047). Vertical dashed 
lines indicate the spherical harmonic degree of the force balance (MAC: QG-MAC; CIA: QG-CIA). The case number can be referred to the Table S1 (Excel spreadsheet). (For 
interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)
time in the simulation is arbitrary, hence, any 400-yr window can 
be tested against the observed field.

As a final measure of the surface field morphology, we compute 
the dipolarity fdip , defined as the ratio of the RMS CMB dipole 
field strength to the RMS strength of the CMB field truncated up 
to degree 12 (Christensen and Aubert, 2006). Davies et al. (2022)
argued that, over the timescales spanned by dynamo simulations, 
the value of 〈 fdip〉 for the geomagnetic field should lie in the range 
0.35–0.75. This range encompasses the values of 0.64 and 0.7 ±0.3
for the satellite and historical fields respectively, rules out weakly 
and viscously-controlled dynamos that produce anomalously high 
fdip , and also omits dynamos that are clearly in the multipolar 
regime (Christensen and Aubert, 2006).

3. Results

We calculate compliance criteria and force balance spectra for 
48 new simulations (37 purely thermally-driven and 11 thermo-
chemically-driven) plus 19 (all pure thermally-driven) previously 
published simulations (Mound et al., 2015; Sprain et al., 2019; 
Biggin et al., 2020; Meduri et al., 2021). A case summary is pro-
vided in the supplemental material (Table S1). Briefly, the in-
put parameters are 120 ≤ Ra∗ ≤ 2400, 0.78125 ≤ Pm ≤ 50 and 
7.8125 × 10−6 ≤ E ≤ 10−3. Fourteen of these cases (LEDT001 to 
LEDT007 and LEDT038 to LEDT044) are designed to approximately 
follow the path theory of Aubert et al. (2017), in which the param-
eters are defined such that

RaF = εRaF 0; E

Pm
= √

ε
E0

Pm0
. (14)

Here ε is the path parameter, RaF is the flux Rayleigh number 
RaF = Ra∗(E/Pr)2, and we set E0 = 1 × 10−3 (reference Ekman 
number) and Pm0 = 50 (reference magnetic Prandtl number). By 
using the relationship between flux Rayleigh number and modified 
Rayleigh number with Pr = 1, the modified Rayleigh number has 
the relationship: Ra∗ = ε−1Ra∗

0 where Ra∗
0 = 120 is the reference 

modified Rayleigh number. The other 32 cases randomly select the 
input parameters within the range shown above.
4

All simulations use a spatial resolution from 96 to 192 radial 
grid points and truncation of up to 96 to 128 spherical harmonic 
degree, depending on the combination of input parameters. Time 
integrations are performed for between 100 and 10000 advec-
tion times (tadv = t′D/U ), where an Earth-like advection time is 
around 150 yrs (Christensen et al., 2010). This time integration 
period spans Holocene to Myr timescales, which is sufficient to 
compare outputs to the modern geomagnetic field. Several simula-
tions include polarity reversals, which are monitored by using the 
dipole tilt angle. To ensure consistency between non-reversing and 
reversing cases, we avoid taking averages over times including po-
larity reversals.

3.1. Relationship between field morphology and force balance

Fig. 1 shows the force balance spectra in the bulk fluid for 
typical cases that represent the QG-MAC (LEDT042) and QG-CIA 
(LEDT047) regimes. Also shown are maps of the radial magnetic 
field Br at the outer boundary of the simulation from the 400-yr 
window with minimum value of total misfit of compliance crite-
ria. In the QG-MAC dynamo (Fig. 1a), the ordering of the forces is 
the same as obtained by Schwaiger et al. (2019) and Aubert (2019, 
Fig. 2) whose terminology we follow. At leading order, geostrophic 
balance occurs at low harmonic degrees and is replaced by a mag-
netostrophic balance at high degree. At first order the MAC balance 
is achieved at spherical harmonic degree lMAC ∼ 10; below this 
scale the (vorticity) balance is characterised by a thermal wind, 
while above this scale a magnetic wind prevails. Inertial effects 
balance buoyancy and what remains of the Coriolis effect at har-
monic degree lCIA ∼ 20. The separation between Lorentz and in-
ertial forces is around 1 order of magnitude at the large scales, 
which is lower than the scale separation that arises at lower E/Pm
(e.g., Aubert, 2019). This simulation provides a good match to the 
modern geomagnetic field, with a dominantly dipolar and equa-
torially anti-symmetric field including intense high-latitude flux 
patches. In the QG-CIA dynamo (Fig. 1b), the zeroth and first order 
balances are the same as found by Schwaiger et al. (2019), with 
some differences emerging at smaller scales. In particular, the ex-
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Fig. 2. Time-averaged strong-fieldness 〈δ〉 (a), misfit value between the characteristic lengthscale of kinetic energy production and the force balance lengthscales 〈χnorm〉 (b), 
and energy ratio 〈M〉 of force balance spectra (c) all as a function of time-averaged dipolarity 〈 fdip〉. The filled colour denotes the total misfit value of the compliance test 
taken at the time window where χ2 reached its minimum value. The open triangle symbols are taken from the literature data in Schwaiger et al. (2019). The large symbols 
correspond to 〈Rm〉 ≥ 500 and small symbols correspond to 〈Rm〉 < 500. 〈. . . 〉 denotes the time-averaged value.
ample in Fig. 1b achieves QG-VAC balance around lVAC = 50 before 
achieving a QG-MAC balance at higher degrees, while the example 
in Schwaiger et al. (2019) does not achieve QG-VAC or QG-MAC 
balance at any spherical harmonic degree. The surface field for 
this case is strongly dipolar (high fdip) and does not comply with 
the morphology of the geomagnetic field. We have found another 
branch of the QG-CIA dynamo with low fdip (see below), but the 
spectra show that the ordering of the force balances is the same 
between the two cases.

Fig. 2 shows 〈δ〉, 〈χnorm〉, and 〈M〉, all evaluated in the bulk 
fluid, as a function of 〈 fdip〉 with the colour bar indicating the 
value of χ2 in the 400-yr window corresponding to a minimum 
χ2. Literature data taken from Schwaiger et al. (2019) is also plot-
ted. QG-MAC balance arises when 〈δ〉 > 1, 〈M〉 > 1, 〈χnorm〉 < 1 as 
shown by the dashed lines and is more strongly enforced as 〈δ〉
and 〈M〉 increase above 1 and as 〈χnorm〉 decreases below 1. The 
blue shaded region delineates the simulations that produce both 
global QG-MAC balance and 0.35 ≤ 〈 fdip〉 ≤ 0.75.

Four main findings emerge from Fig. 2. First, morphological 
compliance with the modern geomagnetic field does not imply 
a single underlying force balance: low χ2 values are obtained in 
both QG-MAC and QG-CIA regimes. However, the low χ2 QG-CIA 
models appear close to the transition to QG-MAC, generally have 
low Rm, and produce either too low or too high 〈 fdip〉 compared to 
modern Earth. Therefore, these simulations are not representative 
of Earth’s core dynamo. Second, QG-MAC balance does not imply 
low χ2. In particular, QG-MAC cases with high and low 〈 fdip〉 pro-
vide poor agreement with Earth’s modern field and are not guar-
anteed to yield high Rm. Third, the two previous findings do not 
appear to be affected by the degree to which a single force balance 
dominates. For example, increasing δ, χ−1

norm or M (i.e. greater ad-
herence to QG-MAC balance) does not produce a systematic trend 
in χ2. Finally, there appears to be a range of 〈 fdip〉 that is broadly 
consistent with the range suggested independently by Davies et 
al. (2022) in which the majority of simulations are characterized 
5

by QG-MAC balance, good or excellent morphological semblance, 
and high Rm. Remarkably, the single parameter 〈 fdip〉 appears to 
provide a reasonable proxy for all three of these desirable charac-
teristics.

To assess the effect of averaging on χ2, Fig. 3 plots 〈δ〉 (eval-
uated in the bulk fluid) as a function of 〈 fdip〉 with the colour 
bar indicating the minimum value of χ2 obtained with no time 
windowing, and time windowing spanning 400 years, 1000 years, 
and the total length of the simulation. In all four cases, the in-
dividual compliance criteria are computed at each time step be-
fore averaging, as in Christensen et al. (2010). χ2 increases with 
the length of averaging, which is expected because the simulated 
field morphologies vary significantly over timescales greater than 
the historical period. Large temporal variations in χ2 have previ-
ously been found in both dynamo simulations (Mound et al., 2015) 
and time-dependent field models spanning the period 10-100 ka 
(Panovska et al., 2019); indeed, the need for appropriate averag-
ing when applying the compliance criteria was recognised in the 
original study by Christensen et al. (2010). After 1000 yrs of av-
eraging we observe a roughly equal partitioning between dipolar 
models (〈 fdip〉 > 0.35) with good/excellent compliance and those 
with marginal/poor compliance, similar to results in Christensen et 
al. (2010) for the case of a fixed flux outer boundary. When aver-
aged over their whole duration, most simulations display marginal 
or non-compliance with the modern geomagnetic field. Neverthe-
less, on millennial and sub-millennial timescales Fig. 3 shows that 
the main features identified in Fig. 2 are preserved.

3.2. Preliminary links to polarity reversals

Polarity reversals are a fundamental characteristic of geomag-
netic secular variation (e.g., Valet and Fournier, 2016) and should 
therefore be represented in any Earth-like dynamo model. The 
large computational costs required to simulate the long time-scales 
associated with reversals (and other diagnostics of paleomagnetic 



T. Nakagawa and C.J. Davies Earth and Planetary Science Letters 594 (2022) 117752

Fig. 3. Effect of time-window length on χ2 as a function of strong fieldness δ and dipolarity fdip . (a) no time windowing; (b) 400-yr time windowing; (c) 1000-yr time 
windowing, (d) whole time-averaged value (Same procedure as Christensen et al., 2010). Filled colour indicates the total misfit of compliance criteria (see Table S1). Circle: 
This study (Large: Rm ≥ 500; Small: Rm < 500); Triangle (Size criterion is the same as Circle): Schwaiger et al. (2019). Shaded region shows the range of 〈 fdip〉 suggested by 
Davies et al. (2022).
field behaviour) mean that it is currently not feasible to under-
take the systematic analysis presented in Section 3.1 above using 
only reversing simulations. Nevertheless, it is important to identify 
whether the intermediate 〈 fdip〉 regime in Fig. 2 contains revers-
ing dynamos and, if so, the behaviour of the force balance during 
the reversal. Our simulation suite contains 5 reversing simulations 
that maintain QG-MAC balance and 0.35 ≤ 〈 fdip〉 ≤ 0.75 (Table S1), 
but none of these also satisfy both high Rm(∼ 1000) and a good 
or excellent (χ2 < 4) compliance with the modern field morphol-
ogy on 100–1000 year timescales. We focus on the case LEDT002, 
which has Rm = 1185 but does not achieve χ2 < 4 in any window 
of ≥400 years, though it does achieve χ2 = 4.95 at a single instant 
in time.

Fig. 4 shows the time variations of the energy ratio M , dipolar-
ity fdip , and dipole tilt angle as a function of time. Fig. 3a shows 
that M remains above 2 for the whole duration of the simula-
tion, indicating that both the stable and transitional dynamo are 
likely to be in QG-MAC balance. On the other hand, M is reduced 
during transitions compared to times of stable polarity, suggest-
ing an increased role of inertia during the reversal. The variations 
in M are due to a decrease in the magnetic energy, while kinetic 
energy remains relatively constant in time. The strong-fieldness δ
remains relatively stable and larger than 7 through the reversal, 
while χnorm is generally below 0.1 aside from a handful of instan-
taneous ‘spikes’ where it reaches O (1) (see Fig. 5). Reversals (seen 
by the tilt angle of dipole latitude in Fig. 4b) also correspond to 
times of smaller fdip (Fig. 4a), which is consistent with previous 
studies (e.g., Menu et al., 2020). The decrease in fdip arises due to 
a strong decrease in the energy of dipole field, though the energy 
of the whole outer boundary field also drops during the reversal, 
consistent with the overall decrease in magnetic energy.

Fig. 6 shows force balance spectra and the radial magnetic field 
at the outer boundary taken at selected times before, during and 
6

after the polarity reversal in Fig. 4. The force balance spectra (left 
of Fig. 6), show that the relative ordering of the forces is pre-
served through the reversal. The field morphology (right of Fig. 6
directly before and after the reversal is dipole-dominated, but not 
well-compliant with the modern geomagnetic field (see Table S1); 
however, any such agreement would perhaps be coincidental since 
the current geomagnetic field has remained in stable polarity for 
over 700 kyrs and shows no clear signs of reversing.

To further investigate the reversing dynamo behaviour, Fig. 7
shows the ratio of Lorentz to inertial force spectra, F I,l/F L,l , as a 
function of time spanning the reversal shown in Fig. 4. During the 
reversal this ratio is increased to ∼0.3 to 0.4 across the largest 
scales l ≈ 1 − 10, which is consistent with the results of Tassin et 
al. (2021) who considered the force balance at the scale lpol . The 
RMS amplitude of the Lorentz force (not shown) drops by about 
a factor of 1.5 between the times t1 to t2 and so we suspect that 
the change in F I/F L is predominantly due to a weakening of the 
Lorentz force preceding the main phase of the reversal rather than 
an increase in the strength of the inertial term. This view is sup-
posed by the observation that magnetic energy changes more than 
kinetic energy between t1 and t2. Therefore, while this dynamo 
remains in QG-MAC balance according to the definition based on 
M , this balance is significantly perturbed by inertial effects. Tassin 
et al. (2021) argue that this inertia force elevation would not be 
likely to arise in Earth’s core, which seems plausible given cur-
rent theoretical understanding of the dynamo (Davidson, 2013) but 
is impossible to probe directly for Earth’s core because the large-
scale force spectrum is unobservable. In any case, the purpose here 
is simply to show that reversing dynamos exist in the region of pa-
rameter space where QG-MAC balance, high Rm and Earth-like fdip
are simultaneously achieved (blue shaded region in Fig. 2). A large 
suite of reversing dynamos that sample this regime will help to 
elucidate the role of inertia in governing polarity changes.
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Fig. 4. Energy ratio of magnetic to kinetic energy M and dipole fraction fdip (a) and dipole tilt angle (b) as a function of time for the simulation LEDT002 (see Table S1). 
Time t1: Before the reversal, t2: During the reversal and t3: After reversal.

Fig. 5. (a) Strong fieldness (δ) and (b) χnorm as a function of time for LEDT002. Time t1: Before the reversal, t2: During the reversal and t3: After reversal.
7
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Fig. 6. Force balance spectra of bulk fluid layer (left) and the radial magnetic field at the CMB (right) during the polarity reversal for a case shown in Fig. 4. Time variations 
go from top to bottom (t1 to t3).
Fig. 7. Contour plot of the ratio of Lorentz and inertia force spectra as a function of 
time and spherical harmonic degree l. Dashed lines correspond to the times shown 
in Fig. 4.

3.3. Asymptotic input parameters for Earth-like dynamos

We have shown that the dipolarity fdip provides a reasonable 
proxy for dynamo simulations that comply with Earth’s modern 
field morphology, magnetic Reynolds number and expected force 
balance. However, fdip is an output of a geodynamo simulation and 
so it is of practical use to assess whether Earth-like dynamos (in 
the sense just described) can be predicted based on the input pa-
rameters, specifically E , Pm and RaF . Our simulation dataset uses 
moderate values of these input parameters that are far from Earth’s 
core and so we also must consider whether the results may change 
as more realistic conditions are approached.

Fig. 8 plots all cases in Table S1 as a function of flux Rayleigh 
number RaF and E/Pm with filling colour showing the optimal 
χ2 value in Fig. 2. Upper and lower dashed lines show the uni-
dimensional paths used in this study (upper) and in Aubert et 
8

Fig. 8. All simulations (Table S1) plotted as functions of the flux Rayleigh RaF and 
ratio of Ekman to magnetic Prandtl numbers E/Pm. Filled colour indicates the to-
tal misfit of the compliance test taken at 400-yr time window corresponding to the 
minimum misfit. Circle: δ ≥ 1; Triangle: δ < 1. Dashed lines are predicted relation-
ships between RaF and E/Pm using Eq. (14) with the starting point of the path 
from this study and Aubert et al. (2017). The star with error bars determines the 
possible uncertainty on Earth values of E/Pm and RaF based on the range of heat 
flow across the core-mantle boundary (7 to 17 TW; Nimmo, 2015) and magnetic 
diffusivity (0.7 to 2 m2/sec; Pozzo et al., 2013).

al. (2017) (lower), which are computed by Eq. (14). In our case, 
Ra∗

0 = 120 with E0 = 10−3 but Ra∗
0 = 450 for extrapolating the 

path provided by Aubert et al. (2017) with E = 10−3. The differ-
ence between our path and Aubert et al.’s path is around a factor 
of four, corresponding the shaded region in Fig. 8. This difference 
is caused by the choice of starting condition of both paths. Fig. 8
shows that choosing input parameters close to those defined by 
a uni-dimensional path based on QG-MAC theory is a promising 
strategy for obtaining simulated fields that comply with Earth’s 
modern field without needing to systematically sample parame-
ter space. Note that Fig. 8 includes all of our simulations; however, 
due to the choice of input parameters, some cases overlap. The de-
tailed information can be found in Table S1.
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Fig. 9. Fraction fohm of the total dissipation that is Ohmic, plotted against flux 
Rayleigh number RaF . Colours show the minimum χ2 morphological misfit taken 
across all 400-yr time windows.

Fig. 9 plots the fraction fohm of the total dissipation that is 
ohmic against the flux Rayleigh number RaF with minimum χ2

based on 400-yr averages shown in colours. Simulations near the 
“path” parameters defined by Eq. (14) generally produce the high-
est fohm at a given RaF and correspond to the lower end of the χ2

values. Decreasing RaF (towards Earth core conditions) leads to an 
increase in fohm (Aubert et al., 2017), but this does not imply that 
χ2 remains low, as expected from Fig. 2.

4. Discussion

Our analysis of 67 numerical dynamos shows that simulations 
in QG-MAC balance generally provide good to excellent morpho-
logical agreement with the modern geomagnetic field within an 
intermediate range of dipolarity values that are broadly consis-
tent with the range inferred for Earth’s core independently of 
our simulation dataset (Davies et al., 2022). In fact, the majority 
of simulations exhibiting good or excellent compliance sit within 
the narrower range 0.55 ≤ fdip ≤ 0.75, demonstrating that dipolar-
ity provides a strong constraint on dynamo behaviour. Conversely, 
simulations in QG-CIA balance (the only other dynamical regime 
to appear in our simulations) tend to produce low Rm, marginal-
to non-compliant field morphologies, and dipolarities outside the 
range inferred by Davies et al. (2022). Below we consider how 
these results may depend on the methods used to compare simu-
lations to observations and for estimating the dominant dynamics 
of the dynamo.

To compare simulated and observed fields we have relied on 
the compliance criteria of Christensen et al. (2010). The values 
of these criteria (and associated uncertainties) for Earth were se-
lected by considering geomagnetic behaviour across the historical 
period (gufm-1; Jackson et al., 2000 and IGRF models https://www.
ngdc .noaa .gov /IAGA /vmod /igrf .html)), as well as the Holocene (the 
CALS7k.2 model of Korte and Constable, 2005) and statistical mod-
els of the paleo-magnetic field spanning the last few million years. 
A new time-dependent spherical harmonic model for the last 100 
kyrs (reviewed in Panovska et al., 2019) has become available, 
which can in principle be compared to numerical simulations. 
However, such comparisons must be conducted with care because 
of the differing spatio-temporal resolution of field models span-
ning different timescales. Panovska et al. (2019) show that the 
IGRF, CALS10k.2 Holocene model (Constable et al., 2016), and 100 
kyr GGF model all give similar values for Z/NZ, O/E and FCF when 
truncated at degree 5, while AD/NAD varies by a factor of 4. Fur-
thermore, all quantities are sensitive to the degree of truncation as 
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Christensen et al. (2010) also noted. Future work is needed to crit-
ically evaluate different frameworks for comparing simulations to 
this new generation of time-dependent field models. Potential di-
rections could utilize the PSV activity index (e.g. Panovska et al., 
2019) or the form of the spatial power spectrum (Davies and Con-
stable, 2014).

In addition to the compliance criteria, there are other character-
istics of Earth’s magnetic field that could be used to test numerical 
simulations (e.g. Davies and Constable, 2014; Sprain et al., 2019). 
Christensen et al. (2010) provide detailed arguments against adopt-
ing criteria based on the magnetic field strength, westward drift, 
or the apparently quasi-stationary high-latitude flux patches that 
are prominent in the modern field. Another consideration is the 
hemispheric pattern of secular variation that has been robustly 
revealed by satellite observations (e.g., Holme et al., 2011). This 
pattern has been reproduced in geodynamo simulations with het-
erogeneous boundary heat flow (Aubert et al., 2013; Mound et al., 
2015) and has also been argued to arise from lateral variations in 
lower mantle electrical conductivity (Dumberry and More, 2020). 
Mound et al. (2015) proposed a measure of secular variation hemi-
sphericity, HSV , similar to the compliance criteria of Christensen et 
al. (2010). However, simulations with homogeneous boundary con-
ditions tend to produce a poor match to Earth’s HSV (Aubert et al., 
2013). Since we have focused on homogeneous models, we have 
not considered this criterion further, but note that it should be 
included as larger datasets containing both homogeneous and het-
erogeneous dynamos are produced.

On longer timescales, it is desirable to assess the compliance 
between simulations and the paleomagnetic field. Such compar-
isons cannot be conducted using the compliance criteria because 
spherical harmonic field models are not available for timescales 
greater than 100 kyrs, so other approaches such as the QPM (Qual-
ity Paleo-magnetic Model) framework are required (Sprain et al., 
2019; Meduri et al., 2021). One challenge that we have demon-
strated using a large simulation dataset is that reversals in QG-
MAC dynamos are seldom observed, either because the simulations 
do not access the dipole-reversing regime or because they cannot 
be run for long enough to observe polarity changes. By combining 
large datasets such as used in Tassin et al. (2021) and the present 
paper, it may be possible to conduct systematic comparisons be-
tween dynamo models and the paleo-magnetic field.

To assess the dynamo force balance we have only discussed 
quantities as a function of spherical harmonic degree l. Schwaiger 
et al. (2019) obtained some simulations where the dominant force 
balance varied with radius, changing from QG-MAC in the bulk to 
QG-CIA near the outer boundary. We have verified that force bal-
ance spectra calculated by integrating over the bulk and by direct 
evaluation on the spherical surface corresponding to the base of 
the upper velocity boundary layer provide consistent estimates for 
the leading order and first order force balances. A further refine-
ment that could be investigated in the future is to decompose the 
dependent variables and associated forces into mean and fluctu-
ating components (Calkins et al., 2021). This approach allows to 
separately evaluate the relationship between the observed field 
and large- and small-scale force balances but requires a more com-
plex analysis procedure that we have not attempted.

Future work should test our results with simulations carried 
out at more extreme values of E , Pm and RaF . Other simula-
tion configurations should also be investigated. Our simulations 
employ the geophysically relevant no-slip velocity boundary con-
ditions with fixed co-density flux on the inner and outer bound-
aries. We have also varied the ratio of internal to basal buoyancy 
driving, which is a significant unknown in the core (Davies and 
Gubbins, 2011), though only two configurations have been tested. 
Tassin et al. (2021) found a dependence of the compliance test re-
sults on buoyancy distribution by systematically varying the ratio 

https://www.ngdc.noaa.gov/IAGA/vmod/igrf.html
https://www.ngdc.noaa.gov/IAGA/vmod/igrf.html
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of thermal to compositional driving. However, despite a different 
simulation setup and method for computing χ2, their results re-
veal that excellent morphological semblance (χ2 < 2) is obtained 
almost exclusively in the QG-MAC regime (one outlying case has 
M ≈ 0.8) and with fdip in the range 0.55 − 0.8, in good agreement 
with our findings. We therefore conclude that our results are not 
strongly sensitive to the buoyancy distribution in the parameter 
space that has been systematically studied to date.

Finally, we note that both fdip and AD/NAD measure the de-
gree of dipole dominance, and hence the intermediate fdip regime 
we have identified could potentially be recast in terms of AD/NAD. 
We have chosen to use fdip as it is a commonly reported diagnos-
tic in dynamo studies. Our finding that QG-MAC balance, high Rm
and low χ2 simultaneously arise in a range of fdip should enable 
existing simulations with these desirable properties to be easily 
identified.

5. Conclusions

We have run 67 numerical dynamo simulations to investi-
gate links between the internal magnetohydrodynamic processes 
in Earth’s core and the properties of the observable magnetic field. 
The order of forces in the dynamo have been estimated using the 
force balance spectra introduced by Aubert et al. (2017) and the 
morphological semblance between simulated and observed mag-
netic fields has been calculated using the χ2 compliance criteria 
of Christensen et al. (2010). Our conclusions are as follows:

1. Both QG-MAC and QG-CIA dynamos can produce acceptable 
agreement with the modern geomagnetic field and so both the 
dynamo force balance and the characteristics of the surface 
field must be checked before making comparisons to Earth. 
However, the low χ2 QG-CIA models appear close to the tran-
sition to QG-MAC balance, have low magnetic Reynolds num-
ber compared to Earth’s core, and produce a dipolarity 〈 fdip〉
that is either too low or too high compared to the range 
0.35 ≤ fdip ≤ 0.75 estimated by Davies et al. (2022) for the 
recent geomagnetic field. QG-CIA dynamos are therefore not 
representative of Earth’s core dynamics.

2. Simulations that simultaneously produce Earth-like field mor-
phology as defined by the compliance criteria, high magnetic 
Reynolds number, and a QG-MAC force balance all fall within 
the range of 〈 fdip〉 suggested by Davies et al. (2022). This range 
of 〈 fdip〉 appears to emerge in dynamo simulations conducted 
with input parameters that are close to those defined by uni-
dimensional paths based on QG-MAC theory (Aubert et al., 
2017).

3. A small number of reversing simulations have been identified 
in the range 0.35 ≤ fdip ≤ 0.75. These simulations maintain 
dominant QG-MAC balance during polarity transition, though 
the QG-MAC balance is strongly perturbed by inertia.
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