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Abstract

We study the stability of one-dimensional solitons propagating in an anisotropicmedium.We derived

theKadomtsev-Petviashvili equation for nonlinear waves propagating in an anisotropicmedium. By a

proper variable substitution this equation reduces either to the KPI or to theKPII equation. In the

former case solitons are unstable with respect to the normalmodes of transverse perturbations, and in

the latter they are stable.We only consider the casewhen the solitons are unstable.We formulated the

linear stability problem.Using the Laplace–Fourier transform, we found the solution describing the

evolution of an initial perturbation. Then, using Briggs’methodwe studied the absolute and

convective instabilities.We found that a soliton is convectively unstable unless it propagates at an

angle smaller then critical with respect to a critical direction defined by the condition that the group

velocity is parallel to the phase velocity. The critical angle is proportional to the ratio of the dispersion

length to the solitonwidth, which is a small parameter. The coefficient of proportionality is expressed

in terms of the phase speed and its second derivative with respect to the angle between the propagation

direction and the critical direction. As an examplewe consider the stability of solitons propagating in

Hall plasmas.

1. Introduction

More than a century agoKorteweg and deVries derived their KdV equation to describe nonlinear waves on the

water surface [1]. They also obtained themost famous solution to this equation, the soliton. Then this equation

was practically forgotten formore then sixty decades before it gloriously resurrected in early sixties of the last

centurywhen it turned out that it describes various types of wavemodes in plasmas. The interest of researchers

in this equationwas further boostedwhen it became thefirst nonlinear equation that can be completely

integrated using the inverse scattering transform [2–4].

Kadomtsev and Petviashvili formulated the problemof stability of the KdV solitonswith respect to

transverse perturbations. To solve this problem they derived theKadomtsev-Petviashvili (KP) equation [5].

Then they used the regular perturbationmethod to study the soliton stability with respect to very long transverse

normalmodes. They obtained a very simple result: solitons are stable if they propagate in amediumwith the

negative dispersion, inwhich case theKadomtsev-Petviashvili equation is called theKPII equation, and unstable

if they propagate in amediumwith positive dispersion, inwhich case theKadomtsev-Petviashvili equation is

called theKPI equation [5, 6]. This result was then confirmed in [7–9], where it was also shown that in case of the

KPI euqation only normalmodes with thewavelengths above a threshold value are unstable, while thosewith the

wavelengths below the threshold value are neutrally stable. Recently it was proved in [10] that theKdV solitons
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are stable with respect to nonlinear transverse perturbations in the case when they are described by theKPII

equation.

However, the conclusion that the soliton stability is described by theKPI equationwhen the dispersion is

positive, and by theKPII equationwhen the dispersion is negative, is only validwhen solitons propagate in an

isotropicmediumwhere the propagation speed is the same in all directions. The problemof stability of solitons

propagating in an anisotropicmediumwas addressed byOstrovskii and Shrira [11]. They used the nonlinear

geometrical optics to study the soliton evolutionwith time. In particular, they showed that a soliton propagating

in an anisotropicmedium is stable unless it propagates at a small angle with respect to a critical direction, which

is the directionwhere the propagation speed takes extremal value. Recently Ruderman [12] derived theKP

equation for nonlinear waves propagating in aHall plasma. In this plasma thewave dispersion is related to the

account of theHall current in the induction equation. The plasma is anisotropic because of the presence of the

equilibriummagnetic field. The critical directions are those that are parallel and perpendicular to themagnetic

field. There are twowavemodes that can propagate in this plasma, fast and slowmagnetosonic waves. The fast

waves are characterised by the positive dispersion, and slow by the negative dispersion. It was shown that fast

solitons are unstable with respect to the normalmodes nomatter what is the propagation direction. Slow

solitons are unstable if the angle between the propagation direction and the equilibriummagnetic field is smaller

than a critical value, and stable otherwise.

The results obtained byRuderman [12] contradict to those obtained byOstrovskii and Shrira [11]. To

reconcile the results Rudermanmade a conjecture that, in fact, the result obtained byOstrovskii and Shrira

concerns the stability with respect to bounded perturbations rather than the normalmodes. In that case wemust

distinct between the absolute and convective instabilities. In accordancewith the conjecture suggested by

Ruderman the result obtained in [11] should be formulated as follows:

If a soliton propagating in an anisotropicmedium is unstable with respect to normalmodes, then the

instability is always convective unless the soliton propagates at a small angle with respect to a critical direction.

In this article we aim to prove the conjecture suggested in [12]. The article is organised as follows: In the next

sectionwe derive the general KP equation for nonlinear waves propagating in an anisotropicmedium. In

Section 3we formulate the linear stability problem and introduce the Laplace–Fourier transform to obtain its

solution. In Section 4we obtain the solution to the linear stability problem. In Section 5we study the absolute

and convective instability of a solitonwith respect to transverse perturbations. In Section 6we apply the general

results to the soliton stability propagating inHall plasmas. Section 7 contains the summary of the results and our

conclusions.

2. Kadomtsev-Petviashvili equation in an anisotropicmedium

Weconsider two-dimensional waves propagating in a homogeneous anisotropicmedium. In the linear
approximation the dispersion relation for thesewaves isω= ω(q, r), where = +q k k k1x y x

2 2 1 2( ) , r= n · k,

k= (kx, ky), a a=n cos , sin( ), andα is a free parameter. Nowwe introduce the scaled quantities =k kx x
˜ and

=k ky y
2 ˜ . Thenwe obtain
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where all derivatives are calculated at q= r= 0.We assume that we use the reference framewhere the

unperturbedmedium is at rest. In this case thewave propertiesmust be invariant with respect to the

substitution− k→ k. In accordancewith this we impose the condition thatω changes the signwhen k changes

the sign. This condition implies thatω(−q,−r)=−ω(q, r). It follows from this condition and equation (2) that

w w w¶
¶
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¶
¶ ¶
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q q r r
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2 2
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Then, substituting equation (1) in equation (2)we obtain
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Now, returning to non-scaled quantities we obtain the approximate dispersion equation

w b= + + ¡ + Lk ck k k k k , 5x x x x y y
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We recall that all derivatives are calculated at q= r= 0. It is not difficult to see thatϒ is the y-component of the

wave group velocity. Substituting∂/∂t for− iω,∂/∂x for ikx,∂/∂y for iky, and assuming quadratic nonlinearity

we obtain that the Kadomtsev-Petviashvili equation has the form
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Nowwe use the variable substitution
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where c b= - t1 0
3 and t0 is an arbitrary positive constant with the dimension of time. As a result we reduce

equation (7) to
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where s c b= L = Lsgn sgn2 ( ) ( ). This is the KPI equationwhenσ2=−1 corresponding to solitons unstable

with respect to transverse perturbations, while this is the KPII equationwhenσ2= 1 corresponding to solitons

stable with respect to transverse perturbations.

3. Formulation of the linear stability problem and introducing the Laplace–Fourier
transform

The concept of absolute and convective instabilities was first introduced in plasma physics [13, 14], and then in

hydrodynamics (see e.g. Drazin andReid [15]). An instability is absolute if perturbations grow at anyfixed spatial

position, while it is convective if perturbations grow, however they are so quickly swapped out of anyfinite

spatial domain that eventually they decay at anyfixed spatial position.Obviously, the distinction between the

absolute and convective instabilities depends on a reference frame. An instability can be absolute in one

reference frame and convective in another (see figure 1). Equation (5) is derived under the assumption that the

unperturbed state is static, that is the unperturbed velocity is zero. In accordance with this equation (7) can be

used to study the soliton stability in the reference framewhere themedium is at rest far from the soliton. In

contract, equation (9) describes the soliton in the reference framemovingwith the velocity c in the x-direction

andϒ in the y-directionwith respect to the reference framewhere themedium is at rest far from the soliton.

Belowwe study the convective and absolute soliton stability in the latter reference frame and then explain how to

translate this study to any other reference frame.

3
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Studying absolute and convective instabilities is based on the solution to the initial value problem.We

consider a solution to equation (9) describing a soliton. It reads

x
n
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2

cosh
, 4 . 100
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2
2( )

( )
( )

where ν> 0 is a free parameter. Belowwe only consider the case where the soliton is unstable with respect to

transverse perturbations. In this case equation (9) is theKPI equation andσ2=−1.Nowwe substitute

U=U0+ v in equation (9) and linearise the obtained equationwith respect to v. In additionwemake the

variable substitution ξ= X− 4ν2T. As a result we obtain
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Thenwe consider the initial value problem for this equation defined by
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and assume that the derivatives of v(ξ,T,Y) that are present in equation (12) exist. To solve the initial value

problem for equation (12)weuse the Fourier transformwith respect toY ,
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and the Laplace transformwith respect toT,
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where ς is a real number such that the Bromwich integration contour,

 V= W W Î W =I, , 15{ ∣ ( ) } ( )

lies above all singularities of function Wf̃ ( ). In equation (15) I indicate the imaginary part of a quantity.We also

denote the Fourier-Laplace transformof function f (T,Y) as Wf K,( ). Applying the Fourier-Laplace transform

to equation (11) yields

Figure 1.Temporary evolution of localised disturbance. In the upper panel the disturbance amplitude tends to infinity at anyfixed
spatial position as t →∞ . In the lower panel the disturbance amplitude also tends to infinity as t→ ∞ . However, simultaneously it
moves out of any finite spatial domain so fast that the perturbation amplitude tends to zero as t→ ∞ . The upper panel illustrates the
absolute instability, and the lower the convective instability. The distinction between the absolute and convective instability is frame
dependent. In the lower panel the instability is absolute in the reference frame ¢ ¢x z moving together with thewave packet.
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4. Solution to the initial-value problem

It follows from the result obtained inAppendix A that the complementary function of equation (16) is
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andκ1,...,κ4 are the four roots of the algebraic equation

k n k k- + W + =i K4 3 0. 194 2 2 2 ( )

Using equations (18) and (19)we can study the soliton stability with respect to normalmodes.We temporarily

drop the subscript j. An eigenvalueΩ corresponding to a normalmode is determined by equation (16)with

=v 00̂ and the condition v 0 as |ξ| →∞ .When k >R 0( ) , whereR indicates the real part of a quantity, we

have h(ξ)→ 0 as ξ→∞ . The condition that h(ξ)→ 0 as ξ→−∞ is satisfiedwhen

k
n n k

k n- = <R
K

1
2 4

, 2 . 20
2 2

2 2
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EliminatingK from equations (19) and (20) yields

k n k k nW = - -i 4 2 . 21( )( ) ( )

It follows from equation (20) that

k nk k nk- + = - - =K K2 0, or 2 0. 222 2∣ ∣ ∣ ∣ ( )

The condition k >R 0( ) is satisfied by both roots of the first equationwhen |K| < ν2, and both of them satisfy

the condition k n<R 2( ) . Only the positive root of the second equation satisfies this condition. However, it is

straightforward to see that this positive root is real and larger than 2ν. Hence, the second equationmust be

rejected.Now, using thefirst equation in equation (22)we obtain

nW =  -i K K4 . 231,2
2∣ ∣ ∣ ∣ ( )

The value ofκ corresponding toΩ1 defined by this equationwith the plus sign is given by the larger root of the

left quadratic equation in equation (22), and the value ofκ corresponding toΩ2 defined by equation (23)with

theminus sign is given by the smaller root of the same quadratic equation.

A normalmode is unstable when iΩ< 0, which corresponds toΩ2. Hence, we conclude that there is the

unstable normalmodewith the increment

nG = - W = -i K K4 242
2∣ ∣ ∣ ∣ ( )

when |K| < ν2. This result was previously obtained in [7] and [8]. The increment takes itsmaximum equal to

n 3
8

9
3 at n=K

2

3
2∣ ∣ . Since the instability growth rate is bounded the stability problem iswell-posed. The two

values ofΩ determined by equation (23)with |K| < ν2 constitute the point spectrumof the eigenvalues problem

defined by equation (16)with the zero right-hand side and the condition that the solution is square integrable on

the real axis.

Next we consider the case where k <R 0( ) . In this case h(ξ)→ 0when ξ→−∞ . The condition that h

(ξ)→ 0 as ξ→∞ is satisfiedwhen

k
n n k

k n+ = > -R
K

1
2 4

, 2 . 25
2 2

2 2
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The analysis similar to that carried out in the case where k >R 0( ) shows thatΩ=Ω2 is defined by the same

equation (23), while the corresponding values ofκ are defined by the equation

k nk+ + =K2 0. 262 ∣ ∣ ( )

Again the value ofκ corresponding toΩ defined by equation (23)with the plus sign is given by the larger root of

this equation, and the value ofκ corresponding toΩ defined by equation (23)with theminus sign is given by the

smaller root of this equation.
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Nowweuse themethod of variation of arbitrary constants to obtain the solution to equation (16) tending to

zero as |ξ| →∞ . In accordancewith thismethodwe look for the solution in the from given by equation (17),

howeverwithCj being functions of ξ. Then, substituting this expression in equation (16) and imposing standard

conditions on the derivatives ofCj(ξ)we obtain the systemof four linear algebraic equations determining these

derivatives,
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where the prime denotes the derivative with respect to ξ. UsingCramer’s rule we obtain that the solution to the

systemof equations (27) is given by
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W0 is theWronskian of equation (16). Hence, x¢W 0( ) is equal toW0(ξ) times the coefficient at the third

derivative in equation (16) [16]. However, this coefficient is zero, so that x¢ =W 00( ) and

x = =W Wconst 00 0( ) ( ). The determinantW0 is calculated inAppendix B. It is given by
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Weaim to obtain the solution to equation (16) that tends to zero as |ξ| →∞ . In accordancewith this we take
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When studying the absolute and convective instabilities we can always assume that the perturbation has a finite

support, that is v0(ξ)= 0 for |ξ| > ξ0. Then it is obvious thatCj(ξ)→ 0 as |ξ| →∞ . The solution to equation (16)

decaying at infinity is given by

åx
x x x=
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The casewhere k =R 0j( ) for one value of j is special. Let us assume that there is a purely imaginary root of
equation (19), iτ, where τ is real. Then it follows from equation (19) that

t n t tW = + + -K4 3 . 343 2 2 1 ( )
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It is easily shown that the range of functionΩ(τ) is

ÈW Î -¥ -W W ¥, , , 350 0( ] [ ) ( )

where

n q qW = +- +K a
4

3
2 3 , 360

2( ∣ ∣ ) ( )

q
n n

=
+ 


K

b
4 9 2

3
. 36

4 2 2

( )

Whenκj= iτwehave hj(ξ) behaving as e
± i τ ξ for large |ξ| implying thatΩ is in the continuum spectrumof the

operator defined by equation (16)with the zero right-hand side and the condition that the solution is square

integrable on the real axis. Hence, the continuous spectrum is defined by equation (35).When considering vas a
function ofΩwemake the cuts along the two intervals constituting the continuous spectrum.

WehaveW0= 0whenκl= κj for some j and l, that is when equation (19) has a double rootwhenΩ=Ωd.

There are four values ofΩd. These values ofΩdwith the corresponding double rootsκd are given by

q n q k qW =  - = - + +
i

K
4

3
3 2 , , 37d d

2( ∣ ∣ ) ( )

or by

k qW = W =  -i, . 38d d0 ( )

When there is one double root of equation (19) it is easy tofind two other roots and show that they are different

and none of them coincides with the double root.

Nowwe takeΩ=Ωd+ ò
2, whereΩd is given by equation (37) and ò

2 can be either positive or negative.

Without loss of generality we can denote the roots that tend toκd asκ1 andκ2. It is easy to showusing

equation (19) that k k= +d1 ( ) and k k= +d2 ( ). It follows from equation (18) that h1(ξ) and h2(ξ) are

analytic functions ofκ1 andκ2, respectively, with the only pole at zero. Then it follows that

x x= +h hd1( ) ( ) ( ) and x x= +h hd2( ) ( ) ( ), where hd(ξ) is equal to h(ξ)withκ= κd. Using this result

we obtain that

 
 
 

 
= + = +
= =

W W W W

W W

, ,

, , 39

d d1 2

3 4

( ) ( )

( ) ( ) ( )

whereWd is obtained by substituting hd(ξ) for h2(ξ) in the expression forW1. It follows from these results that the

numerator in equation (32) is of the order of ò. Since k k~ - =W0 2 1 ( ) it follows that there is afinite limit

of vas ò→ 0.Hence the singularity of vconsidered as a function ofΩ atΩ=Ωd is removable.

We do not consider the double roots defied by equation (38) because they correspond to the values ofΩ that

are on the cuts. Hence, all the singularities of von theΩ-planewith cuts are related to zeros ofΔ.

We now change the notation andwrite xY W
~

K; ,( ) to show explicitly that the solution to equation (16)

depends onK andΩ.We nowprove that xY W º
~

K; , 0( ) whenΩ is given by

nW =  +i K K4 . 402∣ ∣ ∣ ∣ ( )

Substituting vgiven by equation (33) in equation (16)we obtain

x
n

x x x x
- W

Y
-

Y
+

Y
+

Y
+ Y = W

~ ~ ~ ~
~

i
d

d

d

d

d

d
U

d

d

d

d
K W v4 6 3 . 412

2

2 0

4

4
2

0 0⎜ ⎟⎛
⎝

⎞
⎠

( ) ˆ ( )

SinceD(K,Ω±)= 0 and xY W 
~

K; , 0( ) as |ξ| →∞ it follows from equation (41) that xY W
~

K; ,( ) is an

eigenfunction unless xY W º
~

K; , 0( ) . However, we have proved thatΩ± are not eigenvalues, which implies

that xY W º
~

K; , 0( ) .

Noticing that

n

n

D =-
W

- -

´
W

- +

i
K K K

i
K K K

16

16
, 42

2
2 2 2

2
2 2 2

⎜ ⎟

⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( )
∣ ∣

( )
∣ ∣ ( )

and summarising the results obtained in this sectionwe obtain that

x
=

Y W
W

v
K

D K

; ,

,
, 43 ( )

( )
( )
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where

nW =
W

+ -D K K K,
16

, 44
2

2 2( ) ( ∣ ∣) ( )

x n n

k k
x

Y W =
W

- +

´  -
Y
~

-

<
-

K K
i

K K

d

d

; , 9
16

. 45j l l j

8 2
2

2 2
1

1 4
1

 

⎡
⎣⎢

⎤
⎦⎥( )

( )
( ∣ ∣)

( ( )) ( )

In accordancewith the results obtained in this section, for any ξ functionΨ(ξ; K,Ω) is a regular function ofΩ on

the complexΩ-planewith the cuts along the intervals (−∞ ,−Ω0] and [Ω0,∞ ). Hence, v is ameromorphic

function in the complexΩ-plane with the cuts. It has exactly two singularities that coincide with the zeros of

functionD(K,Ω). Their positions are given by equation (23). Both of these singularities are simple poles.When

|K| > ν2 these poles are on the real axis. It is straightforward to see that |Ω1,2| <Ω0meaning that the poles are

always on the complexΩ-planewith the cuts.

Nowwe can calculate v(T, ξ,Y) using the inverse Laplace and Fourier transforms:

ò òx
p

x
=

Y W
W

´ W
V

V

-¥

+¥

-¥

¥
- Wv T Y

K

D K
e dK e d, ,

1

4

; ,

,
. 46

i

i
iKY i T

2
⎡
⎣⎢

⎤
⎦⎥( )

( )

( )
( )

When studying the absolute and convective instabilities we consider vas a function of two complex variables,Ω

andK. To do this wemake the extension of this function from the realK-axis to the complexK-plane.However,

we cannot do this using the expression for v(T, ξ,Y) given by equation (43) because of the presence of |K| in this
expression. Ruderman et al [17] andRuderman [18] encountered a similar problemwhen studying the absolute

and convective instabilities of a tangential discontinuity in an incompressible fluid viscous at one side of the

discontinuity and ideal at the other side.Hence, to overcome the problem related to the presence of |K| in the
expression for the dispersion functionDwe closely follow the analysis by Ruderman et al.We transform

equation (46) in such away that the integrationwith respect toK is only over the positive real axis. Using

equation (44)we obtain

W = - -WD K D K, , , 47( ) ( ) ( )

where the bar indicates the complex conjugate. The roots of equation (19) are functions ofΩ andK. It is easy to

verify that the roots of this equation satisfy

k kW = - -WK K, , , 48j j( ) ( ) ( )

where j= 1,K,4. Using this result we obtain from equation (18)

x xW = - -Wh K h K; , ; , . 49j j( ) ( ) ( )

Now it follows that

x xW = - -W = ¼W K W K j; , ; , , 0, ,4, 50j j( ) ( ) ( )

and, consequently,

x xW = - -W = ¼C K C K j; , ; , , 1, ,4. 51j j( ) ( ) ( )

Continuing this analysis we eventually arrive at

x xY W = Y - -WK K; , ; , . 52( ) ( ) ( )

Nowwe split the inner integral in two: one from−∞ to 0, and the other from0 to∞ , so that now v(ξ,T,Y) is
equal to the sumof two integrals. Nextwemake the variable substitutionK→−K, W  -W in the first integral

and use equations (47) and (51). This yields

ò ò

ò ò

ò ò

x

x

x

Y W
W

W

=
Y - -W

- -W
W

=
Y W

W
W

V

V

V

V

V

V

-¥

+¥

-¥

- W

+¥

-¥

¥

- W

-¥

+¥ ¥
- W

K

D K
e dK e d

K

D K
e dK e d

K

D K
e dK e d

; ,

,

; ,

,

; ,

,
. 53

i

i
iKY i T

i

i
iKY i T

i

i
iKY i T

0

0

0

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

( )

( )

( )

( )

( )

( )
( )
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Using this result we transform equation (46) to

òx
p

x= F W W
V

V

-¥

+¥
- WRv T Y Y e d, ,

1

2
, ; , 54

i

i
i T

2
( ) ( ) ( )

where

òx
x

F W =
Y W

W

¥
Y

K

D K
e dK, ;

; ,

,
. 55iKY

0
( )

( )

( )
( )

Since now the integrationwith respect toK is along the positive real axis we have |K| = K in equation (44) and

thusD(K,Ω) is a holomorphic function ofK.

5. Studying absolute and convective instabilities

To study the absolute and convective instability we use themethod developed by Briggs [13] (see also Bers [14]

andBrevdo [19]). However, similar to the analysis in [17] and [18], the functionΨ(ξ,Ω) is given by the integral

from0 to∞ and not from−∞ to∞ as in [13]. Hence, we use themodification of Briggs’method introduced

in [17].

Belowwe study the absolute and convective instabilities in various reference frames.We consider a reference

framemovingwith the velocity
~
V in the y-directionwith respect to the reference framewhere equation (9) is

valid. This reference frame, in turn,moves in the y-directionwith the velocityϒwith respect to the reference

framewhere themedium is at rest far from the soliton. In themoving reference frame the frequencyΩ is

Doppler-shifted byVK and, as a result, we have to substituteΩ+ VK forΩ in all expressions containingΩ,

where

c
= -

L
~

V V
t3

. 56
0

( )

In particular we have to substitute

W = W +~
D K D K VK, , 57( ) ( ) ( )

forD(K,Ω) in equation (55). For anyK function W~
D K ,( ) is ameromorphic function on theΩ-complex plane

with the cuts along the intervals (−∞ ,−Ω0+ VK], and [Ω0+ VK,∞ ), andwith two poles atΩ1,2+ VK.

Since themaximumgrowth rate of the instability does not exceed n = G3 m
8

9
3 it follows that W~

D K ,( ) is a

holomorphic function in the half-plane W > GI m( ) . Hence, it is enough to take ς> Γm in equation (54). It is also

obvious that W~
D K ,( ) considered as a cubic polynomial with respect toK cannot have a real root when

W > GI m( ) and, consequently, the integrand in equation (55) is non-singular. Now in accordancewith Briggs’

method [13]we starts tomove the integration contour in equation (54).We do it point by point (see figure 2a)

reducing the imaginary part ofΩwhile keeping constant its real part. As soon as W = GI m( ) while

W = -I KV( ) wehave W =~
D K , 0( ) at n=K

2

3
2, and the integrand in equation (55) is singular. However this

problem can be easily solved.We deform the integration contour in equation(55) in such away that n=K
2

3
2 is

not on the new contour. The only conditions thatwe need to observe are that the left end of the contour remains

attached to the origin of theK-complex plane and the contour approaches the realK-axis at infinity.We keep

deforming the contour tomake the integrand in equation (55)non-singular every timewhen a root of cubic

equation W =~
D K , 0( ) hits the contour.We emphasise that the shape of the deformed contour depends on the

real part ofΩ. In principle, it is even possible that, for some values ofΩwedonot need to deform theK-contour

at all. Using the above procedure we obtain the analytical continuation ofΦ(ξ,Y;Ω) below the line W = GI m( ) . It

Figure 2. (a)Movement ofΩ down toΩp. (b)The trajectories of collidingK-roots of the dispersion equation W =~
D K , 0( ) whenΩ

moves down toΩp (thin curves), the deformed integration contour in the complexK-plane (thick curve), and pinching of this contour
by twoK-roots are shown.
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is stated in the standard Brigg’method [13]method that we need tomake the analytical continuation ofΦ(ξ,

Y;Ω) slightly below the real axis to have perturbations decayingwith time.However, in fact, it is enough to have

the analytical continuation to the upper half of the complexΩ-plane and continuous up to the real axis. Really, if

we can take ς= 0 in equation (54) then simple integration by parts shows that v(ξ,T,Y)→ 0 asT→∞ at least as

fast as 1/T. This implies that the instability is convective.

The singularity in the integrand in equation (55) cannot be removedwhen the contour is pinched by twoK-

roots that come from two different sides of the contour (seefigure 2b).We call a collision of two roots on the

deformed contour that causes its pinching a pinching collision. If a pinching collision occurs whenΩ=Ωp then

Φ(ξ,Y;Ω) has a branch-point singularity of the form W - W -
p

1 2( ) [13, 14, 19].We denote the double root that
appears as a result of collision of the twoK-roots asKp. The dominant termof the contribution to the

asymptotics of the expression for v(ξ,T,Y) atfixed ξ andY , andT→∞ coming from this singularity has the

form

x W - W-A K T iK Y i T; , exp , 58p p p p
1 2( ) ( ) ( )

where the factorA(ξ; Kp,Ωp) is independent ofT andY . Hence, the instability is absolute when W >I 0p( ) .
A necessary condition for a pinching collision of twoK-roots to occur is that, at the collision point (Kp,Ωp),

the dispersion function W~
D K ,( ) has a double root inK, that is

W =
¶
¶

W =~
~

D K
D

K
K, 0, , 0. 59p p p p( ) ( ) ( )

Using equation (44) and (57)we obtain from equation (59) the following systemof equations:

nW + + - =VK K K a16 0, 602 2 2( ) ( ) ( )

nW + + - =V VK K K b8 2 3 0. 602( ) ( ) ( )

The solution to this systemof equations is straightforward. It reads

n n
=

+  -
K

V V V
a

48 48

72
, 61p

2 2 2 2

( )

n

n n

W = - +

 - -

 V V

V V b

1

216
144

48 48 . 61

p
2 2

2 2 2 2

[ ( )

( ) ] ( )

We see thatΩp± are real when nV 4 3∣ ∣ . In this case pinching does not occur for any value ofΩ in the upper
Ω-plane, and the instability is convective. Hence, n>V 4 3∣ ∣ is a sufficient condition for the instability to be

convective.

We also can conclude that n<V 4 3∣ ∣ is a necessary condition for the instability to be absolute.We have

W >I 0p( ) and the possible pinching occurs in the upperΩ-plane.However, this condition is not sufficient. It
is also necessary to verify that the two collidingK-roots come fromdifferent sides of the integration contour in

theK-complex plane. Ruderman et al. [17] showed that this condition reduces to the following:We take

VW = W ++R ip( ) , where ς is slightly larger thatΓm, and then start to reduce the imaginary part ofΩuntil
Ω=Ωp+.When the imaginary part ofΩ decreases the twoK-roots that collidewhenΩ=Ωp+move in the

complexK-plane. Then the colliding roots pinch theK-integration contour if and only if the union of their

trajectories crosses the positive part of the realK-axis odd number of times. It is shown inAppendix C that the
colliding roots are always pinching if n<V 4 3∣ ∣ . Therefore, the instability is absolute when n<V 4 3∣ ∣ .

Themost interesting are the stability properties in the reference framewhere themedium is at rest far from

the soliton. In this reference frame nonlinear waves are described by equation (7). To obtain this reference frame

we have to take = -¡~
V . Hence, using equation (56), we obtain that in this reference frame the instability is

absolute if n c¡ < L t4 0∣ ∣ and convective otherwise. Nowwe connect the condition for the absolute
instability with the direction of soliton propagation.We define a critical direction of wave propagation as a

direction at which the group velocity is parallel to the phase velocity.We choose one of the critical directions and

introduce the anglej between this direction and thewave vector k. Defining the unit vector in the direction of

thewave vector, = kk kˆ , we obtain that the phase velocity is given by j= cV kph ( ) ˆ . Thewave frequency is

ω= c(j)k. Introducing the unit vector in the critical direction, ê, we obtain j =k e kcos ˆ · . Differentiating this

relation yields

j
j

j-
¶
¶

=kk
k

ecos sin . 62ˆ ˆ ( )
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Using this identity we obtain for the group velocity

w
j j=

¶
¶

= + ¢ ^c cV
k

k k , 63g ( ) ˆ ( ) ˆ ( )

where the prime indicates the derivative and

j
j

=
-

k̂
k ecos

sin
. 64ˆ

ˆ ˆ
( )

It is easy to see that k̂̂ is a unit vector and =^k k 0ˆ · ˆ . The condition that the direction the anglej ismeasured

from is critical is written asVg ∥ k. It follows from equation (63) that this condition reduces to ¢ =c 0 0( ) .

Nowwe introduce Cartesian coordinates x, ywith the angle between the x-axis and the critical direction

equal toj. Thenwe consider awave propagating at a small angleφwith respect to the x-axis.We obtain

f f= » -k k kcos 1x
1

2
2( ) and f f= »k k ksiny . The angle between the critical direction and thewave

vector isj+ f. Using these relations and f» +k k 1x
1

2
2( )wewrite the dispersion equation as

w j f j j f j f

j j j j

= + » + ¢ + 

» + ¢ + + 

c k c k c k c k

c k c k c c
k

k

1

2

2
. 65x y

y

x

2

2

( ) ( ) ( ) ( )

( ) ( ) [ ( ) ( )] ( )

The assumption that |ky|= |kx| is equivalent to |φ|= 1. Comparing equation (65)with equation (5)with the

second termon the right-hand side describing thewave dispersion droppedwe obtain j¡ = ¢c ( ) and

j jL = + c c
1

2
[ ( ) ( )]. Hence, the condition for the absolute instability can be rewritten

as j n c¢ < Lc t4 0∣ ( )∣ .
TheKP equationwas derived under the assumption that the perturbation amplitude is small and the

characteristic spatial scale of perturbations ismuch larger than the dispersion length. The dispersion length is

defined by the condition that the second termon the right-hand side of equation (5) describing thewave

dispersion is of the order of the first term.Hence, we can define this length as b= cℓ ∣ ∣ .

Now, using equation (8)we rewrite equation (10) as

c
nc

nc n c
=

- +
U

x c t t

2

cosh 4
. 662

2

2 2
0

( )

( [ ( ) ])
( )

Then nc2 2( ) can be considered as the soliton amplitude and its width can be defined as

n c n
b= =L t

1 1
. 670

3

∣ ∣
∣ ∣ ( )

Equation (7)was derived under the assumption that the characteristic spatial scale of perturbations in the x-

direction ismuch larger than the dispersion length. This condition can bewritten asℓ= L. Using equation (67)

we reduce the condition for the absolute instability to

j¢ < + c
L

c c c
2

2 . 68
ℓ

∣ ( )∣ ∣ ∣ ( )

In this equation not only c and its derivatives can depend onj but alsoℓ.Wewill see this in the example

considered in the next section. Belowwe assume that the ratioℓ/L is independent ofj. It follows from

equation (68) that j j¢c c 1∣ ( ) ( )∣ . Since ¢ =c 0 0( ) this condition is equivalent to |j|= 1. This result shows

that the conjecturemade in [12] and formulated in the Introduction is correct.Wemake a viable assumption

that c(j)≈ c(0) and c″(j)≈ c″(0) and recoll thatℓ/L is assumed to be independent ofj. Then the criterion of

absolute instability given by equation (68) can be rewritten in the approximate form as

j j< =


+ 
L c

c c c
2

2 , 69c

ℓ
∣ ∣

∣ ∣
∣ ∣ ( )

where c and ¢c are now calculated atj= 0.We can see thatjc is inversely proportional to the solitonwidth, or,

what is the same, it is proportional to the square root of the soliton amplitude.When the inequality equation (69)

is not satisfied the soliton is only convectively unstable.

6. Example: Soliton stability inHall plasmas

In [12] theKP equationwas derived for nonlinear waves propagating in aHall plasma. In such a plasma two

kinds of nonlinear waves can propagate: fast and slowmagnetosonic. One critical direction for both kinds of

magnetosonic waves is along the equilibriummagnetic field. For fastmagnetosonic waves there is the second

11
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critical direction. It is perpendicular to the equilibriummagnetic field.Wemeasure the anglej from the

direction of the equilibriummagnetic field. Belowwe consider a two-dimensional problemwhere all the

variables depend on the coordinates x and ywith the x-axis in the direction of thewave propagation and the y

axis in the plane defined by the x-axis and the equilibriummagnetic field. TheKP equationwas derived in [12]

for the perturbation of the y-component of themagnetic field. The coefficients of this equation are given by

j= +  + -c c V c V c V a
1

2
4 cos , 70s A s A s A

2 2 2 2 2 2 2 2 2( ( ) ) ( )

j
¡ = -

- +


 

c V

c c c V
b

cos

2 2
, 70s A

s A

2 2 2

2 2 2[ ( )]
( )

j
g=

- +
´ + +

-
-









N

c V

B c c V

c V

c c
c

sin

2 2
3 1 , 70A

s A

A

s

2

0
2 2 2

2 2

2 2
⎜ ⎟⎛
⎝

⎞
⎠[ ( )]

( ) ( )

b
j

j
=

-
- - +




 

V c c

c V c c V
d

cos

2 cos 2
, 70A s

A s A

2 3 2 2 2

2 2 2 2 2 2

ℓ ( )

( )[ ( )]
( )

L =
+ - + ¡ + -

- +


  

 

c c V c V c V c

c c c V
e

6

2 2
. 70s A s A s A

s A

2 2 2 2 2 2 2 2 2

2 2 2

( ) ( )

[ ( )]
( )

The sound speed cs, Alfvén speedVA, and dispersion lengthℓ are defined by

g
r m r m r

= = =c
p

V
B m B

e V
, , , 71s A

i

A

2 0

0

2 0

0 0

0

0 0

ℓ ( )

where γ is the adiabatic index, p0, ρ0, andB0 are the equilibriumplasma pressure and density, and themagnetic

field,mi is the ionmass, e the elementary charge, andμ0 themagnetic permeability of free space.We note that in

equation (7)N is dimensionless, while in equation (70c) its dimension is c/B. This difference is related to the fact

that in equation (7) the variable uhas the dimension of velocity, while in [12] theKP equationwas derived for the

magnetic field perturbation.

It is shown in [12] that theKP equation for fastmagnetosonic waves reduces to theKPI equations by the

corresponding variable substitution. This implies that fast solitons are unstable with respect to normalmodes of

transverse perturbations. Using equation (70a)we obtain from equation (69) that solitons propagating at angles

with respect to the equilibriummagnetic field satisfying the inequality |j| > jc+ are only convectively unstable,

where

j = -+
c

Lc
V c

2
2 , 72c

M

m
A s2
2 2ℓ

∣ ∣ ( )

and =c c Vmax ,M s A( ) and =c c Vmin ,m s A( ).We note that we cannot claim that a soliton propagating at an

anglejwith respect to the equilibriummagnetic field satisfying the inequality |j| < jc+ is absolutely unstable.

The reason is that solitons propagating at very small angles with respect to the equilibriummagnetic field are not

described by theKdV equation. It is immediately follows from the fact thatβ+→ 0 asj→ 0when cs> VA, and

β+→∞when cs< VA. In fact, they are described by theDerivativeNonlinear Schr ö dinger equation (DNLS)

equation (e.g. [20–22]). Themultidimensional generalisation of this equationwas derived in [23, 24]. This

multidimensional DNLS equationwas used in [24] to study the soliton stability with respect to normalmodes of

transverse perturbations.

In fact, the condition |j| > jc+ does not guaranty that the soliton is only convectively unstable. Since the

direction orthogonal to the equilibriummagnetic field is critical the soliton can be absolutely unstable if it

propagates at a small angle with respect to this direction. To obtain the condition for convective instability for a

soliton propagating quasi-perpendicular with respect to the equilibriummagnetic fieldwe introduce

j p j= -2˜ . Thenwe obtain that the instability is convective when j j> c∣ ˜ ∣ ˜ , where

j =
+

+ +
c V

Lc V
c c V V

2
2 . 73c

s A

s A
s s A A

2 2

2 2
4 2 2 4ℓ

˜
( )

( ) ( )

Hence, the soliton is only convectively unstable if |j| > jc+ and j j- >p
c2

˜ . Again, we cannot claim that a

soliton propagating at an angle j̃ with respect to the equilibriummagnetic field satisfying the inequality
j j< c∣ ˜ ∣ ˜ is absolutely unstable. It can be immediately seen from the fact thatβ+→ 0 asj  p

2
. Solitons

propagating quasiperpendicular with respect to the equilibriummagnetic field are still described by theKdV

equation.However, for proper description of these solitons onemust add the term taking the electron
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inertial into account in the induction equation. The account of electron inertia is important when

j-p
m me i2

 , wheremi is the electronmass.

Nowwe proceed to slowmagnetosonic waves. It is shown in [12] that the variable substitution reduces the

KP equation for slowmagnetosonic waves to theKPI equationwhen |j| < j0 and toKPII equationwhen

|j| < j0. The anglej0 decreases fromπ/6 to 0 as cs/VA increases from0 to 1, and then increases from0 toπ/6 as

cs/VA further increases from1 to infinity. Hence, slow solitons are unstable with respect to normalmodes of

transverse perturbations when they propagate at small angles with respect to the equilibriummagnetic field

unless cs/VA is very close to 1. The soliton is convectively unstable when |j| < jc− andj is not very close to
p
2
,

where

j = --
c

Lc
V c

2
2 . 74c

m

M
A s2
2 2ℓ

∣ ∣ ( )

Againwe cannot claim that a soliton is absolutely unstable when |j| > jc−; the reason is the same as in the case

of fast solitons.

7. Summary

In this article we studied the stability of one-dimensional solitons propagating in an anisotropicmediumwith

respect to transverse perturbations.We derived the general formof theKadomtsev-Petviashvili (KP) equation

for nonlinear waves propagating in anisotropicmedia. By a proper variable substitution this equation reduces

either to theKPI or to theKPII equation. It is well known that a one-dimensional soliton solution to theKPI

equation is unstable with respect to normalmodes of transverse perturbations, while a one-dimensional soliton

solution to theKPII equation is stable with respect to these perturbations.

We only considered the case when theKP equation reduces to theKPI equation.We studied the absolute and

convective instabilities of solitons. For this we solved the initial value problem for the linear stability using the

Laplace–Fourier transform. Thenwe used Briggs’method.We showed that so-called critical directions of

propagation play an important role in the soliton stability. A critical direction is defined by the condition that the

group velocity equals to the phase velocity when thewave propagates in this direction.We proved that a one-

dimensional soliton is only convectively unstable unless it propagates at an angle smaller than the critical with

respect to a critical direction. The critical angle is proportional to a small parameter equal to the ratio of the

dispersion length to the solitonwidth. The coefficient of proportionality is expressed in terms of the phase speed

and its second derivative with respect to the propagation angle.

As an examplewe considered the stability of solitons propagating in aHall plasma. In such a plasma two

kinds of solitons can propagate: fast and slow. There are two critical directions for fast solitons, one along the

equilibriummagnetic field and the other perpendicular to thisfield. For slow solitons there is only one critical

direction along the equilibriummagnetic field.We expressed the coefficient of proportionality in the expression

for critical angles in terms of the sound andAlfvén speed.
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AppendixA. Complementary function of equation (16)

In this sectionwe obtain the complementary function of equation (16), that is the general solution to the

homogeneous counterpart of this equation.We put
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x
x= kx-v

d

d
e g . A1[ ( )] ( )

Substituting this expression in equation (16)with the right-hand side equal to zero yields

x
k

x
n k

x

x
k k n k

x

k n k k
x

k

k

- + - +

+ - - - W +

+ W - - +

+ + =

d g

d

d g

d
U

d g

d

dU

d
U i

dg

d

i
dU

d
U

K g

4 6 4 6

6 12 4 8

4 6 6

3 0. A2

4

4

3

3 0
2 2

2

2

0
0

3 2

2 2 0 2
0

4 2

⎜ ⎟

⎜

⎛
⎝

⎞
⎠

⎛
⎝

( )

) ( )

Nextwemake the variable substitution nx=s tanh( ). As a result we transform equation (A2) to

n n n k

n n nk k

n n nk n k

k n k k n

k n k k

- - - +

+ - + +

+ - - - -

- - W + - +

+ W - + + =

s
d g

ds
s s

d g

ds

s s s
d g

ds

s s s s

i
dg

ds
s s

i K g

1 4 1 3

6 1 4 4

1 24 1 12 8

4 12 1 2

4 3 0. A3

4 2 4
4

4
3 2 3

3

3

2 2 2 2 2 2
2

2

2 3 2 2 2

3 2 2

2 2 4 2

( ) ( ) ( )

( ) ( )

( )[ ( )

] [ ( )( )

] ( )

Nowwe look for the solution to this equation in the form

= + -g s a bs s , A42( ) ( )

where a and b are the constants to be determined. Substituting this expression in equation (A3)we should obtain

the sixth order polynomial. However the coefficient at s6 is identically zero, so that we obtain thefifth order

polynomial. In order that g(s) given by equation (A4) be a solution to equation (A3) all the coefficients of this

polynomialmust be zero. The conditions that the coefficients at s5 and s4 are zeros coincide. Hence, we obtain

that a, b, andκmust satisfyfive equations,

n k= -b a, A5( )

n k k n k nW = - - +i a b b28 4 12 24 , A52 3 2 3 ( )

n k n k n k n k
nk k

W - + - +
+ - - =

i b a b

b K c

40 12 32

4 3 0, A5

2 2 2 2 3

3 4 2

( )

( )

n k n k n nk
k n k

W + + - - +
+ - + =

i b a b

b K d

2 8 3 4 24 8

4 3 0, A5

3 4 3

4 2 2 2

( ) ( )

( ) ( )

k n n k n k n k
k n k

W - - - +
+ + + =

i a b b

a K e

12 4 2

8 3 0. A5

2 2 2 2

4 2 2 2

( ) ( )

( ) ( )

Using equations (A5a) and (A5b) to eliminate b andΩ from equations (A5c)–(A5e)we obtain that all these three

equations reduce to

n k k+ - =a K4 0. A62 2 4 2 ( )

Now it follows from equations (A5a), (A5b), and (A6) thatκ satisfies the equation

k n k k- + W + =i K4 3 0, A74 2 2 2 ( )

while a and b are given by

k
n k

k
n

=
-

= -a
K

b
4

, . A8
2 4

2 2
( )

Now it follows from equations (A1) and (A4) that the function

x
nx nx= + -kx-v

d

d
e a b tanh tanh . A92{ [ ( ) ( )]} ( )

is a solution to equation (16)with the right-hand side equal to zerowhenκ satisfies equation (A7), and a and b

are given by equation (A8).
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Appendix B. Calculation ofW0

In this sectionwe calculate the determinantW0 given by equation (29a).Wewrite h(ξ)= e−κ ξg(s), where

nx=s tanh( ), g(s)= a+ bs− s2, and a and b are given by equation (A8).We temporarily drop the subscript j.

Thenwe obtain

x
n k= - -kx-dh

d
e s

dg

ds
g a1 , B12⎛

⎝
⎞
⎠( ) ( )

x
n

n n k k

= -

- - + +

kx-d h

d
e s

d g

ds

s s
dg

ds
g b

1

2 1 , B1

2

2
2 2 2

2

2

2 2

⎜⎛
⎝

⎞
⎠

( )

( )( ) ( )

x
n

n n k n n

nk k n k

= -

- - + + -

+ + - -

kx-d h

d
e s

d g

ds

s s
d g

ds
s s

s
dg

ds
g c

1

3 1 2 1 6

6 3 2 . B1

3

3
3 2 3

3

3

2 2 2
2

2
2 2 2

2 2 3

⎜⎛
⎝

⎞
⎠

( )

( ) ( ) ( )(

) ( )

Substituting g(s)= a+ bs− s2 in these equations and using the relation νb=−κwe reduce these equations to

x
n k n n k k= + - - - +kx- -dh

d
e s s s a a2 2 2 1 , B23 2 1 2[ ( ) ( )] ( )

x
n nk n k

n k n k n k

= - - + -

+ - - + +

kx-

-

d h

d
e s s s

s a b

6 6 8 3

6 2 2 , B2

2

2
2 4 3 2 2 2

1 2 2 2 2

[ ( )

( ) ( )] ( )

x
n n k n n k

k k n n nk
n k n k k

= + - -

+ - + -
+ + - +

kx-

-

d h

d
e s s s

s

s a c

24 24 4 10 3

4 8 16 12

8 3 . B2

3

3
3 5 2 4 2 2 3

2 2 2 3 2

1 4 2 3

[ ( )

( ) (

) ( )] ( )

Taking ξ= 0 and s= 0we obtain

x
k

x
k n

x
n k k

= = - + = + -

= - +

h a
dh

d
a

d h

d
a

d h

d
a

, 1 , 2 2 ,

8 3 . B3

2

2
2 2

3

3
2 3

( ) ( )

( ) ( )

These expressions are valid for h1,K,h4 and for their derivatives. Using equations (A7) and (A8)we obtain

k
n

k
n

k

n
n

k

k
k
n

k
n

k

k n k
k
n

n
n k

n k k k
k
n

n
n

k k

=
W

- -
W

+
- W

º

- + = - +
W

º

+ - = +
W

+ - º

- + = - -
W

+ - º

a
i

K

i

K

K

K
Q

a
i

Q

a
i

K
Q

a
i

K
Q

36 3 9

12

36
,

1
3

4

3 12
,

2 2
4

2 ,

8 3 2
4

8 . B4

3

2 2

2

2 2

2 2 2

2 2 1

3

2 2 2

2 2 2
2

2

2
2

3

2 3 3
2

2

2
2

2 4⎜ ⎟⎛
⎝

⎞
⎠

( )

( ) ( )

( )

( )

( )

( ) ( )
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Using equations (B3) and (B4)we obtain

k k k k
k k k k
k k k k
k k k k

=W

Q Q Q Q

Q Q Q Q

Q Q Q Q

Q Q Q Q

. B50

1 1 1 2 1 3 1 4

2 1 2 2 2 3 2 4

3 1 3 2 3 3 3 4

4 1 4 2 4 3 4 4

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( )

Nowwe add the last rowmultiplied by nW -i K72 2 2 1( ) to thefirst row, and the last rowmultiplied by 1/6ν2 to the

second row. This yields

k k k k
k k k k
k k k k
k k k k

=W

R R R R

R R R R

Q Q Q Q

Q Q Q Q

, B60

1 1 1 2 1 3 1 4

2 1 2 2 2 3 2 4

3 1 3 2 3 3 3 4

4 1 4 2 4 3 4 4

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( )

where

k
k
n n

k
n n

k
k
n

k
n n

=
W

- -
W

+ -
W

= -
W

- +
W

R
K

i

K

R
i K i

3 96
1

72

1

3 36
,

24 6 12
. B7

1

2

2

2

2 2 4

2

2 2

2

2

4

2

2 2

⎜ ⎟⎛
⎝

⎞
⎠( )

( ) ( )

Wenow considerW0 as a function ofκ4.Q4(κ) is a cubic polynomial, whileR1(κ),R2(κ), andQ3(κ) are quadratic

polynomials. ConsequentlyW0(κ4) is a cubic polynomial with respect toκ4.W0(κ4)= 0when eitherκ4= κ1, or

κ4= κ2, orκ4= κ3 because in this case two columns in the determinantW0 are identical. This implies thatκ1,

κ2, andκ3 are the roots of cubic polynomialW0(κ4). ThenW0(κ4) is equal to (κ4− κ1)(κ4− κ2)(κ4− κ3) times
the coefficient at k4

3, which is equal to the coefficient atQ4(κ4) in the expansion ofW0(κ4)with respect to the last

column times (−2). As a result we obtain

k k k k k k= - - - - ~
W W2 , B80 4 1 4 2 4 3 0( )( )( ) ( )

where

k k k
k k k
k k k

=~
W

R R R

R R R

Q Q Q

. B90

1 1 1 2 1 3

2 1 2 2 2 3

3 1 3 2 3 3

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( )

Weadd the last rowmultiplied by (1/3ν2)(1−Ω
2/96ν2K2

) to thefirst row, and the last rowmultiplied by

iΩ/24ν4 to the second row. This yields

k k k
k k k
k k k

=~
W

S S S

S S S

Q Q Q

, B100

1 1 1 2 1 3

2 1 2 2 2 3

3 1 3 2 3 3

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( )

where

k
k
n n n n n

k
k
n n n

=
W

-
W

- + -
W

-
W

= - +
W

+
W

S
i

K

K

K

S K
i K

72
5

16

1

3 3 48 288
,

6 16 24
. B11

1 4

2

2 2

2

4

2

2 2

2

6

2 4
2

2

2

2

6

⎜ ⎟

⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( )

( ) ( )

Wenow consider
~
W0 as a function ofκ3.Q3(κ) is a quadratic polynomial, while S1(κ) and S2(κ) are linear

functions ofκ. Consequently k~
W0 3( ) is a quadratic polynomial with respect toκ3. k =~

W 00 3( ) when either

κ3= κ1 orκ3= κ2 because in this case two columns in the determinant
~
W0 are identical. This implies thatκ1 and

κ2 are the roots of quadratic polynomialD(κ3). ThenD(κ3) is equal to (κ3− κ1)(κ3− κ2) times the coefficient at

k3
2, which is equal to the coefficient atQ3(κ3) in the expansion of k~

W0 3( )with respect to the last column. As a

result we obtain

k k k k= - -~ ~
W W , B120 3 1 3 2 1( )( ) ( )

where

k k
k k

=~
W

S S

S S
. B131

1 1 1 2

2 1 2 2

( ) ( )

( ) ( )
( )
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Weeasily obtain

k k
n

n=
- W

+ -~
W

K
K K

18 16
. B141

2 1

8 2

2
2 2

2
6⎜ ⎟

⎡
⎣⎢
⎛
⎝

⎞
⎠

⎤
⎦⎥

( )

Using equations (B8), (B12), and (B14)we eventually arrive at

n
n k k= -

W
+ ´ -

<

W
K

K K
1

9 16
. B15

j l

l j0 8 2
6

2
2 2

2

1 4 
⎜ ⎟

⎡
⎣⎢

⎛
⎝

⎞
⎠
⎤
⎦⎥

( ) ( )

AppendixC. Proving that collidingK-roots are pinching

In this sectionwe prove that colliding roots are always pinching.We consider n<V 4 3∣ ∣ andwrite

n y=V 4 3 sin , C1( )

whereψä (− π/2,π/2). Thenwe obtain

n
y y= + +K i a

3
2 2 sin sin 2 , C2p

2
2( ) ( )

n
y y yW = - + + i b

8 3

9
sin 3 sin cos . C2p

3
2 3[ ( ) ] ( )

Nextwewrite

n J n lW = W + = +i K K
8

9
3 ,

2

3
, C3p p

3 2 ( )

whereϑ varies from0 to n V - W- I3 3 8 p
3 1( ) [ ( )]with V n> G = 3m

8

9
3 . This corresponds to varying WI( )

from WI p( ) to ςwhile keeping W = WR R p( ) ( ). Substituting equation (C3) in equation (60a), taking into
account thatΩp andKp satisfy the systemof equations (60), and using equation (C2) yields

l l y y y lJ y
J J y y y
+ + -

+ + + - =
i i

i

2 3 cos cos 2 sin 6 sin

2 cos 1 2 sin 2 sin 0. C4

3 2

2 2 3

( )

[ ( ) ] ( )

Using the variable substitutionλ= z− z0, where

y y y= +z i
1

2
cos cos 2 sin , C50 ( ) ( )

we reduce the cubic equation (C4) to the depressed form

+ + =z pz q 0. C63 ( )

The coefficients of this equation are given by

y y y J y= - - -p i i
3

4
cos 4 5 cos 2 sin 2 3 sin , C72 2( ) ( )

y y y

y y J y

y y J

= -

+ - +

+ - +

q

i

i

1

4
cos cos 13 cos 12

2 sin 7 cos 4 cos

2
sin 7 cos 4

1

2
. C8

3 2

2 3

2 2⎤⎦

[ ( )

( )] [

( ) ( )

Wenotice thatKp, z0, p, and q are functions ofψ.We have the following relations: y y- =K Kp p( ) ( ),

y y- =z z0 0( ) ( ), y y- =p p( ) ( ) and y y- =q q( ) ( ). It follows from these relations and equation (C6) that
y y- =z z( ) ( ) and, consequently, l y l y- =( ) ( ). Let us now assume that the colliding roots are pinching for

y y= ˜ . Then it follows from that the trajectories of colliding roots for y y= - ˜ are symmetric to those for
y y= ˜ and, consequently, the roots are pinching for y y= - ˜ . This observation enables us to carry out the

analysis only forψ� 0.

Below the two roots of equation (C6) corresponding to the two collidingK-roots of the dispersion

equation (60a)will be called the colliding z-roots.We denote them as z1 and z2. The third root of equation (C6) is

z3.WhenK= Kpwe haveλ= 0 and, consequently, z= z0. Then it follows that z1= z2= z0whenϑ= 0, and, in

accordancewith equation (C5), the trajectories of the colliding z-roots defined by equations z= z1(ϑ) and

z= z2(ϑ) start in the upper part of the complex z-plane. Since z1+ z2+ z3= 0 it follows that z3=− 2z0when

ϑ= 0, and the trajectory of the third root defined by equations z= z3(ϑ) starts in the lower part of the complex z-

plane.
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Let us now assume that the trajectory of one of theK-roots crosses the real axis in the complexK-planewhen

ϑ= ϑc. This implies that J =I K 0c( ( )) . It is straightforward to check that for the corresponding z-root

J =I z 0c( ( )) .We introduce the notation zc= z(ϑc). Substituting zc for z andϑc forϑ in equation (C6), separating

the real an imaginary parts of the obtained equation, and using equations (C7) and (C8)we obtain the systemof

two equations,

y y J J y
y y

+ - + +
+ - =

z z4 3 cos 4 5 cos 2 4 cos

cos 13 cos 12 0, C9

c c c c
3 2 2 2 3

4 2

( )

( ) ( )

y J y+ - + =zcos 6 7 cos 4 0. C10c c
3 2( )( ) ( )

Sinceϑc> 0 it follows from equation (C10) that

y= -z
1

6
7 cos 4 . C11c

2( ) ( )

The correspondingK-root crosses the real axis at n n y+ - = + >K z z 8 cos 0p
2

3
2

0
1

9
2 2( ) ( ) , that is it crosses

the positive part of the real axis. Substituting equation (C11) in equation (C9) yields

J J y
y y

+ -
+

=2 cos
sin 4 5 cos

108
0. C12c c

2 2
2 2 2( )

( )

The positive root to this equation is

J y
y y

y= +
+

-cos
sin 4 5 cos

108
cos . C13c

6
2 2 2

3( )
( )

Introducing V n V= 3
8

9
3 ˜ we obtain that J V yÎ -0, cos3[ ˜ ], where now Ṽ is any quantity larger than 1. It is not

difficult to show that J y< -1 cosc
3 . This implies that J V yÎ -0, cosc

3( ˜ ).

Differentiating equation (C6)with respect toϑwe can calculate dz/dϑ. Substituting z= zc andϑ= ϑc in the

obtained formula and taking its imaginary part yields

J
y y J

y y y y J
=

- +
+ + +

Id z

d

27 sin cos

sin 3 sin 81 sin cos
. C14

c

c

3 2

4 2 2 2 3 2

( ) ( )

( ) ( )
( )

We see that J <Id z d 0( ) . This result implies that a root trajectory can cross the real axis onlymoving from the

upper to the lower complex z-plane.Hence, only the trajectories of colliding roots can cross the real axis, and

only once. If we assume that both trajectories cross the real axis, then, for some value ofϑ theywill be in the lower

part of the complex z-plane. As a result, wewould obtain + + <I z z z 01 2 3( ) , which contradicts to the

condition z1+ z2+ z3= 0.Hence, we conclude that only one trajectory of the two colliding roots can cross the

Figure 3.The thick line shows the deformed integration contour. The thin lines with arrows show the trajectories ofK-roots in the
complexK-plane. The scale in the axes is arbitrary.
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real axis. On the other hand, one trajectorymust cross the real axis because equation (C6)has a real rootwhen

ϑ= ϑc. Therefore, the trajectory of one of the colliding roots crosses the real axis and the trajectory of the other

colliding root does not cross it.We see that the union trajectories of two colliding z-roots crosses the real axis just

once, that is the odd number of times, and the same is true for the trajectories of the twoK-colliding roots. In

addition, the crossing occurs at the positive real axis. This implies that the collidingK-roots are pinching.

The analytical study presented in this sectionwas supported by the direct numerical solution of the

dispersion equation. The numerical results confirmed that the trajectory of one colliding roots crosses the

positive real axis once, while the trajectory of the second root does not cross it. The picture of root trajectories

and pinched integration contour are shown infigure 3 forψ= 45°. The picture is similar for other values ofψ

with the only difference that the double root is in the lower complexK-planewhenψ< 0.
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