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Controllable Model Compression for Roadside

Camera Depth Estimation
Jose Jaena Mari Ople, Shang-Fu Chen, Yung-Yao Chen, Kai-Lung Hua, Senior Member, IEEE, Mohammad Hijji,

Po Yang, Senior Member, IEEE Khan Muhammad, Senior Member, IEEE

Abstract—In the Cooperative Intelligent Transportation Sys-
tem (C-ITS) paradigm, vehicles could communicate with roadside
units to augment their traffic knowledge. Smart roadside units
could provide second-order information (e.g., vehicle count) from
raw first-order data (e.g., visual feed, point clouds), and this
”smart” feature is usually provided using deep neural network
models. However, implementing these useful models implies a
cost for computational complexity that could hinder the future
deployment of smart roadside units needed for sustainability in
transportation systems. In this paper, we propose to use model
compression on deep image processing models to promote its
feasibility for usage in smart sensors. We formulated a control-
lable convolutional model compression (CCMC) algorithm that
can perform filter-wise evolutionary pruning on image processing
networks, along with a predefined compression ratio. CCMC is
applicable for image processing networks, which have multiple
possible traffic data sources (e.g., road camera surveillance). Fur-
thermore, CCMC has a definable target compression ratio that is
useful for controlling the trade-off between resource consumption
and output performance. We tested our proposed method on
depth estimation, which is useful for scene understanding and
mapping the locations of objects in the 3D space. Our exper-
iments show that the pruned model has minimal performance
discrepancy from the original one, supporting the sustainability
features needed for intelligent transportation systems.

Index Terms—Smart sensors, neural network compression,
depth estimation, genetic algorithm, sustainable solutions, intel-
ligent transportation systems.

I. INTRODUCTION

C-ITS involves multiple components (i.e., vehicles, roadside

units, traffic commands centers) that communicate with each

other to minimize traffic disruptions. A subset of roadside units

are sensors that gather environment and traffic information

for other components so that they can perform decisions

accordingly [1]. Traditionally, the sensors utilized are camera

surveillance systems that are manually observed by human op-

erators to perform traffic management. In the C-ITS paradigm,
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the camera sensors can automatically provide information not

only limited to visual feed but also smartly compute second-

order information such as environmental structure [2]–[4], and

pedestrian flow [5], [6]. The information processing is usually

performed using deep neural models due to their excellent

performance. However, these models have computational com-

plexity that serves as an issue on the availability of smart

roadside sensors.

Using a camera surveillance system is a common traf-

fic management approach, which implies that there is an

availability of image sensors that could be re-purposed to

smart sensors. Furthermore, image processing models typi-

cally employ convolutional layers that—despite being able

to automatically learn meaningful and high-level features—

inherit a considerable amount of redundancy [7], [8]. The

combination of hardware accessibility and model redundancy

make computer vision models suitable targets for optimization.

To generate computer vision models with different levels

of compression, we propose our method Controllable Con-

volutional Model Compression (CCMC), which can prune

convolutional models until their size matches a specified

compression ratio. CCMC performs two-phase compression

using multiple evolutionary filter pruning. First, the initial-

ization phase acquires a compressed model with a minimal

performance drop. We use a Genetic Algorithm (GA) [9] to

prune those convolutional filters that least contribute to the

model’s performance score. To automatically generate a model

architecture with a balance of performance and compression,

we compute the fitness in this phase as the weighted sum of

both the model’s performance score and compression ratio.

Since we let the GA dictate the compression process, we may

not obtain the model with the desired compression ratio. Hence

in the second phase, the initially compressed model from the

first phase will be further adjusted to match the compression

ratio specified beforehand. We run another set of GA that

optimizes two populations to search the following: (1) filter

activations that have maximal performance increase and (2)

filter deactivations that yield minimal performance decrease.

We use the results from the second phase to loop back and

adjust the initially compressed network. If the network size

is below the compression ratio, we activate filters that have

maximal performance increase. If the network size is above

the compression ratio, we deactivate filters with a minimal

performance decrease. To be more specific, in this paper, we

focus on depth estimation as the computer vision task that

we want to optimize. Specifically, we perform compression

on monocular depth estimation networks, Monodepth2 [3]
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Fig. 1. Different model sizes could be used in different scenarios. (A) Ideal
scenario of having a full model deployed on a high-budget hardware. (B)
Low-cost model could be deployed for surveying simple road environments.
(C) With low-cost model and hardware, smart surveillance could be employed
on numerous minor roads and streets .

and GLPDepth [4]. We have chosen these models due to the

following reasons: (1) depth estimation from a single image is

a complex task that requires deep models, in which we could

showcase the compression ability of CCMC, (2) monocular

images are more common than other modalities that use

specialized hardware (e.g., point clouds from LiDAR and

stereo images). (3) In the context of a roadside camera, depth

estimation offers a 3D understanding of a scene, which is

useful for other traffic-related tasks (e.g., navigation [10], [11],

parking management [12], and traffic flow estimation [13]).

(4) Compressed depth estimation models have reduced fidelity,

however, they could still be applied for smart surveillance of

simple environments (e.g., few scene objects), see Figure 1.

Our main contributions can be summarized as follows:

1) We proposed a novel evolutionary filter-wise pruning

algorithm for convolutional models with a controllable

compression ratio that can be used as sustainable solu-

tion in transportation systems.

2) We implemented an evolutionary filter search algorithm

that finds performance-optimal filter activations and de-

activations.

3) We explored the effects of different levels of compres-

sion on depth estimation.

4) We conducted a series of experiments from different

perspectives and our experimental results show that

neural compression can reduce the computational com-

plexity with minimal performance degradation. Pruned

models could still work even if compressed to 20% of

their original size, which has applications in different

domains, including ITS.

II. RELATED LITERATURE

The goal of our paper is to increase the availability of

smart roadside units (i.e., monocular camera) with model com-

pression. We explore depth estimation and different available

compression methods.

A. Depth Estimation

Scene understanding is the process of interpreting and

analyzing the 3D dynamic scene [14], and this could be

done using different approaches such as semantic segmenta-

tion and depth estimation. In this paper, we focus on depth

estimation towards scene understanding, in which there are

multiple approaches. Point clouds from LiDAR can be used

to generate depth maps [2], as well as images from stereo

cameras [15]. However, these approaches use complicated and

expensive equipment. With the goal of this paper to increase

the availability of smart roadside units, we explore a depth

estimation algorithm using a monocular camera.

The work by [16] uses a feed-forward network to estimate

depth maps but its training is augmented with an additional

semantic segmentation network. Another paper from [17] uses

different networks to estimate low-depth and high-depth areas.

Other research [18] utilized a network architecture with multi-

ple aggregations of different convolutional layers. In [19], they

proposed an unsupervised adversarial depth estimation net-

work. Monodepth2 [3] uses multi-scale features and multiple

modalities to learn depth estimation. GLPDepth [4] deploys a

transformer to encode the global context and a lightweight

decoder that estimates depth map while considering local

connectivity.

Depth estimation could be used in multiple applications for

C-ITS, such as autonomous navigation [11], parking manage-

ment [12], and traffic flow estimation [13]. These approaches

typically use depth map estimations for generating the 3D

geometry of a scene.

B. Model Compression

There are multiple approaches for model compression, in-

cluding network pruning, sparse representation, bits precision,

and knowledge distillation [20]. In this work, our chosen

approach is network pruning, which reduces the model size

of a neural network by removing some of its parameters.

Existing pruning algorithms employ different search methods

(e.g., random, greedy [21], gradient [22], [23], and GA [24])

for parameter removal. For example, Elkerdawy et al. [22]

learned the pruning mask by joint optimization with the layer

weights. On the other hand, we focus on GA-based approaches

because of their advantages for neural architecture search,

such as flexibility for navigating complex search spaces [25],

and improved generalization through sparsity by evolutionary

pruning [26]. An example of this approach is by Wang et al.

[24], where they used GA to prune convolutional filters that

least contribute to the overall performance of the model. To

the best of our knowledge, there is no evolutionary filter-wise

pruning that allows a controllable compression ratio; hence,

we propose our method, CCMC.

III. THE PROPOSED METHOD

CCMC can compress convolutional models using two-

phase compression based on GA. The first phase is called

Initial Architecture Optimization (Sec. III-A), which yields an

initially compressed network. Whereas the second phase is

Model Size Adjustment (Sec. III-B), which further modifies the

compressed network to match the defined compression ratio

(within the range [0, 1]). Further processing of the model is
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Fig. 2. Overview of our proposed method, CCMC. GA is used to evolve the populations P (t), Q(t), and R(t), where t is the generation count. The original
network G will be propagated to population P (0), Q(0), and R(0), iteration t = 0. Population P will evolve by minimizing both parameter count and
performance drop. Q will try to find the filter changes that have the most performance improvement. R will maximize performance drop to find filter changes
that provide the least improvement. After iteration S, the filter changes from Q and R are used as the heuristic to decide which filters should be activated or
deactivated when the model size does not match the compression ratio C.

discussed in Sec. III-C (Fine-Tuning the Model). The high-

level visualization of our pipeline is presented in Figure 2,

while the pseudo-code is provided in Algorithm 1.

A. Initial Architecture Optimization

Given the original convolutional architecture G, we aim to

construct a compressed architecture Ĝ that has fewer trainable

parameters. To perform this task, we used GA [9] to optimize

the architecture of our chosen network. Optimization, in this

context, means the pruning of convolutional filters that least

contribute to the output. We closely follow the methodology

of [24] for the initial optimization of population P .

Bit String Representation. Every individual p in popula-

tion P represents a solution (chromosome) that is manipulated

by GA. This chromosome is a bit string (i.e., a list of 0s and 1s)

that represents the architecture of a generator network. Each

bit determines whether its corresponding convolution filter is

discarded (if 0) or retained (if 1). Considering the network G

with I convolutional layers, Fi is the i-th convolution layer,

where i ∈ [1, 2, . . . , I] and Fi ∈ R
Hi × Wi × Ci × Ni .

Here, Hi, Wi, Ci, and Ni are the height, width, channel size,

and number of filters for the i-th layer, respectively. The total

length of the bit string is defined as
∑I

i=1 Ni.

The input channels of the initial layer and the output channel

of the final layer cannot be pruned. This is to prevent zero

values as input and zero values as output. Additionally, we

imposed a soft restriction in which each convolutional layer

should have at least 10% of its filter active. Otherwise, a layer

with less than 10% of its filter will almost output nothing. Note

that this restriction is not mandatory, however, empirically,

layers that output almost nothing will cause the entire model

to have a bad performance.

Performance Metric. We compute the performance L of

an individual p using its depth estimation accuracy at 1.25
threshold (i.e., δ < 1.25). The estimation for a pixel is

considered correct if the relative error δ is within the threshold

(i.e., 1.25).

Fitness Function. In GA, the fitness function determines the

quality of an individual p in the population P . In the context

of our work, a higher fitness should reflect a better modeling

performance of the compressed network. The fitness of p is

computed as:

F (p) = L(Ĝ|p) + γ(1− N (p)), (1)

where Ĝ is the equivalent generator architecture from the

bit string of individual p, L(Ĝ) is the performance metric

function, N (p) is the compression ratio for p, and γ is

the hyperparameter for balancing between performance L(·)
and compression(N (·). A high fitness score is achieved by

maximizing performance and minimizing compression ratio.

Genetic Algorithm. Using the fitness function F (·) from

Eq (1), GA is used to find the fittest individual p through

S search generations. The roulette wheel selection is used

to pick the parents for the next evolutionary generation.

After S iterations, we have the latest population P (S), which

represents the generator architectures that possess the optimal
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Algorithm 1 CCMC

Require: Pretrained convolutional network G, Parameters:

K (population size), T (number of epochs), C (Target

compression ratio), S (Iterations before Q and R affects

P ); S < T

1: Initialize a population P (0) w.r.t. G with K individuals;

2: Copy population P (0) to population Q(0) and R(0);

3: for t = 1 to T do

4: Calculate the fitness of each individual in P (t) using

Eq. 1;

5: Obtain probabilities using roulette wheel selection;

6: for k = 1 to K do

7: Conduct GA’s selection, crossover, and mutation

on P (t) for generating new individuals according to a pre-

defined probability;

8: end for

9: Calculate the fitness of each individual in Q(t) using

Eq. 2;

10: for k = 1 to K do

11: Conduct Microbial GA’s selection, evaluation, re-

combination, mutation on Q(t) for generating new indi-

viduals according to a pre-defined probability;

12: end for

13: Find out which individual in Q(t) gained the most

fitness after Microbial GA and record in Q̂

14: Calculate the fitness of each individual in R(t) using

Eq. 3;

15: for k = 1 to K do

16: Conduct Microbial GA’s selection, evaluation, re-

combination, mutation on R(t) for generating new indi-

viduals according to a pre-defined probability;

17: end for

18: Find out which individual in R(t) gained the most

fitness after Microbial GA and record in R̂, see Figure 3;

19: if t > S then

20: if N(p(t)) >
N(G)

(C ∗ (1− 2%))
then

21: Check every convolution filter state in each

individual p(t) and deactivate those recorded in R̂;

22: else if N(p(t)) <
N(G)

(C ∗ (1 + 2%))
then

23: Check every convolution filter state in each

individual p(t) and reactivate those recorded in Q̂;

24: end if

25: end if

26: end for

27: Update fitnesses of individuals in Pt

28: Establish compressed Generator Ĝ by choosing the best

individual p̂(T )

Ensure: Compressed Generator Ĝ after fine-tuning using the

entire training set.

Fig. 3. Model size adjustment using population Q. Individual q
(t)
k

is
the k-th member of population Q at evolution step t. F (·) is the fitness

function defined in Eq. (2). Filter changes of q̂(t → t+1) with the best fitness
improvement will be recorded to cache Q∆. Items in Q∆ are used to adjust
the model size of the generator network. We use MGA since it improves the
population via self-mutation, which allows one-to-one correspondence to the
succeeding generations.

ratio between model size and performance, as per the selected

value of γ.

B. Model Size Adjustment

Even after the initial optimization (Sec. III-A), it is not

guaranteed that the final architectures (i.e., P (S)) has the spec-

ified compression ratio. After the S-th generation of the first

phase, the network architecture is further modified by either

activating filters if the model size is below the compression

ratio or deactivating filters if the model size is above the ratio.

To do this task, we use Microbial Genetic Algorithm (MGA)

to optimize additional populations, Q and R, as guidance for

further filter changes. We use MGA instead of GA because

we want to record the gradual development of the individuals

of populations Q and R, since MGA improves upon the

population via self-mutation. Specifically, the individual q
(s)
i

should correspond to the evolved individual q
(s+1)
i (this should

also apply to the individuals of p). In MGA, the individual

is modified by accepting genes from other individuals with

higher fitness; therefore, there is a correspondence between

individuals of succeeding generations. For GA, this does not

hold true.

Increase model size. We define population Q whose pur-

pose is to find filter activations with maximal performance

improvement. The fitness function for Q is defined as:

Fpos(p) = L(Ĝ|p). (2)

Fpos is similar to Eq. (1) but has no regard for the compres-

sion ratio. As illustrated in Figure 2, we populate the cache

Q∆ by finding the filter activations (i.e., 0 → 1 in the bit

string representation) with the best fitness increase for each

evolutionary generation of Q. For each item in Q∆, if there is

a similar configuration in P (S), we perform that filter change

to increase the model sizes of each individual in P (S).
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TABLE I
QUANTITATIVE RESULTS OF CCMC IN COMPRESSING DEPTH ESTIMATION MODELS

Model Compression Performance Metrics

Arch. Dataset Ratio Actual Ratio Actual Size Abs REL Sq REL RMSE RMSE log δ < 1.251 δ < 1.252 δ < 1.253

M
o

n
o

d
ep

th
2

C
it

y
sc

ap
es

0.8 0.8079 9.96 MB 0.0477 0.0001 0.0027 0.0681 0.9862 0.9987 0.9999

0.6 0.6196 7.64 MB 0.0494 0.0001 0.0026 0.0781 0.9733 0.9996 0.9999

0.4 0.4198 5.18 MB 0.0547 0.0002 0.0028 0.0845 0.9680 0.9985 0.9998

0.2 0.2200 2.71 MB 0.0684 0.0003 0.0040 0.0990 0.9561 0.9953 0.9998

C
it

y
C

am

0.8 0.8013 9.88 MB 0.0545 0.0002 0.0030 0.753 0.9821 0.9992 0.9998

0.6 0.6134 7.56 MB 0.0560 0.0002 0.0032 0.0803 0.9789 0.9993 0.9997

0.4 0.4086 5.04 MB 0.0581 0.0002 0.0033 0.0888 0.9664 0.9979 0.9996

0.2 0.2141 2.64 MB 0.0628 0.0002 0.0031 0.0914 0.9660 0.9971 0.9996

G
L

P
D

ep
th C
it

y
sc

ap
es

0.8 0.8132 192.29 MB 0.0833 0.0375 0.3550 0.1116 0.9823 0.9989 0.9999

0.6 0.6054 143.16 MB 0.0570 0.0140 0.2008 0.0756 0.9457 0.9978 0.9998

0.4 0.4113 97.26 MB 0.0992 0.0529 0.4289 0.1417 0.9073 0.9808 0.9976

0.2 0.2189 51.76 MB 0.1172 0.0741 0.4998 0.1660 0.8872 0.9700 0.9953

C
it

y
C

am

0.8 0.8172 193.24 MB 0.0166 0.0032 0.1265 0.0267 0.9998 0.9999 0.9999

0.6 0.6163 145.73 MB 0.0308 0.0075 0.1911 0.0407 0.9992 0.9999 0.9999

0.4 0.4049 95.74 MB 0.0584 0.0245 0.2990 0.0795 0.9791 0.9998 0.9998

0.2 0.2177 51.48 MB 0.0585 0.0252 0.3130 0.0817 0.9788 0.9998 0.9998

Decrease model size. We define population R whose pur-

pose is to find filter deactivations with minimal performance

improvement. The fitness function for R is defined as:

Fneg(p) =
1

L(Ĝ|p)
. (3)

Fneg encourages the network to have worse performance

than the original convolutional network G. We populate the

cache R∆ by following a similar process in Figure 2 but

using a different fitness function. Since R is optimizing for

architecture with worse performance, the filter activations

found in R∆ have a negative contribution to the overall

performance L(p) for individuals p in P (S). Therefore, for

each item in R∆, if there is a similar configuration in P (S),

we deactivate (i.e., 1 → 0) the filter to reduce its model size.

C. Fine-tuning the Model

After finding a suitable compressed network architecture

Ĝ that has good performance and satisfies the compression

ratio, we fine-tune Ĝ using the training dataset of the initial

network G. The original weights of G are preserved and

transferred to Ĝ but the removed parameters negatively affect

the performance. We fine-tune the network Ĝ using a subset

from the original training dataset. The network is trained using

different numbers of fine-tune batches, in which the batch size

is based on the original training procedures of the generator.

IV. EXPERIMENTS

In this section, we qualitatively and quantitatively evaluate

our proposed GA-based compression, CCMC, on depth esti-

mation task.

A. Implementation Details

The models and the GA pipeline are implemented in

PyTorch. For the fine-tuning step, the pruned models are

trained with the same configurations as their respective original

networks. The fine-tuning is performed with the configurations

stated in their respective implementations. The experiments are

run on a computer with NVIDIA GeForce GTX 2080 Ti GPU

and Intel Core i7-8700 CPU.

B. Models.

Using CCMC, we compress the depth estimation models,

Monodepth2 [3] and GLPDepth [4], to specific compression

ratios (i.e., 0.8, 0.6, 0.4, 0.2). For Monodepth2, we used the

model trained on the KITTI dataset [27] with the monocular

modality of resolution 640 × 192. For GLPDepth, we used the

model trained on [28]. Do note that we fine-tune the pruned

architectures derived from the original pretrained models.

C. Dataset.

The testing is performed using Cityscapes [29] and CityCam

datasets [30]. To compute performance metric L(Ĝ|p) in the

fitness formulas (Eq. 1,2,3), we use a randomly selected 10-

item subset from their test dataset. Only 10 items were chosen

for fast computation of the fitness since it will run for multiple

instances of pruned architectures. For computing the depth

metrics, the entire test images are used. For both datasets, we

post-process their images such that the longer side has a length

of 640 pixels while also preserving the aspect ratio.

Cityscapes [29] is a dataset that focuses on semantic under-

standing of urban street scenes. This dataset has similarities

with the training dataset [27], which is, both of them are from
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Fig. 4. Examples of generated depth maps. (Left) Depth maps produced
by Monodepth2 models [3] on Cityscapes [29] dataset. (Right) Depth maps
produced by GLPDepth models [4] on CityCam [30] dataset. The compression
ratio is indicated by the numbers at the lower right of each image. The upper-
left image from each image group is the input. The ratio of 1.0 indicates that
this is the output of the original network.

the point of view of the car. Cityscapes have stereo images

(i.e., left and right) but we just used the left test images for

the evaluation metrics. Images in this dataset have a resolution

of 2048× 1024.

CityCam [30] contains images from the point-of-view of

road surveillance cameras. This dataset fits more with the

desired use-case of this paper (i.e., more smart roadside units).

The original image resolution for this dataset is 352× 240.

D. Metrics

We use common evaluation metrics for depth estimation

such as Absolute Relative Difference (Abs Rel), Squared

Relative Difference (Sq Rel), Root Mean Squared Error

(RMSE), and accuracy with certain thresholds. For accuracy,

we consider the depth estimation for a pixel to be correct if its

error (δ = max(pred
gt

, gt
pred

)) is within a certain threshold.

Specifically, the thresholds are 1.251, 1.252, and 1.253—these

values are standard for depth estimation. The comparison is

performed relative to the original network. To reduce verbosity,

we refer to the compression ratio as C (e.g., 0.8C is 80%

compression ratio), from hereon.

E. Performance

In this section, we show the quantitative and qualitative

results of the model pruned to different compression ratios.

We compressed the models with the architectures from Mon-

odepth2 [3] and GLPDepth [4], then used these pruned models

to perform depth estimation on the datasets, Cityscapes [29]

and CityCam [30]. View the quantitative results in Table I and

the qualitative results view Figure 4.

Based on the table, the obvious trend is that performance

degrades as the compression ratio is minimized. However, we

could see that outputs of the pruned model have minimal

discrepancy from the original network. If we look at Figure 4,

the details of the depth map become blurrier with the lower

target compression size. But still, the general outline of the

depth map remains.

Do note that the performance of the compressed model is

derived from the original model. If the base model has a bad

performance to a dataset, this will carry over to the pruned

model.

Fig. 5. Statistics of the proposed solutions. (Left) Compression (x-axis)
vs Performance (y-axis). (Right) Compression (x-axis) vs Performance-per-
Compression (y-axis). Blue dots indicate proposed solutions of the entire
pipeline (Phase I and Phase II combined). Green boxes indicate outputs of
Phase I. Brown triangles indicate generated architectures of Phase II but with
a random population as input—Phase II only. The red dashed line (at the
graph on the right) indicates average performance for Blue dots. Best viewed
in color.

F. Memory

In Table I (Compression columns), we can see the actual

memory sizes of the pruned models used in the evaluation. We

could see that the actual compression ratio is not exactly the

same as the specified ratio. This is for the following reasons.

Evolutionary algorithms will take too long to generate the

desired filter activations with a specific number of activations;

hence, there is a margin of error for the compression ratio. In

this case, we set the margin of error as 0.02. The final size of

the pruned model still fits the specified ratio.

G. Ablation Study

We graphed the outputs of proposed solutions generated

by different configurations (i.e., Phase I only, Phase II only,

and full pipeline) in Figure 5. On the left side of the figure,

the compression (x-axis) and the performance (y-axis) values

of the proposed solutions present an upward trend. It is not

immediately obvious why the outputs of Phase I (green boxes)

are located around 0.6 to 0.8 compression values. However,

their coordinates make sense, if we look at the right side

of the figure, which graphs the compression (x-axis) and

the performance-per-compression (y-axis) scores. There is a

noticeable apex, hovering around 0.6 to 0.7. In other words,

Phase I outputs efficient pruned model architectures character-

ized by high values for performance-per-compression scores.

On the other hand, Phase II allows the initial solutions (i.e.,

Phase I outputs) to be adjusted to other compression ratios,

albeit with a sacrifice on the performance-per-compression

efficiency. If we don’t use Phase I proposals as Phase II inputs,

the generated solutions for Phase II have lower performance

(see brown triangles). Additionally, in Figure 5 (left), for

compression ratios less than 0.2, the actual performance of

the proposals hovers closely to zero.

H. Comparison with Other Compression Methods

To the best of our knowledge, we are the first paper address-

ing controllable compression for depth estimation models.

However, a previous work [22] already exists if limited only

for general model pruning. We compared our methods and

found that we could have comparable performance at the
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following compression ratios: 0.15 for [22] and 0.28 (Ours).

We hypothesize that their improved performance is due to

the joint learning of the weights and pruning mask. For our

method, we find the pruning mask first, then perform fine-

tuning.

V. CONCLUSION

We proposed Controllable Convolutional Model Compres-

sion (CCMC) that can perform evolutionary filter-wise pruning

to computer vision model, in which the desired compression

size can be specified. With CCMC, we increased the de-

ployability of image processing models so that more ”smart”

roadside sensors could be established. CCMC works by using

a Genetic Algorithm (GA) to generate an initial pruned archi-

tecture with a balance between performance and compression.

Then CCMC employs two additional GA that attempts to

perform the objectives: search for (GA.1) filter activations

that have maximal performance increase and (GA.2) filter

deactivations that have minimal performance decrease. With

these GA pipelines, we achieved efficient pruning of the base

model. Furthermore, we directly controlled the model size

of the final output by committing the findings of GA.1 for

upsizing or GA.2 for downsizing. We tested our method on

monocular depth estimation models and found that CCMC

can generate pruned depth estimation models with minimal

performance discrepancy from the original model. Further-

more, even with 20% compression, the pruned depth estimator

could still somewhat work, albeit only on the coarse-level

estimation. In addition to reducing hardware requirements for

the deployment of ”smart” roadside sensors, CCMC partially

solved the hardware compatibility issue for model sharing

between C-ITS agents.
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