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Setting defensible minimum-stations-passed standards in OSCE-type
assessments

Matt Homer

Leeds Institute of Medical Education, School of Medicine, University of Leeds, UK

ABSTRACT
Introduction: Alongside the usual exam-level cut-score requirement, the use of a conjunctive min-
imum number of stations passed (MNSP) standard in OSCE-type assessments is common practice
across some parts of the world. Typically, the MNSP is fixed in advance with little justification, and
does not vary from one administration to another in a particular setting—which is not congruent
to best assessment practice for high stakes examinations. In this paper, we investigate empirically
four methods of setting such a standard in an examinee-centred (i.e. post hoc) and criterion-based
way that allows the standard to vary appropriately with station and test difficulty.
Methods and results: Using many administrations (n¼ 442) from a single exam (PLAB2 in the
UK), we show via mixed modelling that the total number of stations passed for each candidate
has reliability close to that of the total test score (relative g-coefficient 0.73 and 0.76 respectively).
We then argue that calculating the MNSP based on the predicted number of stations passed at
the ‘main’ exam-level cut-score (i.e. for the borderline candidate) is conceptually, theoretically and
practically preferred amongst the four approaches considered. Further analysis indicates that this
standard does vary from administration to administration, but acts in a secondary way, with
approximately a quarter of exam-level candidate failures resulting from application of the MNSP
standard alone.
Conclusion: Collectively, this work suggests that employing the identified approach to setting the
MNSP standard is practically possible and, in many settings, is more defensible than using a fixed
number of stations set in advance.

KEYWORDS
OSCE; standard setting;
conjunctive standards

Introduction – Minimum-stations-passed standards

In many OSCE settings, it is common practice to generate
the pass/fail cut-score using a criterion-based, examinee-
centred method where grades/scores of the actual per-
formance are combined to produce the standard (Cizek
and Bunch 2007, chap. 2). An example of this approach is
borderline regression (McKinley and Norcini 2014; Wood
et al. 2006), and such a method is seen as producing
robust and defensible standards in a fully compensatory
framework, where good performance in some elements of
the exam is allowed to compensate for weaker perform-
ance elsewhere (Hijazi and Downing 2008). For a range of
reasons (Clauser et al. 1996; Homer and Russell 2020),
many institutions and jurisdictions across the world also
require candidates to achieve a minimum number of sta-
tions passed (MNSP) in the OSCE (General Medical Council
2020a; Australian Medical Council Limited 2021; General
Medical Council 2022; The College of Optometrists 2022).
This limits compensation across stations and is generally
set in advance, and is usually fixed across administrations,
and so goes against best criterion-based assessment prac-
tice (Cizek and Bunch 2007, chap. 2) where standards
should adjust based on test difficulty. Despite its common
usage, for example in medical schools and postgraduate
contexts in the UK, Australia and South Africa, there is very
little empirical, theoretical or wider consideration of these

issues in the medical education, or in the broader assess-
ment literature (Ben-David 2000; Clauser et al. 1996; Homer
and Russell 2020).

Practice points
� In many OSCE-type assessments, candidates are

required to achieve a minimum number of sta-
tions in addition to reaching the overall standard-
set cut-score.

� This minimum station hurdle lacks defensibility as
it is usually set in advance, and does not vary
with exam difficulty.

� Empirical work across a large exam dataset shows
that the total number of stations passed in an
exam has reliability close to that of the aggregate
station score across the exam.

� One particular method of stetting the minimum
station hurdle, using the predicted minimum sta-
tions passed at the exam-level cut-score, is shown
to be most defensible.

� Standard setting practices in many contexts
would very likely be improved by using this
method, but implementation should be preceded
by careful modelling of the impact on overall
pass/fail decisions.
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Earlier work discussed the reasons why a MNSP stand-
ard can provide additional reassurance to assessment
teams about the robustness of their assessment out-
comes (Homer and Russell 2020). That work also tenta-
tively proposed four potential methods for setting such a
standard in a criterion-based way. The current paper
develops these ideas, emphasising empirical and prac-
tical considerations when evaluating these approaches to
setting the MNSP. The overall aim is to provide evidence
as to the best (i.e. most defensible) way to set a MNSP
standard—that is, one that aligns with good assessment
practice—for example, utilising in a purposeful way
assessor judgments about the minimally competent (i.e.
‘borderline’) candidate performance (Cizek and Bunch
2007, p. 2).

The paper proceeds as follows: we first outline the
assessment context and describe the sample of assess-
ment data used in the empirical work. We outline the
methods used to estimate and compare the reliability
of exam-level assessment outcomes (total score and
total number of stations passed)—based on the pre-
sumption that there is no point in using an unreliable
score as an outcome which is then used for classifica-
tion decisions (pass and fail). We next scrutinise four
specific ways of setting an MNSP—considering their
relative advantages and disadvantages—both theoretic-
ally and practically. Using this evidence, we conclude
that one particular method is preferred, and quantify
how this standard impacts on overall pass/fail decisions,
and how it varies across test administrations. We con-
clude by providing some final thoughts and recommen-
dations that are intended to improve standard setting
practices in this area.

Study assessment context – PLAB2 in the UK

PLAB2 is an 18 station clinical examination that is set at
the level appropriate for working in the UK National Health
Service (NHS) (General Medical Council 2020a, 2020b) at
the FY2 level (i.e. the second year following graduation). It
is taken by international medical graduates who wish to
come and work in the NHS, and requires candidates
to demonstrate application of medical knowledge in order
to provide good care to patients at the level appropriate
level.

In each PLAB2 station there is a single examiner award-
ing a total domain score for each candidate from 0 to 12
across three equally weighted domains (each scored 0 to 4,
and present in every station) ((i) Data gathering, technical
and assessment skills, (ii) Clinical management skills, and (iii)
Interpersonal skills) as well as a global grade scored 0 (Fail),
1 (Borderline), 2 (Satisfactory), or 3 (Good). The cut-score at
the station level is set using borderline regression using
the total domain scores and global grades in the station
(McKinley and Norcini 2014; Wood et al. 2006). Most sta-
tions include a simulated patient (SP) played by a paid
actor.

The overall cut-score for the exam is set as the aggre-
gate of the station cut-scores for the exam plus 1 (classical)
standard error of measurement (Hays et al. 2008). To pass
overall, candidates have to achieve the overall cut-score
and pass 11 stations out of 18. This latter, conjunctive,

standard was set by the PLAB2 panel, a group of 30–40
individuals who are mostly senior clinicians, and who are
responsible for general oversight of PLAB2, including the
development of new stations and the setting of assessment
policy.

PLAB2 examiners receive appropriate training and feed-
back, and pre-exam calibration between examiners and SPs
takes place on the day of the exam. A range of post hoc
psychometric analysis of assessment outcomes is carried
out in order to evidence assessment quality. For more
details of this particular assessment context see, for
example, Homer et al. (2020).

Data sample – Candidates, examiners and stations

The PLAB2 candidate level data used in this study was gen-
erated over the period when the exam had a consistent
format—from November 2016, when the exam was signifi-
cantly re-organised, to March 2020 when the advent of
COVID19 led the exam to be paused temporarily (and later
re-started in an adjusted format).

Table 1 shows the scale of the data used in this
paper, with over 18,000 candidates, nearly 900 exam-
iners, and nearly 400 stations across 330,000 candida-
te/station interactions from 442 separate PLAB2
examinations. Multiple candidate attempts at PLAB2 are
included, but in the analysis each attempt is treated as
unique (i.e. with a new candidate ID—as candidates
tend to improve on each attempt). For each exam,
there are typically two sessions per day using the same
examiners in the same stations, with a median of 35
candidates per exam.

Across the dataset examiners and stations reoccur in a
somewhat irregular manner—as the median and quartile
data in Table 1 suggests.

Methods

Reliability of exam level outcomes

We calculate reliability coefficients for total domain score
and total number of stations passed across the dataset
as a whole. To do this, we first use mixed models and
the R package lme4 (Bates et al. 2015) to estimate vari-
ance components for total domain score in a station,
and separately for passing/failing a station (Table 2). The
model uses only the main effect of candidate, examiner,
and station—interactions between facets (e.g. examiner
and station) cannot be estimated in this data—there is
simply not enough crossover between facets (e.g. the
same examiner present in the same stations across differ-
ent exams). In the modelling, each facet is treated as a
random effect—represented in Table 2 using the nota-
tion (1 j RANDOM EFFECT).

The variance components are used in a generalizability
study to produce reliability estimates and standard errors
of measurement (Bloch and Norman 2012; Jiang 2018) tak-
ing into account all factors across all exams. The modelling
assumes a fixed ability level for each candidate, a fixed dif-
ficulty for each station, and a fixed stringency for each
examiner—these are necessary limitations of the approach
taken.
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Four possible methods for setting the minimum
stations-passed standard

The four proposed methods for setting the MNSP (M1 to
M4), first proposed in Homer and Russell (2020), are out-
lined briefly in Table 3. Further empirical consideration of
each method is given in the Results section, where, based
on our experience in calculating the MNSP in each of the
442 exams, we discuss the benefits and challenges of each
method.

Our evidence will suggest that M4 is the most defens-
ible, and we ultimately focus our empirical work on this
method in terms of assessing its contribution to exam-level
pass/fail decisions, and consideration of how the standard
it produces varies across PLAB2 administrations.

Results

Reliability of exam level outcomes

Table 4 gives the variance components for domain scores
and for pass/fail decisions in each station across the full
dataset—the pass/fail outcome is based on the station-
level application of the borderline regression cut-score to
the total domain score in the station.

The modelling shows that around two-thirds (66.6%) of
domain score variance in a station is not accounted for by
the three facets. Examiner is the most important facet,
accounting for 16%, followed by Candidate (11.6%) and
then Station (5.8%). These results are consistent with other
work with similar data (Homer 2022). For pass/fail deci-
sions, residual variance is closer to three-quarters (72.4%),
and Examiner and Candidate proportions are more equal at
around 11% each.

The corresponding reliability and SEM estimates using
generalizability theory for an 18 station OSCE are shown in
Table 5—treating all non-candidate facets (i.e. station and
examiner) as error.

The data in Table 5 shows that both the total domain
score and the total number of stations passed have accept-
able levels of reliability according to the usual guidelines
(Streiner et al. 2015, chap. 8). It seems there is little pub-
lished analysis of the reliability of the total number of sta-
tions passed (Homer and Russell 2020). This analysis
provides some confidence that pass/fail classifications are
defensible using either of these outcomes.

The four methods for setting minimum station hurdles

We now consider in turn each of the four methods of set-
ting the MNSP (Table 3).

M1: MNSP equal to exam-level cut-score percentage
M1 is straightforward to produce via the main standard
setting approach (e.g. BRM) and does track test overall
difficulty. However, it remains theoretically weak as in its
derivation there is no obvious reason why the min-
imum-stations-passed standard for the borderline candi-
date should precisely match (in percentage terms) the
‘main’ cut-score produced (either by BRM, or any other
method).

M2: MNSP set at the typical number of stations passed
by a ‘borderline’ group (at exam level)
This method requires a somewhat arbitrary judgment
about exactly where the borderline group in the exam is
located. Within ±1 standard error of measurement, there
were two exams out of 442 with no such borderline candi-
dates (0.5% of exams), and this increased to 12 exams for
the ±0.5 standard error of measurement limits (2.7% of
exams). This is a serious drawback to this method—in prac-
tice, we obviously need to able to produce the standard
for every examination without fail.

Table 1. Descriptive statistics for the key facets of the PLAB2 exam (Nov. 2016 to March 2020).

Facet

Number of unique
levels (i.e. values) in

data

Occurrence in data

DescriptionMedian (quartiles) Mean
Total number of
interactions

Candidates 18,490 18 (18, 18) 17.8a 329,348 There are around 18,500 unique candidates in this
data, each assessed in a single PLAB2 exam.
Typically, candidates are assessed at 18 stations.

There are 329,348 (¼18,490� 17.8) rows of data in
total—one for each candidate/station interaction
across 442 separate PLAB2 exams.

Examiners 862 6 (3, 13) 11.1 9,586 There are just under 900 unique examiners in this
data. Typically, examiners are present in six PLAB2
exams in the dataset.

In total, there are 9,586 (¼862� 11.1)
examiner/station combinations.

Stations 390 17 (8, 29) 20.2 7,878 There are 390 unique stations in this data. Typically,
stations are administered in 17 separate exams in
this dataset.

In total, there are 7,878 (¼390� 20.2) separate
station administrations across the data.

aOccasionally, a station might be removed from the examination due to poor psychometric performance. There are 372 of the 442 exams with the full 18
stations (84%).

Table 2. Outline of main modelling approach for station-level domain
scores and pass/fail decisions.

In pseudo-code, the mixed model equation for domain scores is:
DOMAIN_SCORE � 1 þ (1 j CANDIDATE) þ (1 j EXAMINER) þ (1 j STATION)
(this uses the lmer function in the R package lme4)
For pass/fail decisions, we similarly have:
PASS_FAIL � 1 þ (1 j CANDIDATE) þ (1 j EXAMINER) þ (1 j STATION)
(this use the glmer function in the R package lme4 and the option:

family¼ binomial (link ¼ ‘logit’)
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M3: MNSP calculated using logistic regression at station
level and aggregated to exam level
In this method, we use logistic regression to predict the
probability that a candidate with a borderline grade will
pass each station. These probabilities are aggregated up to
the exam level to produce the M3 standard—this gives the
expected proportion of stations passed for a hypothetical
candidate who is judged borderline in each station.

Somewhat unexpectedly, there are practical problems
with applying this method in approximately 9% of stations
in the PLAB2—see the Appendix for more details. As with
M2, the failure to always produce a (station level) standard
is a serious drawback for M3. However, for a bigger cohort,
for example in larger undergraduate exams, these prob-
lems might occur less frequently or not at all, and M3
might then become viable. There might also be other ways
to overcome some of the problems with M3, but they
would undoubtedly add to the complexity of implementa-
tion of M3.

M4: MNSP calculated via regression of total no. of sta-
tions passed on total score
This method has a similar methodology to borderline
regression within stations, but acts at the exam level and
uses data from all candidates in the examination. For a par-
ticular administration, M4 reflects the modelled number of
stations in the exam that the (hypothetical) minimally com-
petent candidate passes. It therefore identifies candidates
who might have passed the (BRM) cut-score standard, but
have not passed as many stations as the typical borderline
candidate (as judged across the exam as a whole).

For further illustration, an example of an M4 calculation
from one exam in the PLAB2 data is shown in Figure 1. The
regression modelling of number of stations passed on total

domain score in the exam predicts that at the cut-score the
typical borderline candidate would pass 9.7 stations implying
with rounding that the M4 standard is 10 stations (out of 18).
Imposition of this conjunctive standard implies that two add-
itional candidates fail who have passed the BRM cut-score
standard (the two red points in bottom right quadrant of
Figure 1).

M4 does not require any arbitrary decision as to where
the borderline group lies in terms of overall exam score,
and uses all the assessment data from the exam in its
calculation.

Comparing across the four methods, the evidence so far
presented suggests that M4 is theoretically and practically
preferred—we have found that M1 is theoretically weak,
and that M2 and M3 cannot be guaranteed to always pro-
vide a MNSP in every exam without further development
of the method.

To complete the analysis, we next investigate the pro-
portion of failing candidates that M4 contributes, and
investigate the extent to which the M4 standard varies
across administrations.

Proportion failing under M4
In Figure 1, M4 provides a ‘secondary’ standard in the
sense that it produces only a small proportion of the failing
candidates in this exam (2/11¼ 18%). Table 6 shows a cor-
responding analysis across all 442 exams in the PLAB2
dataset to calculate the passing/failing profile of candidates
under the application of BRM and M4.1

Across the full data we see that the M4 standard in
PLAB2 data is typically secondary in the sense that only
around 1 in 4 failing candidates (978/3,838¼ 25%) actually
fail based on M4 only (see shaded rows of Table 6). The
remaining 3 out of 4 failures fail on the BRM hurdle (or
both hurdles).

Variation in M4 standard
Our final analysis shows how M4 varies across the PLAB2
data (Figure 2, for 18 station PLAB2 exams only).

This analysis suggests that the typical (modelled) num-
ber of stations that are passed for the hypothetical border-
line candidate does indeed vary from exam to exam—from
10 to 13 out of 18 stations, but with the typical (median)
standard 11 (in 253 out of 372¼ 68% of the exams in the

Table 3. Brief overview of each potential method of setting MNSP.

MNSP method Description of standard Exemplification/further details

M1 Equal to exam-level cut-score percentage In (say) an 18 station OSCE, the cut score, set by borderline
regression (BRM), is (say) 55%. The MNSP is then 18� 0.55¼ 9.9,
i.e. 10 stations with rounding

M2 Set at the typical number of stations passed by a
‘borderline’ group (at exam level)

In a cohort of 50 students, 5 are identified as borderline—being
‘near’ the exam cut-score (set by BRM, for example and using the
classical standard error of measurement (Hays et al. 2008) to
provide an appropriate borderline interval). The median (or
mean) number of stations passed by this group is the MNSP.

M3 Calculated using logistic regression at station
level and aggregated to exam level

The modelled proportion of borderline candidates passing each
station is calculated using logistic regression of passing/failing by
global grade. These proportions are added across the exam to
give the MNSP (rounded as appropriate).

M4 Calculated via regression of no. of stations
passed on total score

The line of best fit is calculated having plotted the total number of
stations passed by each candidate (y) against total score in the
exam (x). At the exam cut-score (e.g. calculated by BRM), the
predicted number of stations passed is the MNSP (rounded as
appropriate).

Table 4. Variance components for domain scores and pass/fail decision in a
station.

Facet

Total domain score in station Station outcome (pass/fail)

Variance Percentage Variance Percentage

Candidate 0.701 11.6 0.482 10.6
Examiner 0.961 16.0 0.495 10.9
Station 0.347 5.8 0.279 6.1
Residual 4.011 66.6 3.290a 72.4
Total 6.019 100.0 4.545 100.0
aAccording to common practice, this residual variance is fixed at p2/3 (Hox
et al. 2017, p. 121).
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study). Over the period in question, the actual MNSP hurdle
as set by the panel overseeing PLAB2 was fixed at 11 out
of 18, and so did actually correspond to the M4 standard
in over two-thirds of the exams.

Discussion and conclusions

This paper set out to investigate and compare different
ways of setting a minimum number of station conjunc-
tive standard in OSCEs—using an examinee-centred and
criterion-based approach that conforms to recommended
standard setting practices (Cizek and Bunch 2007;
McKinley and Norcini 2014; Streiner et al. 2015, p. 145).
The paper adds to the evidence base in at least two
important ways.

First, the reliability of the total number of stations, some-
thing not widely considered in the literature (Ben-David 2000;
Clauser et al. 1996; McKinley and Norcini 2014), is shown to
be of a similar level to that of the total score in the exam

(Table 5). Our work, taking account of variation in assessor
stringency and station difficulty (Table 4), shows this ‘score’
has adequate reliability, and can be used as a defensible sum-
mary measure of candidate performance, at least in this con-
text (Streiner et al. 2015, chap. 8). In settings where exams
take place less frequently than in PLAB2, it should be possible
to estimate the reliability of the number of stations passed in
an exam more simply using Cronbach’s alpha for a single
administration, as is common practice for station scores
(Leppink 2019; Tavakol and Dennick 2011). Whilst somewhat
problematic (Sijtsma 2009),2 this will give some indication of
how well the number of stations passed ‘works’ as a sum-
mary measure of performance across the OSCE. More tech-
nical research, possibly using simulation methods, is required
to better understand the reliability (and ideally, classification
accuracy) of the joint pass/fail decision that uses both the
cut-score and minimum station passed standard in combin-
ation (Haladyna and Hess 1999).

Second, a particular method of defensibly setting such a
minimum station standard (M4, Table 3) is identified and
evaluated, both from a theoretical perspective, and empir-
ically in comparison to three alternative methods. The M4
approach has a number of important advantages:

� It uses all assessment outcomes from the exam (Pell
et al. 2010).

Table 6. Candidate level pass/fail breakdown across all data.

Pass/fail profile Frequency Percent

Fail both BRM and M4 standard 2,397 13.0
Fail BRM standard only 463 2.5
Fail M4 standard only 978 5.3
Pass both BRM and M4 standards 14,652 79.2
Total 18,490 100

Table 5. Overall reliability/SEM estimates for an 18 station PLAB2 OSCE.

Index of reliability

Exam-level candidate outcome

Total domain score Total number of stations passed

Generalizability coefficient (G) 0.759 0.725
Relative SEM 0.472 (3.9%) 0.428a

Dependability coefficient (Phi) 0.703 0.681
Absolute SEM 0.544 (4.5%) 0.4755

aDue to rescaling effects in mixed effects logistic regression models (Fielding 2004), creating interpretable SEM esti-
mates as a percentage in these mixed models is a challenge . These ‘raw’ SEM estimates are included only for
completeness.

Figure 1. Calculation of the M4 standard for a particular examination with 35 candidates.
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� It does not require any (additional) judgments as to
which candidates form the ‘borderline’ group at the
exam level (Figure 1).

� It is always calculable, and relatively easy to calculate
post hoc (again, Figure 1).

� It acts as a secondary standard—producing, in PLAB2
data, around an additional third of failures in compari-
son to the ‘main’ BRM standard (Table 6).

� The standard produced corresponds, for the majority of
examinations, with the fixed a priori standard set by the
PLAB2 panel of mostly senior clinicians (Figure 2).

This combined evidence suggests that in settings where
fixed MNSP standards are currently used, pass/fail decisions
would likely be more defensible using the M4 approach.
Changes to PLAB2 standard setting policy, informed by this
study, are currently under discussion.

In other contexts, the M4 standard should be modelled
to ensure the findings of the current study largely bear
out across different settings, particularly in medical schools
where there are often large numbers of candidates across
parallel circuits. More work could be done to investigate
other properties of M4—for example, the standard error of
the cut-score it produces (American Educational Research
Association 2014, p. 108; Homer et al. 2020), and, related,
issues around classification accuracy of the joint hurdle
(Haakstad 2021; Livingston and Lewis 1995). Other model-
ling assumptions (e.g. the fixed estimates for candidate,
station and examiner) could perhaps be relaxed or
changed to investigate whether this is methodologically
possible, and what the impact might be on the study find-
ings. Finally, wider assessment policy issues, and the
extent to which assessment practices need to be necessar-
ily pragmatic in particular contexts, are also worthy of
greater discussion in the assessment literature (Homer and
Russell 2020).

Notes

1. These figures do not respond to actual PLAB2 pass/fail rates as
the precise implementation of borderline regression has varied
over the period in question.

2. Where possible, a more nuanced methodology, such a
generalizability theory (Bloch and Norman 2012) that accounts
for different sources of error, would be preferred for this.
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Appendix. Problems with calculating M3

There were two different problems with this method in 8.6% of stations in the dataset—see the first two data rows (shaded) in Table A1 for the
details.

Table A1. Breakdown of problems occurring with calculating M3 in PLAB2 station level data.

Problem with calculating M3 standard at station level Number of stations Percentage of stations

All candidates passa – this means logistic regression cannot be applied as
there is only one level of the outcome variable being predicted (rather
than two).

202 2.6

Complete separation – this means that all candidates below a certain
grade fail, and all above that grade pass. This means that the usual
estimation method for logistic regression fails (Albert and Anderson
1984).

487 6.2

No problem – the M3 standard can be calculated in the station. 7,189 91.3
Total 7,878 100
aNote that it is possible for all candidates to fail, and the same problem would occur. This problem was not observed in the PLAB2 data, but might in other
contexts.
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