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THE BIGGER PICTURE One of the essential questions in data science is to extract meaningful information
from high-dimensional data. A useful approach is to represent data using a few features that maintain the
crucial information. The leading property of spatiotemporal data is foremost ever-changing dynamics in
time. Wavelet analysis, as a classical method for disentangling time series, can capture temporal dynamics
with detail. Here, we leveraged conditional mutual information between wavelets to select a small subset of
non-redundant features. We demonstrated the efficiency and effectiveness of features using various types
of neuroscience data with different sampling frequencies at the level of the single cell, cell population, and
coarse-scale brain activity. Our results shed new insights into representing the dynamics of spatiotemporal
data using a few fundamental features extracted by wavelet analysis, which may have wide implications to
other types of data with rich temporal dynamics.

Proof-of-Concept: Data science output has been formulated,
implemented, and tested for one domain/problem
SUMMARY
A crucial question in data science is to extract meaningful information embedded in high-dimensional data
into a low-dimensional set of features that can represent the original data at different levels. Wavelet analysis
is a pervasivemethod for decomposing time-series signals into a few levelswith detailed temporal resolution.
However, obtained wavelets are intertwined and over-represented across levels for each sample and across
different samples within one population. Here, using neuroscience data of simulated spikes, experimental
spikes, calcium imaging signals, and human electrocorticography signals, we leveraged conditional mutual
information between wavelets for feature selection. The meaningfulness of selected features was verified to
decode stimulus or conditionwith high accuracy yet using only a small set of features. These results provide a
new way of wavelet analysis for extracting essential features of the dynamics of spatiotemporal neural data,
which then enables to support novel model design of machine learning with representative features.
INTRODUCTION

The ubiquitous property of neural systems in the brain is func-

tioned as an information processor to compute incoming stimuli,

extract relevant contents, and make meaningful decisions

thereon. Understanding these behaviors relies on investigating

recorded neural signals of the brain. Depending on the experi-

mental techniques used for recording, there are different formats

of neural signals across multiple scales of time and space, either
This is an open access article under the CC BY-N
discrete 0 or 1 binary neural spikes,1–4 continuous analog sig-

nals, such as slow calcium imaging data,5–8 coarse-scale brain

activity of electrocorticography (ECoG) signals,9 and functional

magnetic resonance imaging (fMRI).10 Nevertheless, a peculiar

feature of neuronal computation in a neuron is using binary

spikes to represent information, where spike timing and rate

are both important.11–13 The question is then how to extract

meaningful information in recorded neural signals. It is useful

not only for understanding themechanism of neural computation
Patterns 3, 100424, March 11, 2022 ª 2021 The Author(s). 1
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for neural function13,14 but also for designing decoding algo-

rithms to control the devices of brain-machine interface.15–17

Neural activities are represented as spatiotemporal patterns,

in which the dimensionalities of both time and space are

high.18–20 One strategy is to reduce the dimension by selecting

a subset of features, while keeping information as much as

possible.21Wavelet analysis is a uniquemethod that captures in-

formation embedded in signals through hierarchical analysis of

multiple scales of time and space.22,23 Recent studies show

that a method, named wavelet information (WI),24 using wavelet

decomposition together with feature selection using mutual in-

formation, can achieve superb results to extract information in

neural spikes and electroencephalography signals with a small

subset of wavelet coefficients.25 This method makes full use of

wavelet analysis to decompose spatiotemporal patterns into

multiple scales manifested by a set of wavelet coefficients. How-

ever, it leaves out high-order dependency between features

without taking into account potential redundancy in the set of

features, as mutual information of each wavelet is independently

ranked. In addition, for the neural population, it is well known that

neural coding utilizes a collaborative structure for encoding infor-

mation.26 The question is then how to employ wavelets to eval-

uate the information of synergy in a neural code.27

To address this issue, we considered a new method

combining wavelet analysis with conditional mutual information,

named wavelet conditional mutual information (WCMI), to

extract non-redundant features of spatiotemporal data. In

contrast to WI, WCMI takes a step further implementing feature

selection leveraging conditional mutual information to justify the

importance of wavelet coefficients beyond the individual level.

For this purpose, we developed the computational approach of

WCMI combining WI24 with the feature selection method CMI-

COT28 to extract meaningful wavelets using conditional mutual

information. We demonstrated that WCMI takes full account of

the dependency and redundancy between features extracted

in neural signals, and achieves a better performance of decoding

using simulated spike patterns and recorded neural spikes and

calcium imaging data in different conditions. The efficiency and

effectiveness of WCMI were shown by decoding of stimuli or

conditions using both fast signals of spikes at 1,000 Hz and

slow signals of calcium data at 10 Hz at the level of a signal trial

of individual neurons and neural populations, as well as human

ECoG signals. Particularly, WCMI can capture the high-order de-

pendency of neural population in response to natural images and

suggest the notion of sparse coding incorporating the statistics

of natural images. Taken together, our results suggest that

wavelet analysis unitizing conditional mutual information can

provide a new way of extracting meaningful features embedded

in spatiotemporal data.

RESULTS

Non-redundant features extracted by WCMI
Wefirst used simulated cells of spike patterns to demonstrate the

utility of WCMI. Four simulated cells in response to four stimuli,

previously used to test the applicability of WI,24 have distin-

guished temporal patterns of spikes with different timings, firing

rates, and noise levels, as shown in Figure 1A. Each cell contains

spike responses to four different stimuli. Wavelet analysis with
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four-scale Haar wavelets was applied to every trial of spike

sequence to obtain a set of coefficients: detail coefficients at

the levels of D1, D2, D3, and D4, and approximate coefficients

A4, according to wavelet decomposition (see experimental pro-

cedures). Example coefficients of four trials are shownaswavelet

scalograms (Figures 1B and S1) representing the distribution of

coefficients with their magnitudes in the parameter space, scale,

and translation of wavelets.With the full set of coefficients across

stimuli and trials, feature extraction approaches of WI andWCMI

were implemented. WI selects features according to the rank of

the amount of mutual information with stimulus, where each co-

efficient is computed independently. In contrast, WCMI ranks

each coefficient according to its conditional mutual information

demonstrated by other coefficients through a t-way interaction

(see experimental procedures), where t is a parameter indicating

the degree of high-order dependency between coefficients. For

illustration, 25 coefficients extracted by WI and 6-way WCMI

are visualized in Figure 1C. The distributions of these features

are dramatically different between WI and WCMI. The WI coeffi-

cients align closelywith neural activity triggeredby stimulus, such

that more spikes give a localization of coefficients at particular

timepoints. This is due to the fact thatWI selects each feature ac-

cording to its information quantity. Therefore, all the selected fea-

tures have the highest information by ranking, yet they are highly

redundant as a set of features. In contrast, the coefficients

selected by WCMI are more distributed, and are independent

to each other as computed by conditional mutual information,

rather than absolute mutual information. As a result, WCMI is

able to select those coefficients with high-order dependency

without redundancy between features.

To quantify the meaningfulness of the features, we used the

linear discriminant analysis (LDA) decoder to classify four given

stimuli for each trial of spikes. WI has been shown to have a

good decoding ability with this dataset.24 Similar to WI, WCMI

also shows a great capability of features selection for decoding.

The resulted confusion matrices of classification obtained by

both methods are shown in Figure 1D, with the overall accuracy

averaged over four cells for WI as 98.12%± 3.75% andWCMI as

98.59%± 2.81% (mean ± SD [standard deviation]). The accuracy

of WI andWCMI on these cells was tested by t test (p = 0.39) and

Wilcoxon rank-sum test (p = 1), indicating that there was

no significant difference between WI and WCMI on these simple

simulation datasets. Given simulated data represent simple sce-

narios, we demonstrate the benefits of WCMI through a series of

complex data in the rest of this work.

Efficient decoding ofWCMI on neural spikes in response
to natural images
To demonstrate the advantage of WCMI, we applied it to spike

responses of a population of cells under the stimulation of natural

images. This dataset contains neural spikes of 80 retinal ganglion

cells in response to 300 different natural images,29 where each

image was presented for 200ms then removed with a gray back-

ground of 800 ms to account for delayed responses before the

next image. Since each cell has a unique response pattern for

each individual stimulus image, we decoded different image

identities from the whole population of neural spikes.

Figure 2A illustrates three sample images overlaid with the

receptive fields of the whole population of 80 cells, together
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Figure 1. WCMI utilizes high-order dependency for feature selection

(A) Simulated cells of spike patterns in response to four stimuli.

(B) Wavelet analysis. Example scalograms of the whole set of wavelet coefficients after decomposing one trial of spikes. The distribution of 256 coefficients with

different magnitudes from trial 1 spikes for stimulus 4, visualized in the parameter space of wavelet translation (b) and scale (a).

(C) Feature selection. Similar to (B) but for a subset of 25 coefficients selected by WI and WCMI.

(D) Decoding stimulus using features. Confusion matrices of four-stimulus classification were obtained by features of WI and WCMI. Each value indicates the

accuracy probability with the chance level as 0.25.
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with their response spike patterns. For each image, there are

distinguished population neural patterns. These population pat-

terns were decoded to classify 300 images with different de-

coders using a wide range of the number of features selected

byWI andWCMI (Figure 2B). BothWI andWCMI show good per-
formance. However, WCMI outperforms WI systematically. The

results are independent of the specific decoder used, either

the default LDA, or support vector machine (SVM) and naive

Bayes (NB) classifier. To quantify the difference between the

two methods, the performance curves were fitted with a Hill
Patterns 3, 100424, March 11, 2022 3
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(A) Example images and neural responses. (Top) Three example images overlaid with the receptive fields (colored outlines) of a population of 80 cells. (Bottom)

Corresponding population spike patterns. Image presentation 200 ms (red) followed by 100 ms (blue) of no image.

(B) The performance of WI and WCMI with more features using different decoders. Gray lines are the chance level. Solid lines are fits to a Hill function. Circles

(mean); shades (SD).

(C) The profile of mean performance with different values of t-way dependency in WCMI. WI is equivalent to t = 1.
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function that gives the maximal performance and value of the

feature number at which the performance reaches the half

maximum (Table S1). The p values of t test and Wilcoxon rank-

sum test are close to zero (p < 10�10), indicating that the differ-

ence in performance between WI and WCMI is significant. With

the LDA decoder, WCMI uses 15 features reaching a perfor-

mance of 50%, while WI needs 22 features. These fitted values

indicate that WCMI is able to use fewer features while reaching

higher accuracy.

To further explore the effect of high-order dependency be-

tween features on decoding, we varied the degree of t-way inter-

action in WCMI using different values of t (Figure 2C). WI is

a special case of WCMI with t = 1, where there is no high-order

interaction considered. With larger t as 2, 4, 6, and 8 in WCMI,

higher performance while using fewer features was obtained

and quantified by fitting with a Hill function (Figure S2; Table
4 Patterns 3, 100424, March 11, 2022
S2). Not surprisingly, both WI and WCMI outperform on decod-

ing using the feature of spike count (Figure S3). We also consid-

ered a different scenario by decoding cell identity from

the population of neural responses and found similar results (Fig-

ure S4). These results indicate that WCMI has a good capability

of using a few features to capture the information embedded in

high-dimensional spatiotemporal spike patterns. To represent

the information encoded in the data, WCMI is more efficient

with fewer features but more effective with higher performance.

Throughout this work, we used the six-way WCMI for feature

extraction and the LDA decoder for decoding, except where

mentioned in specific cases.

Sparse coding of natural images captured by WCMI
Compared with WI, WCMI utilizes high-order dependency be-

tween features to avoid over-representation of similar features.
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Removing redundancy means that WCMI is able to capture a

low-dimensional structure of the population signal, presumably

relating to the notion of sparse coding. To investigate this ques-

tion, we utilized the same dataset of a population of retinal gan-

glion cells recorded in response to a set of natural images. It is

suggested that sensory neurons, including retinal cells, show

sparse coding, particularly for natural images with rich statistical

structures.30 Using the features extracted by WI and WCMI, we

examined how these features are distributed in the space of nat-

ural images.

At the population level, the dependency between cells can be

naturally removed by WCMI, but not by WI. Indeed, we found

that WCMI takes into account the high-order response of neural

population as represented in the space of natural images. After

wavelet decomposition, a set of wavelet coefficients can be ob-

tained for each cell, which was further selected by WCMI. We

then extracted the neuronal identity that is corresponding to

the selected wavelet coefficients. As a result, for a subset of

selected features, there is a subset of cells aligning with them.

An overlaid plot of the receptive fields of these cells selected

by WI and WCMI is shown in Figure 3A, where four sample im-

ages with six cells were visualized. To quantify the distribution

of cells in the space of images, we computed the distance be-

tween the cells, e.g., the distance between the centers of the

cell receptive fields (RFs) distance in terms of physical distance

measured by electrodes (see experimental procedures). The

change of the RF distance over the number of cells, correspond-

ing to the number of features or wavelet coefficients, shows that

WCMI has a larger separation distance among cells in the im-

ages, e.g., the cells are more distributed over images, compared

withWI (Figure 3B). Interestingly, the distance is larger with fewer

cells selected, which suggests the sparse coding of images us-

ing fewer cells in a population. These results suggest that the
neural population structure in response to natural images re-

vealed by WCMI is more dispersed. In other words, WCMI is

able to capture high-order dependency between cells in a pop-

ulation in response to natural images with rich statistics. This in-

dicates that the feature selection principle carried out by WCMI

relates to the sparse coding of natural images in neural

population.

Decoding motion direction from neural spikes and
calcium signals
To confirm the feature extraction capability of WCMI to different

types of data, we applied it to two different datasets, fast spikes

at 1,000 Hz and slow two-photon calcium imaging data at 10 Hz,

under the same experimental stimulus of direction selection.

For experimental data of different spike patterns, we used

the spiking responses of 80 retinal ganglion cells to the stim-

ulus of moving grating images recorded in salamanders.31

With grating images of eight different directions, each cell

shows different spiking patterns (Figure 4A). Traditionally, spike

count is used to compute the index of directional selectivity

visualized in the polar plot. Using spike count, cell 1 has no

preference for directions as it has equal spikes for all direc-

tions. Cell 2 is a classic direction-selective cell preferring the

left direction, as there are more spikes to the left than to the

right. However, the neural response is expressed as a temporal

sequence of spike trains, which cannot be captured by spike

count. From spike trains of cell 1, we find that these spike pat-

terns are distinguished in response to different directions,

whereas spike counts are similar across all directions. Thus,

it is difficult to decode stimulus using spike count for cell 1.

The challenge is to read out the difference in timings of spike

patterns, which is the test cornerstone for the algorithm of

wavelet analysis.
Patterns 3, 100424, March 11, 2022 5
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(A) Two example retinal cells with spike response in eight directions. (Center) The direction-selectivity (DS) index computed using spike count. Each cell has five

trials for the same direction.

(B) Polar plots of classification scores for pairwise adjacent directions using spike count (spike score), wavelet coefficients selected by WI (WI score), and WCMI
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(C) Decoding scores for all cells. The points marked by red and green are the example cells in (A). Gray lines are the chance level of classification.

(D) Boxplots of the performance score of WI and WCMI shown in (C). The p values of t test and Wilcoxon rank-sum test of both methods are significant

(*****p < 10�10).
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Based on the response of each cell, we used three ways of ex-

tracting features, spike count, and wavelets by WI and WCMI, to

decode a pair of two adjacent directions. Classification scores

for pairwise directions are represented as a polar plot (Figure 4B).

Each data point in the plot is a classification score of two adja-

cent directions, with 1 indicating perfect classification and 0 indi-

cating failure. Across three types of features, we found that the

spike score using spike count is good for cell 2 but failed for

cell 1 since there are equal number of spikes in all directions.

The WI score also failed to explain the difference shown in the

spike patterns. In contrast, WCMI discriminates the difference

in both spike timings as in cell 1 and spike counts as in cell 2.

We averaged all the classification scores for pairwise directions

of each cell to obtain the overall score of a population (Figure 4C).

It shows that WCMI has the best performance (90.81% ±

5.59%), while WI (45.41% ± 15.03%) is not as good as spike
6 Patterns 3, 100424, March 11, 2022
count (65.72% ± 14.52%). Figure 4D shows that WCMI is signif-

icantly better than WI. As both WCMI and WI are based on the

framework of wavelet analysis, the difference in performance

lies in the way of selecting a subset of wavelet coefficients.

These results imply that the improvement of classification is

mainly from the effectiveness of WCMI leveraging a novel way

of extracting features from data.

We further examined the applicability of WCMI to the signal

with low sampling frequency. Compared with spikes, neural cal-

cium imaging data are continuously changingmuchmore slowly.

Although the relationship between calcium signals and spikes

has not been proved to be strictly linear or nonlinear, it is believed

that a larger calcium signal peak is induced bymore spikes.32 For

comparison, we used two datasets of neural responses of the

primary visual cortex under the similar protocol of direction

selectivity recorded by two-photon calcium imaging microscopy
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sampling at 10 Hz.33 Firstly we used data recorded in awake

mice. Figure 5A shows two example cells with their calcium re-

sponses and direction-selectivity indices computed by the

amplitude of calcium signals (Ca score). Similar to the approach

of retinal spike data of direction selectivity, both WI and WCMI

were applied to calcium signal traces. We found that WCMI

has the best classification score, compared with the Ca score

andWI score. The population plot (Figure 5B) of averaged perfor-

mance of pairwise directions for all cells shows that WCMI

(79.34% ± 4.42%) has significantly better performance than WI

(49.93% ± 6.32%); whereas WI is comparable with the direct

analysis of the amplitude of calcium signals (47.42% ± 7.80%),

and both are close to the chance level of decoding. We then vali-

dated our results employing another dataset with 95 cells re-

corded from anesthetized mice under the same stimulation,

and found similar results as those in awake mice with the perfor-

mance of WCMI as 76.72% ± 4.48%, WI 48.71% ± 6.79%, and

Ca 44.99% ± 7.55%, and WCMI significantly outperforms WI

(Figures 5C and 5D).

Taken together, these results indicate that, despite the prop-

erty of low frequency and higher noise level of calcium imaging
signals, WCMI allows us to extract useful features to quantify

the information coded by neurons. Thus, WCMI is applicable to

both fast spikes and slow calcium signals within a wide range

of sampling frequency.

Decoding spontaneous brain states using calcium
imaging signals
The above analysis was conducted for neural signals in response

to external stimulation, where clear patterns of responses were

seen. We then examined a more general condition where there

is no stimulus applied. We utilized a calcium imaging dataset

without any external stimulation, where spontaneous neural ac-

tivities from three different brain areas, the primary visual cortex

(V1), the primary motor cortex (M1), and the hippocampal CA1

region (CA1), were recorded simultaneously in mice.6 There are

three similar populations of neurons from each brain area re-

corded firstly in the anesthesia state and later in the awake state

of the samemouse. The advantage of these data is that the same

neurons have been recorded in different brain states. Figure 6A

shows neural activity of sample cells from each brain area, V1,

M1, and CA1, in both states.
Patterns 3, 100424, March 11, 2022 7
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Figure 6. Decoding spontaneous neural activity of anesthesia and awake state from three brain areas

(A) Example calcium traces of neural activity from three brain areas (V1, M1, and CA1) in anesthesia and awake state, respectively.

(B) Decoding scores of anesthesia versus awake state for each cell of three brain areas using calcium amplitude (Ca), WI, and WCMI.

(C) WCMI significantly outperforms WI with t test and Wilcoxon rank-sum test for all three brain areas.
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We decoded the anesthesia versus awake state using calcium

traces of the same cell. The overall view of all the cells shows that

WCMI is able to tell these two states with higher accuracy,

compared with CA and WI score, in all three brain areas (Fig-

ure 6B, with the overall score of all three areas as WCMI

89.19% ± 5.10%, WI 53.11% ± 13.52%, and Ca 66.80% ±

20.82%). WCMI significantly outperforms WI for all three brain

areas (Figure 6C). These results indicate that WCMI is applicable

to general neural signals without stimulation from various parts of

brain areas.

Decoding speech syllables from human ECoG signals
To further demonstrate the applicability of the method, we em-

ployed a dataset of ECoG signals recorded in humans when

subjects read 57 different syllables.9 Thirteen active channels

recorded from the ventral sensorimotor cortex (vSMC) of hu-

mans show significant cortical activity (Figure 7A), which was

used for our analysis. Features selected by WI and WCMI

were used to decode all 57 syllables. When using various t-

way dependencies in WCMI, selected features are more distrib-

uted across 13 channels, while WI only chooses features from a

few restricted channels (Figures 7B and S5). The decoding per-

formance with a wide range of features shows that WCMI is

able to use much fewer features while achieving higher perfor-

mance (Figures 7C and S6). In this case, the efficiency of WCMI

is even more striking: WCMI can obtain a performance close to

90% with 700 features (45% with 55 features) computed from

fitted Hill functions, while WI has to use much more features
8 Patterns 3, 100424, March 11, 2022
yet reach lower performance (Table S3). The p values of t

test and Wilcoxon rank-sum test were close to 0 (p < 10�10),

indicating that the difference in performance between WI and

WCMI is significant. Compared with previous decoding results

(around 60% accuracy) with the same data using the feature of

frequency bands and the decoder of deep learning networks,34

our results yield higher performance while using fewer features.

These results suggest that an efficient and effective way of

feature selection is more important for decoding, and WCMI

is highly efficient to analyze coarse-scale brain activity.

DISCUSSION

In this study, we propose a novel method,WCMI, that enables us

to extract non-redundant, meaningful information leveraging

wavelet analysis, information theory, and feature selection.

WCMI selects features of spatiotemporal neural signals repre-

sented bywavelet coefficients taking into account the interaction

and dependency between features to avoid redundancy and

over-representation. The capability of WCMI was demonstrated

on various types of neural data, simulated spikes, experimental

neural spikes and calcium signals, and ECoG signals from hu-

mans. The features selected by WCMI can be feasibly used for

decoding without needing as large a set of features asWI. More-

over, WCMI is able to capture the distributed and sparse coding

property of neural populations. These results provide new in-

sights on utilizing wavelet analysis to extract reliable information

embedded in spatiotemporal data.
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Figure 7. Decoding speech syllables from human ECoG signals

(A) Example ECoG signals from 13 channels in vSMC during syllable articulation of 7 syllables.

(B) The distribution of all 100 selected features by WI and WCMI.

(C) The decoding performance using features selected by WI and WCMI. Different values of t-way dependency were used for WCMI. Gray lines are the chance

level. Solid black lines are fits to a Hill function.
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Extracting information from neural signals
Although the question of rate-coding versus temporal-coding in

neural coding is still under debate, it is acknowledged that both

these coding strategies are utilized by neurons in various parts of

the neural system.13,35 The reflection on this point can also impact

how to extract information coded by neural signals sampling at a

low rate, such as two-photon calcium imaging data. For that, it re-

mains unclear how to tackle information coded calcium data

compared with spikes,8,36 despite the fact that a number of tech-

niqueshavebeendeveloped to infer spikes fromcalciumsignals.37

Here, we applied WCMI to two-photon calcium imaging data

recorded with 10 Hz. We found that features selected by WI

from calcium signals are in general not good enough for decod-

ing. However, WCMI is able to obtain superb decoding perfor-

mance. This disparity is due to the way of selecting the features
between WCMI and WI, as WI ignores the dependency between

features. As a result, feature redundancy causes serious degra-

dation of decoding for WI. Further application to ECoG signals

shows that WCMI is more dramatic to extract useful features

across channels for better decoding. In contrast, using the

advanced decoder, such as deep learning networks but with

different types of features (frequency bands), can only obtain a

fairly good decoding performance.34 However, the final decod-

ing performance relies on both features and decoders, which

needs to be explored systematically in detail in future work.

Our current results suggest that WCMI is able to extract mean-

ingful information from calcium signal and coarse-scale brain ac-

tivity, and could potentially be used for analyzing other types of

neural activity, such as fMRI38 and wide-field calcium imaging

signals.39
Patterns 3, 100424, March 11, 2022 9
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Information extraction by dimensionality reduction
Many studies have shown that the patterns of neural activity

carry the meaningful information of stimulus and behavior.

Recent advances in experimental techniques allow us to record

neurons simultaneously in large scales of space (multiple brain

areas) and time (multiple days), which raises a question on anal-

ysis known as the curse of dimensionality.40

Although many methods have been proposed to reduce

dimensionality, either linearly or nonlinearly, to a small set, the

question about the meanings of reduced or selected dimensions

is still open.21 For instance, the classic principal-component

analysis (PCA) can provide a useful picture on the data struc-

ture,41 while the dimensions uncovered by PCA do not match

the real biological underpinnings.31 The dimensions revealed

by nonlinear methods are more meaningful for computation;31,42

however, they are difficult to be interpreted by biological corre-

spondences, except for a few cases.31,43–45 A practical way of

justifying these dimensions is to use a decoder for computa-

tion.13 TheWCMI proposed here can extract features well for de-

coding. In addition, these features correspond to the statistics in

neuronal responses in the retina and high-density recordings of

human ECoG signals.

Features selected by wavelet analysis
Wavelet analysis, as a classic technique for signal processing,23

has beenwidely used for describing temporal signals.46 Features

obtained by wavelet decomposition were shown as a useful way

of dealing with neural data in multiple scales.24,25 Taking advan-

tage of the powerful framework of information theory,13

computing mutual information carried out by features has been

widely used for characterizing the importance of features.47,48

However, the dependency and redundancy between features

are prevailing in neural coding.30,31,49 The WCMI proposed

here utilizes conditional mutual information to handle high redun-

dancy between features.

The features, represented by wavelet coefficients selected

by two methods, are dramatically different. Features from WI

closely align with neural activity over time, e.g., concentrating

with a high frequency of firing rate at those time locations. In

contrast, features from WCMI are widely distributed over all

time locations, indicating a distributed coding strategy and

leaving out redundancy between features. Consistent with

other studies suggesting that decorrelation and efficient coding

can be implemented by neurons in early visual systems,

including retinal ganglion cells50 and lateral geniculate nu-

cleus,51 the RF of those cells selected by WCMI are more

distributed, while those by WI are more compact, over the im-

age space. Our results indicate that features selected by

WCMI relate to the sparse coding of neural populations within

the context of the statistics of natural images. Our results pre-

sented here are potentially useful for understanding the internal

state of neural activity and meaningful features contributing to

the decoding of external stimuli52 and downstream behavior.53

Our results provide a new way of representing features of

spatiotemporal data by utilizing a small set of non-redundant

wavelets. Such an efficient approach of feature representation

could be potentially applied to construct a low-dimensional

feature space for facilitating the design of novel machine

learning algorithms.
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Advantages and limitations
Based on information theory and wavelet analysis, WCMI is a

straightforward extension of WI by taking into account the de-

pendency between wavelet coefficients yielding non-redundant

features. Here, we demonstrate the benefit of this extension on

extracting useful features from time series of neural signals.

Such an extension is nontrivial as WCMI can obtain more effec-

tive features archiving higher performance on decoding while

using fewer features. With the same ECoG dataset, the previ-

ous study obtained a classification accuracy of around 60%

using the feature of different frequency bands of signals de-

coded with deep learning networks.34 In contrast, both WI

and WCMI using wavelets are able to achieve better perfor-

mance. However, WCMI only needs a few features, achieving

even higher accuracy close to 90%. Taken together, our results

suggest that WCMI provides a more efficient way of selecting

features from spatiotemporal data, and these informative fea-

tures can be used for decoding without requiring sophisticated

decoders.

Wavelet analysis, as a popular method for time series, can

obtain a set of wavelet coefficients with rich information. The

scalogram of the whole set of coefficients, represented as an im-

age, has been used for decoding using various types of deep

learning neural network decoders.54,55 Here, we only selected

a set of prominent coefficients as a feature set for decoding,

and showed that a small set selected byWCMI is able to decode

a significant portion of information. This feature extraction step

can capture essential information embedded in the whole set

of coefficients. Thus, further work is needed to use the feature

set selected by WCMI as a preprocessing step of data to facili-

tate the training of large-scale deep learning networks for

decoding.

Real-life data are always formatted as a population of time se-

ries where both space and time dimensions are prevalent.

Neuroscience, as a highly interdisciplinary field of data science,

generates different types of time-series data, which are testbeds

for various computational methods.56 Here, we used a popula-

tion of neural responses at different sampling rates. Single-cell

resolution guarantees that the time series of each individual

cell is unique, so that wavelet analysis can extract meaningful in-

formation across different timescales from one sequence for

each cell, which does not contain the dimensionality of space.

Whereas, a population of cells simultaneously recorded enables

us to extract information in both time and space while taking into

account the interaction between cells and across timescales.

This is in contrast to other methods of dimensionality reduction,

such as PCA,57 non-negative matrix factorization (NMF),31 Uni-

form Manifold Approximation and Projection (UMAP),58 and t-

distributed stochastic neighbor embedding (t-SNE).59 These

methods are mostly used for reducing the dimensionality of

space or cell population into a few components while keeping

temporal dimension unchanged, which are useful for analyzing

low-dimensional dynamical systems over time. Our approach,

instead, extracts a set of features from the spatiotemporal pat-

terns of signals taking away both space and time dimensions.

Thus, it is more suitable for decoding purposes. However, it is

possible to combine our approach with PCA, NMF, UMAP, t-

SNE, and other dimensionality reduction methods. One can

use these methods to obtain a few reduced components first,
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then apply WCMI to these principal or significant dimensions for

feature extraction. Further work is needed to systematically

investigate the mutual benefit between wavelet analysis and

dimensionality reduction methods.

EXPERIMENTAL PROCEDURES
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Wavelet analysis

Wavelet analysis, as local transformation in temporal and frequency domains,

can perform multi-scale analysis on a signal through operation functions, such

as expansion and translation. The wavelet bases used in wavelet transform are

finite and decaying wavelets, which slide on the signal to obtain the frequency

and locate the time. Given a time-series signal x(t), the wavelet coefficient for a

wavelet transform is

wJða;bÞ = Cx;Ja;bD;

where Ja,b = |a|�1/2J(t�b/a) is a wavelet function. Basic wavelets have

different frequencies and time shifts, controlled by the parameters a and b,

which are the scale and the translation, respectively. The scale parameter con-

trols the expansion and contraction of the wavelet function, whereas the trans-

lation parameter changes its temporal location. The wavelet transform value,

i.e., the coefficient of a wavelet function used to fit the original signal, can be

obtained by calculating the inner product between the original signal and

each wavelet function.

To implement wavelet analysis, we used a similar approach as in previous

works.24 In brief, Haar wavelets were used to implement a four-scale dyadic

wavelet decomposition. The wavelet transform was computed by the efficient

multiresolution decomposition algorithm,23 which decomposes the signal into

a series of detail scales and final approximate values corresponding to time-

localized activities in different frequency bands. For the scale of a, we used

four scales to obtain four detailed coefficients, D1, D2, D3, and D4, and one

approximate coefficient A4. The translation b is in line with the temporal dimen-

sion of the time series.

Feature selection using wavelet coefficients

After the neural signal was decomposed by Haar wavelet, a set of wavelet co-

efficients was obtained. Selecting important coefficients from the whole set

can be regarded as a process of feature selection. Here, we compared two

strategies for selecting wavelet coefficients.

WI: in the previous study,24 mutual information was used to select wavelet

coefficients based on surrogate testing of the significance of information

values named WI. In brief, mutual information with a stimulus was calculated

first to obtain the information content of each coefficient corresponding to

the stimulus. For a set of stimuli or conditions of interest S and a set of values

wa,b of a wavelet coefficient at the scale of a and translation of b, the mutual

information was computed as

IðS;wa;bÞ =
X

S;wa;b

PðS;wa;bÞlog2

PðS;wa;bÞ
PðSÞPðwa;bÞ;

where P(S) and wa,b are the probabilities of having condition S and coefficient

wa,b, respectively. P(S, wa,b) is the joint probability. With the information

computed from each coefficient, the significance of the information was ob-

tained by surrogate testing with shuffling trials, so that unbiased information

was obtained by comparing the original information values with the threshold

of 95% percentiles of the shuffled distribution. Finally, the coefficients were

ranked according to the unbiased information, where the number of features

was taken in order of rank.
WCMI: WI does not consider the potential redundancy between features

embedded in the data, which makes the rank of the information a sub-optimal

approach without taking into account interaction or complementariness be-

tween features. Instead, we considered an approach, named WCMI,

leveraging a new way of feature selection based on conditional mutual infor-

mation and the sequential forward selection strategy, such that it is able to ac-

count for high-order dependency between features and removes their

redundancy.

Instead of computing the mutual information I(S; wa,b) for each coefficient

individually, we considered a t-way feature interaction in a set of coefficients.

We started with a feature set K initializing with the maximum mutual informa-

tion of I(S; wa,b), e.g., K : = fargmaxfwa;bgIðS;wa;bÞg, which is the top 1 in the

rank of the WI method. Then for a candidate coefficient wa,b, the conditional

mutual information of S and wa,b given the feature set K was computed as

IðS;wa;b

��KÞ = IðS;wa;b;KÞ � IðS;KÞ;

which measures the amount of additional information about S carried by wa,b

compared with the existing feature set K. This was done iteratively with the

sequential forward selection strategy for remaining coefficients wa,b to find

maxfwa;b ;wa;b<KgIðS;wa;b

��KÞ by an algorithm CMICOT.28 Then the newly

selected coefficient was added into the set K. When the size of K reaches t,

an additional optimal complementary strategy can be used to add more fea-

tures to form the final optimal feature K set with any desired number of fea-

tures, while any element in K carries non-redundant information about S.

The CMICOT is a fast algorithm with low computational complexity and is

able to accommodate a higher value of the parameter t, depending on the

size of the data and computer hardware. For a typical value of t = 6, the running

cost for our data presented here is reasonable. We also tested different values

of the parameter t, the outcomes are similar with higher t good for better de-

coding performance. The benefit of WCMI is that it needs significantly fewer

features than WI, yet achieves higher performance for decoding.

To visualize the wavelet coefficients, we used the MATLAB functionwscalo-

gram and plotted them as a scalogram with the full set of coefficients obtained

in one trial of data. The subset of features selected byWI andWCMI were visu-

alized with a scalogram where each feature/coefficient was assigned to rank-

order values according to their mutual information of WI or conditional mutual

information of WCMI.

Decoding using selected features

Once features were selected, we qualified the efficiency and effectiveness of

these features using a decoder to classify a set of stimuli or conditions. The

main purpose of this decoding step is to test the meaningfulness of features

and compare WI and WCMI, rather than demonstrate the quality of the

decoder itself. We used several decoders to avoid the bias of choosing a spe-

cific decoder. (1) LDA: the LDA was implemented with the MATLAB function

classify. (2) SVM: the SVM was implemented using the LIBSVM toolbox.60 (3)

NB classifier: the NB was implemented using the MATLAB function fitcnb.

All these decoders were tested in Figure 2, and the results are similar in terms

of the behaviors of WI andWCMI, in whichWCMI has higher performance with

fewer features. Thus, we used LDA as the default decoder in all of our analyses.

The wavelet coefficients corresponding to each trial were taken as the input for

the decoder, and the output of the decoder is the stimulus/condition category.

For populating analysis, we concatenated all the cells or channels for one trial

as one input. The training of the decoders follows a scheme of 13-/40-fold or

leave-one-out cross-validation, and the additional test data were used to

obtain the decoding performance shown in this work. The accuracy of test tri-

als was used to obtain a confusion matrix quantifying the performance of de-

coding results. The overall accuracy was computed as the mean, while the SD

of the accuracy was obtained across thewhole confusionmatrix. The numbers

of categories N to be classified in all the datasets used in this work are

balanced. Therefore, for each dataset, the theoretical chance level is 1/N. To

verify the performance difference between WI and WCMI, we used both t

test and Wilcoxon rank-sum test for the hypothesis test, where the p value is

used to measure whether the difference is significant.

To quantify the change of the performance P over a number of features F

from WI and WCMI, we used the following Hill function to fit the curves:

P=Pmax=ð1 + ðF50=FÞnÞ+P0; where n is the exponent factor, P0 the offset,
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and Pmax the maximum performance. F50 is the value of F at which F reaches

half maximum performance. The fitted parameters were reported in supple-

mental information.

Dataset 1: Simulated spiking data with different patterns

We used the same set of simulated spike data with various types of specific

spike patterns as previously.24 The data are to simulate spike responses of a

single cell to different stimuli with background noise included. Four simulated

cells have various spike patterns of the same or different firing rates with

different delays and timescales, which can be used to test and compare

different methods for classifying spike patterns. There are four stimuli simu-

lated, and each stimulus triggered 40, 20, 10, and 20 trials of spike responses

for cells 1, 2, 3, and 4. respectively. Decoding was done for 4-class discrimi-

nation using single trial data, so that the chance level is 25%. The decoders

were trained by the leave-one-out cross-validation, and train-test ratios

were 159:1, 79:1, 39:1, and 79:1, respectively, for cells 1–4. The time series

of one trial was 256 ms long with a sampling rate of 1,000 Hz. Wavelet analysis

was implemented on each trial to get a set of 256 coefficients, from which fea-

tureswere extracted byWI andWCMI. Each feature can bemapped to a pair of

wavelet parameters (a, b) with a = {D1, D2, D3, D4, A4} and b = [1, 256], as

shown in Figure 1C. The same procedure was done for all other data-

sets below.

Dataset 2: Neural spikes in response to natural images

The data were recorded from ganglion cells of salamander retinas using multi-

electrode arrays, as described previously.48 This was to test neural encoding

of natural images, as described previously.29,31,61 The stimulus set contains

300 grayscale natural images using a McGill calibrated color image data-

base.62 Each image was displayed for 200 ms following an 800 ms interval

with a gray background as one trial. There are 80 cells and each cell has 13 tri-

als for one image. The time series of one trial is 1,000 ms long with a sampling

rate of 1,000 Hz. We used the first 300 ms spiking data for our analysis as this

time window was enough to capture the spiking activity of image stimula-

tion.29,31 Then each trial per image per cell is a time series of 300 points.

Wavelet analysis was applied to each trial to get a set of 300 coefficients.

With a population of 80 cells, a set of 24,000 coefficients was obtained, from

which features were extracted by WI and WCMI. Note that the final features

were selected across all the cells, e.g., there is no bias of which cell should

be used or not. As a result, in the final set selected, there could be more fea-

tures from some cells and fewer features from the other cells. In total, 3,900

samples with 13 trials of 300 natural images were used for decoding of a

300-class task with the chance level as 0.3%. We used the leave-one-out

cross-validation with the training set of 3,899 samples and test with 1 sample.

We also did the 13-fold cross-validation with the training set of 3,600 samples

and test with 300 samples. Both scenarios of cross-validation have similar out-

comes. After decoding, a confusion matrix of 3003 300 as the decoding per-

formance was obtained. In the data, the RFs of cells were given as a 2D

Gaussian function, where the centers and covariances were given in the unit

of physical distance, mm.29 To compute the distance between cells, the

Euclidean distance between the centers of Gaussian RFs was computed for

pairwise cells. The process was repeated for 50 groups of images, where

each group has 4 random images out of all the 300 images.

Dataset 3: Direction selectivity of neural spikes

Experimental spiking data recorded from ganglion cells of the salamander ret-

inas was to test direction selectivity, as described previously.31 In brief, to

determine the direction preference of each cell, moving grating images were

used to stimulate cells. The gratings were arranged in eight equally spaced di-

rections of motion. The conventional way of describing direction selection is

using spike counts by calculating the number of spikes, e.g., spike count, of

each cell for each direction. A polar plot with spike response in all eight direc-

tions was used to represent the direction selectivity of a cell. There are 80 cells

and each cell has 5 trials for one direction. The time series of one trial is

6,670 ms long with a sampling rate of 1,000 Hz. Wavelet analysis was applied

to each trial to get a set of 6,670 coefficients. To generate a polar plot of decod-

ing score, pairwise decoding was conducted for two adjacent directions with

the classification chance level as 50%, then, for each direction, scores were

averaged over its neighbor directions. Specifically, if the score for direction
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0 and 45 is S(0,45), and the score for 0 and �45 is S(0,�45), then the score for

the direction 0 is (S(0,45)+S(0,�45))/2. Averaging over all pairs can obtain the po-

lar plot of the score for each cell, as shown in Figure 4B for two sample cells.

We used the leave-one-out cross-validation with the train set of nine samples

and test of one sample.

Dataset 4: Direction selectivity of calcium imaging signals

The data of calcium imaging neural responses of 10 Hz were recorded from

mice stimulated bymoving gratings for direction selectivity.33 Two-photon cal-

cium imaging was used to record neural responses in the primary visual cortex

of mice. Evoked responses of layer 2/3 neurons were recorded in awake and

anesthetized mice. The grating images of eight directions were displayed

sequentially, where each direction was fixed for 2 s and then moved for 2 s.

In total, 95 neurons and 6 trials were recorded in anesthetized mice, and 73

neurons and 6 trials were recorded in awake mice. The time series of one trial

is 4-s long with a sampling rate of 10 Hz, yielding 40 data points per trial.

Wavelet analysis was applied to each trial to get a set of 40 coefficients. Similar

to dataset 3, the polar plot of decoding scores of pairwise directions with the

chance level of 50% for each cell was obtained, as shown at the bottom of Fig-

ures 5A and 5C for four sample cells. We used the leave-one-out cross-valida-

tion with the train set of 11 samples and test of 1 sample.

Dataset 5: Spontaneous neural activity of calcium imaging signals

The data are calcium imaging signals recorded by multiarea two-photon real-

time in vivo explorer, as described previously.6 In brief, three brain areas were

recorded simultaneously using two-photon calcium imaging with single-cell

resolution. In these data, spontaneous neural activities were recorded in the

V1, M1, and CA1 of mice in both anesthetized and awake states. Neural re-

sponses of one mouse were recorded in both anesthetized and awake states,

so that all the cells identified have activity in both states. In total, 71 cells from

V1, 74 fromM1, and 79 from CA1were recorded in the anesthetized state first.

After the mice woke up, neural responses of the same set of cells were re-

corded again. The time series of one cell is 300-s long with a sampling rate

of 10 Hz, yielding 3,000 data points. Wavelet analysis was applied to each

cell to get a set of 3,000 coefficients. The two-class decoding of either anes-

thetized and awake states was conducted for each cell with the chance level

of 50%. As there is no breakdown trial in this dataset, we split a 300-s long da-

taset into a set of 50-s long each as a sample. We used the leave-one-out

cross-validation with the train set of 11 samples and test of 1 sample.

Dataset 6: Syllable articulation of human ECoG signals

The data are ECoG signals recorded in human patients when they read

different syllables, as described previously.9,34 The data were recorded from

the vSMC that is closely related to the cortical control of pronunciation. A

high-density, subdural 256-channel ECoG array was implanted in human pa-

tients as part of their clinical treatment of epilepsy. The ECoG signals were

collected when subjects read out 57 different syllables (consonants and

vowels) in random order from a list. A total of 3 participants were recruited.

A time series of each syllable has 1,200 data points with a sampling rate of

3,052 Hz. Out of 256 channels, 13 active channels identified showing signifi-

cant responses9 were concatenated into one trial of 15,600 data points. In to-

tal, there are 57 classes of syllables with 40 trials in each class. The 57-class

decoding of each syllable was conducted with the chance level of 1.75%.

We used the 40-fold cross-validation with the train set of 2,223 samples and

test of 57 samples.
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