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Abstract 

A variety of ethical concerns about artificial intelligence (AI) implementation in healthcare have 

emerged as AI becomes increasingly applicable and technologically advanced. The last decade has 

witnessed significant endeavors in striking a balance between ethical considerations and health 

transformation led by AI.  Despite a growing interest in AI ethics, implementing AI-related technologies 

and initiatives responsibly in healthcare settings remains a challenge. In response to this topical 

challenge, we reviewed 253 articles pertaining to AI ethics in healthcare published between 2000 and 

2020, summarizing the coherent themes of responsible AI initiatives. A preferred reporting items for 

systematic review and meta-analysis (PRISMA) approach was employed to screen and select articles, 

and a hermeneutic approach was adopted to conduct systematic literature review. By synthesizing 

relevant knowledge from AI governance and ethics, we propose a responsible AI initiative framework 

that encompasses five core themes for AI solution developers, healthcare professionals, and policy 

makers. These themes are summarized in the acronym SHIFT: Sustainability, Human centeredness, 

Inclusiveness, Fairness, and Transparency. In addition, we unravel the key issues and challenges 

concerning responsible AI use in healthcare, and outline avenues for future research.  

 

Keywords: Systematic literature review, Responsible artificial intelligence (AI), Health-medicine, 

AI ethics, digital health 
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1. Introduction 

Artificial intelligence (AI), an algorithm-driven computing technology, is programmed to self-

learn from data and make intelligent predictions and real-time decisions through the use of artificial 

neural networks, machine learning, robotic process automation, and data mining (Chen & Asch, 2017; 

Davenport & Kalakota, 2019). AI in the healthcare milieu is defined as the use of intelligent data-driven 

technologies that leverage healthcare resources and data more effectively to support and streamline 

decision-making in healthcare, and to consequently provide better healthcare services that are tailored 

to individual needs. In order to effectively inform the decision making in healthcare, AI technologies 

typically apply machine learning algorithms to perform ‘intelligent’ analytical and inferential activities 

on health data, which are used amongst other things, to detect and predict pandemics and disease 

(infodemiology), diagnose and manage chronic and neurological conditions, interpret medical scans 

and radiology images, deliver health services and treatments, drug discovery and matching suitable 

patients to clinical trials. In addition, AI has the potential to address societal challenges unique to global 

health (Mehta et al., 2020) and expedite the achievement of the sustainable development goals related 

to health and well-being (Vinuesa et al., 2020). However, there is increasing concern about AI’s 

effectiveness in health care due to a variety of ethical issues, including algorithmic bias leading to 

inconsistent results or discriminatory outcomes, privacy violations, conflicts over data ownership, and 

a lack of transparency in data use (Vayena et al., 2018).  

As a result, Professor Stephen Hawking urged AI proponents to exercise caution, saying: “Success 

in creating AI would be the biggest event in human history. Unfortunately, it might also be the last, 

unless we learn how to avoid the risks.” The ethical issues can be exemplified by the following recent 

cases of unethical use of AI in healthcare: 

• IBM’s Watson supercomputer, touted as a revolutionary tool for cancer treatment, makes treatment 

recommendations based on a handful of hypothetical cancer cases, therefore yielding unsafe and 

inaccurate medical advice, and posing a health and safety threat to patients (Ross & Swetlitz, 2018). 

This case demonstrates the negative implications of ambiguous processes in data access and use, 

as well as algorithmic design and explanation.  

• The UK Information Commissioner’s Office (ICO) notes that data from 1.6 million patients had 

been provided to Google’s DeepMind without properly informing patients or obtaining their 

consent (Powles & Hodson, 2017). In this case, patients’ autonomy has been compromised due to 

a lack of robustness and agility in the response of institutions and regulators to data policies. 

• Algorithms using surrogate health status measures to predict future healthcare needs may 

perpetuate inaccuracies and disparities in care. For example, Black patients spend an average of 

$1100-1800 less per year than White patients for a given level of disease burden. The algorithm 

interpreted Black patients' healthcare needs as lower, when they needed as much coordinated 

healthcare as white patients. This algorithm fails to take into consideration some important factors 
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including household income, insurance status, hospital access, and employment status. (Obermeyer 

et al. 2019). In this case, medical decisions can be problematic and potentially inequitable due to 

what is known as ‘label choice bias’. 

To tackle the ethical dilemmas and concerns of AI, the last decade has witnessed several debates 

on striking a balance between ethical considerations and digital transformation (Culnan & Williams, 

2009; Zhang & Hon, 2020). Newell and Marabelli (2015) called for researchers to study the impact of 

‘irresponsible’ use of AI-powered analytics (to inform algorithmic decisions) on individuals, 

organizations, and societies. Two recent studies have responded to this call for research: Wright and 

Schultz (2018) have proposed an ethics AI framework where stakeholder theory and social contracts 

theory are integrated to develop a series of best practices such as acknowledging the transition, 

minimizing disruptions, and reducing social inequalities to address ethical challenges of AI. Later on, 

Flyverbom et al. (2019) have underscored the interplay between responsible business practices and 

digital transformations, suggesting that when using digital technologies such as big data analytics, 

businesses should consider expanding their remit beyond profit-making and should proactively commit 

to addressing societal challenges.  

In health care, there has been a growing attention given to understand responsible approaches to 

the development, implementation, management, and governance of AI (Morley et al., 2020; Peters et 

al., 2020). This leads toward the concept of responsible AI, which is defined as “a methodology for the 

large-scale implementation of AI methods in real organizations with fairness, model explainability and 

accountability at its core” (Arrieta et al., 2020, p.82). Although there are several AI ethics frameworks 

and guidelines available (Jobin et al., 2019), they are highly abstract or not tailored towards healthcare 

(Morley et al., 2021). Moreover, existing reviews on responsible AI focus on exploring the main trends 

of AI for healthcare considering ethical aspects using bibliometric approach (Wamba & Queiroz, 2021), 

or identifying ethical concerns specific to the use of AI in healthcare using a thematic review approach 

(Morley et al., 2020; Trocin et al., 2021). Our review goes a step further by providing practical 

guidelines on how healthcare organizations can build an AI initiative that is responsible. 

For healthcare organizations, building AI systems that are ethical and safe can be a daunting 

challenge, requiring significant investments in data governance, algorithm management, and a thorough 

evaluation of the social and environmental impacts of AI. The process of initiating responsible AI 

necessitates cross-disciplinary and cross-sectoral cooperation by data scientists, healthcare providers, 

and policy makers who share interests in establishing a sustainable AI ecosystem from which all 

stakeholders and society can benefit (Alami et al., 2020). A multitude of studies from the fields of social 

science, medicine, healthcare information systems and computer science have attempted to address 

these challenges. By reviewing the current literature on responsible AI in healthcare, we attempt to help 

researchers and practitioners understand what a responsible AI initiative actually entails and what 

challenges they may encounter when implementing responsible AI. 



4 

In summary, we seek to answer the research question: How can AI-related technologies and 

initiatives be implemented in a responsible manner in healthcare? To answer this research question, 

our review aims to systematically identify key themes of responsible AI initiatives and to enumerate 

the pressing challenges associated with responsible AI that have not yet been adequately addressed. 

Drawing on insights from our review, we propose avenues for future research on responsible AI in 

health care. 

 

2. Theoretical Background 

2.1. Understanding responsible AI from the perspective of virtue ethics theory 

In recent years, there has been a growing discourse on AI ethics in healthcare AI research. Various 

ethical principles have been identified as applicable candidates for the design and development of AI 

systems (Floridi et al., 2018). However, much of the contemporary AI-driven research lacks the ethical, 

regulatory, and practical considerations for wide implementation (Schwalbe & Wahl, 2020) due to a 

lack of a unified framework for governing AI (Morley et al., 2020). Although AI ethical frameworks 

have undergone several revisions to reflect the complexity of AI ethical issues, they still provide little 

insight into what initiatives should be implemented to foster responsible use of AI (Jobin et al., 2019; 

Morley et al., 2021). There has been a recurrent call (Morley et al., 2021) in the literature to push for 

standardizing and defining an ethical framework for AI governance in healthcare that permits the 

deployment of responsible AI-based health systems.  

A virtue ethics perspective can contribute to the development of responsible AI (Chun, 2005; Song 

& Kim, 2018). Virtue ethics theory emphasizes the virtue or moral character of the person performing 

an action in a given circumstance (what will a virtuous person do in a certain situation), rather than the 

appropriateness of an action or its consequences (Chatterjee et al., 2009; Audi, 2012). Virtue ethicists 

have provided different accounts of the virtues that define a virtuous person.  In management practices, 

virtue ethics can guide managers in making better ethical decisions (Audi, 2012). In addition, virtue 

ethics can be applied to mitigate risks associated with using a service, guide a firm in its daily activities 

and operations, and “increase a firm’s reputation and moral standing in the society in which it operates” 

(Chakrabarty & Bass, 2015, p. 497). This notion can be extended to health service providers who are 

implementing AI. Thus, virtue ethics is an appropriate theoretical foundation for developing a 

responsible AI initiative framework in health care because prior research suggests that the presence of 

virtuous character traits (e.g., fairness and honesty) in an agent (person or organization) can positively 

impact the actions of that agent (Audi, 2012; Chun, 2005). Therefore, by conducting a systematic 

literature review, we not only observe healthcare organizations’ responsible AI actions, but also how 

those actions relate to AI ethical principles that are potentially underpinned by virtue ethics. 

While there is no universally accepted ethical framework, we focus on six key ethical 

characteristics that emerged from AI ethics literature - fairness, transparency, trustworthiness, 

accountability, privacy, and empathy – that are deemed to be important and most cited in healthcare 
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AI research for developing our initial understanding of responsible AI (Blobel et al., 2020; Bukowski 

et al., 2020; Floridi et al., 2019; Reddy et al., 2020). We discuss these six ethical characteristics in the 

context of AI in healthcare by exploring how these ethical characteristics emerged in previous 

healthcare research (see Table 1): 

 

Table 1. A summary of the ethical principles and their application to AI in healthcare 

Ethical principles Description 
Application of ethical principles contextualized to AI in 

healthcare 

Fairness 

AI health systems must ensure access to 
health care is equitable so as not to 
contribute to health disparities or 
discrimination (Bukowski et al., 2020). AI 
models should be trained with appropriate 
and representative datasets to reduce biases, 
make accurate clinical predictions, and 
reduce discrimination (Reddy et al., 2020). 

• Governing bodies and healthcare institutions should develop 
normative standards for AI in healthcare. These standards 
should inform how AI models will be designed and deployed in 
the healthcare context and should conform to the requirements 
of one of the classic biomedical ethical principles, namely 
justice. AI design should ensure that procedural (fair process) 
and distributive justice (fair allocation of resources) is applied 
consistently, with a view to protect against adversarial attack 
or the introduction of biases or errors through self-learning or 
malicious intent (Bukowski et al., 2020). 

Transparency 

Transparency has been frequently cited as a 
key challenge for acceptance, regulation, 
and deployment of AI in healthcare. It 
focuses on the ability to explain and verify 
the behaviors of AI algorithms and models 
(Blobel et al., 2020). 

• The importance of ensuring that AI health systems designed 
with human attributes (voice or visual) do not deceive humans; 
they should introduce themselves explicitly as AI agents. They 
must also allow patients the freedom to make health-related 
decisions without coercion or undue pressure (Reddy et al., 
2020). 

• Transparency and explanations of clinical decisions are 
essential for medical imaging analysis and clinical risk 
prediction (Blobel et al., 2020) 

• Where patient data may be shared with AI developers, there 
must be a process to seek fully informed consent from patients 
and, if it is unfeasible/impractical to seek approval, data must 
be anonymized so that individual patient details cannot be 
recognized by the developers (O'Sullivan et al., 2019). 

• Institutional policies and guidelines are revamped to ensure 
patients are aware that the treating clinician is drawing support 
from AI applications, what the limitations of the applications 
are, and that the patients are in a position, where relevant, to 
refuse treatment involving AI (Reddy et al., 2020). 

Trustworthiness 

To build trustworthiness in AI, both 
clinicians and patients need to be engaged. 
Clinicians must explain how AI works and 
what its advantages and limitations are, and 
patients need to be willing to accept AI and 
engage in AI-driven healthcare (Bukowski 
et al., 2020; Reddy et al., 2020). 

• To address lack of trust from a clinician and patient perspective, 
Reddy et al. (2020) proposed a governance model with a 
multipronged approach that includes technical education, 
health literacy, and clinical audits.  

• In relation to clinician’s trust, AI applications need to be 
designed to respect the autonomy of patients (Bukowski et al., 
2020). 

Accountability 

Accountability refers to a system’s ability to 
provide an explanation for its actions 
(O'Sullivan et al., 2019). The principle of 
accountability comprises safety where 
consideration is given so that the AI system 
will not cause harm or danger to its users 
and third parties (Blobel et al., 2020; Reddy 
et al., 2020). 

• US Food and Drug Administration (FDA), which regulates 
medication and medical devices, has introduced steps for 
software to be approved for medical use. This is called SaMD 
(Software as a Medical Device). A developer would have to 
submit the AI software to the FDA for review and approval 
when there is a significant medication that affects its safety or 
effectiveness (Reddy et al., 2020).  

Privacy 
Privacy is about ensuring that the AI system 
will not infringe the privacy of users and 
third parties including internationally 

• Healthcare providers and health technology companies using 
AI must always follow current regulations, such as applicable 
data privacy provisions, informed consent, and ensure due 
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recognized human rights (Blobel et al., 
2020). 

process (Xafis et al., 2019). To ensure that AI programs adhere 
to contemporary privacy regulations like GDPR, periodic 
judicial reviews of how and for how long user data is stored 
should be applied. 

Empathy 

Empathy is the characteristic of someone 
who is compassionate, sympathetic, and 
considerate of the feelings of others (Chun, 
2005), which leads to more confident, 
supportive, and caring relationships. 

• Participants preferred empathic AI carebots and messages over 
human doctors when it comes to communicating bad health 
news or unfavorable information to patients (Blease et al., 
2019; Hoorn and Winter 2018). 

• The role of AI in medical consultations should be 
complementary rather than that of a surrogate (Wangmo et al., 
2019). Additionally, it is important to understand and weave the 
element of ‘humanness’ into AI to provide better support for 
healthcare professionals and patients (Dalton-Brown, 2020). 

 
3. Methodology 

To garner more profound understanding about responsible AI applications in healthcare, this paper 

adopted a systematic literature review (SLR) approach to address topical research question(s) by sifting 

the literature to identify, select, critically appraise, and collate findings of prior relevant studies. Unlike 

narrative literature reviews, the SLR approach is an evidence-based approach that involves employing 

a transparent, rigorous, and replicable literature searching and reviewing process (Cipriani & Geddes, 

2003). The SLR aims at providing a profound understanding of the research topic by adopting a critical 

evaluation of the extant literature that is expatiating on the topic of interest (Galetsi et al., 2019). Our 

review followed the five steps suggested by Boell and Cecez-Kecmanovic (2014): (1) Search and 

acquisition; (2) Mapping and classifying; (3) Critical assessment; (4) Argument development; and (5) 

Research problem/questions. With this approach, we attempt to understand the research landscape of 

responsible AI use and applications surrounding the healthcare ecosystem to subsequently identify 

responsible AI initiatives and challenges from previous studies.      

 

3.1.  Search and acquisition 

The first step of SLR is to identify databases, journals, keywords, and time frame. A preferred 

reporting items for systematic review and meta-analysis (PRISMA) approach was employed to help us 

screen and select articles, as illustrated in Figure 1.  

We searched for research articles in two key digital bibliographical databases – PubMed and 

Google Scholar. Since AI is evolving at a fast pace, we have selected articles for our review that were 

published recently (i.e., between January 1, 2000, and December 31, 2020, including in-press articles). 

Using three sets of search keywords (see Figure 2 and Appendix A), we looked for relevant articles that 

have addressed AI ethical issues in health care or demonstrated ways to deploy AI in a responsible way. 

The first set of search keywords refer to AI related technologies applied in healthcare; thus we develop 

a list of keywords based on the scope of AI suggested by Toh et al. (2019), Morley et al. (2020), and 

Davenport & Kalakota (2019). The second set of search keywords referred to the terms pertaining to 

AI ethics; thus, we developed a list of search keywords based on the AI ethical principles outlined in 

the AI governance frameworks (Jobin et al., 2019; Reddy et al., 2020). As mentioned earlier, we discuss 
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the key and most cited ethical characteristics, which emerged from the AI ethics literature that are 

deemed to be important to develop and nurture our initial understanding of responsible AI. In addition 

to these most cited ethical principles, we also identify some other ethical principles that have emerged 

recently (e.g., explicability and sustainability). Different fields may use different words or terminology 

to describe ethical principles; some are used interchangeably. The aim of our keyword search strategy 

is to cover as many keywords related to AI ethics as we can, in order to include a wider range of articles 

for our review. A single search keyword namely, “health” was then used to refine and confine the search 

to studies in the healthcare context. Since we were trying to retrieve a wide range of articles relevant to 

health, we used a genetic term (i.e. health) rather than specific terms such as “medicine” or “healthcare”. 

We used these keywords to generate 96 search strings (𝐶18 ∗ 𝐶112 ∗ 𝐶11 = 96). In total, we reviewed 

9,535 articles from PubMed database and 48,000 articles from Google Scholar. Due to the large number 

of results, only the 500 most relevant articles retrieved by Google Scholar were reviewed (Morley et 

al., 2020).  

Next, we assessed the title and abstract of the articles and after applying the exclusion criteria (see 

Appendix B), 56,290 citations were precluded from the review process. For example, articles focusing 

explicitly on technical aspects of AI were eliminated from the review process. At the end of this stage, 

1,245 articles remained. The remaining articles were then analyzed for their relevance to AI ethics and 

governance in healthcare. The relevance assessment criteria can be found in Appendix C. An additional 

reliability check was also adopted by scanning relevant articles and reaching a consensus on suitability 

and relevancy of each article. Studies that did not attract a unanimous agreement from the researchers 

were discarded (Siddaway et al., 2019). Appendix D provides a complete list of the articles in our 

review. 
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Figure 1. Mapping and classifying process  
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Search boundaries:  

• Articles identified from 2 databases (PubMed and Google Scholar) 
• language restriction: English only 
• Time period: 2000-2020 
•

Articles before filtering according to the exclusion criteria (n=57,535)  

Pre-defined inclusion criteria: 
21 keywords used and 96 search strings 
initiated (see Appendix A) 

Abstract and full text reviewed for 
eligibility 
(n=1,245) 

Articles excluded for not meeting criteria (n=56,290) 
(See Appendix B) 

• Exclusion criteria 1: Duplicates (n=52,630) 
• Exclusion criteria 2: Technical aspects of AI (n=1,173) 
• Exclusion criteria 3: Digital security and cryptography (n=265) 
• Exclusion criteria 4: Do not focus on healthcare (n=1,466) 

•

Articles included for further data analysis 
(See Appendix D) 

(n=253) 

Studies after being filtered by relevance 
assessment (See Appendix C) 

A: Relevant: 324 (after using NVivo to 
identify recurring common themes, 71 
was excluded) 
B: Partially relevant: 269 
C: less relevant: 652 
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Figure 2. Keywords search strategy 

 

3.2. Mapping and classifying 

The mapping and classifying process aims to generate the classification schemes in a meaningful 

and visual manner. To gain a deeper understanding of the status of research in responsible AI in health 

care, we classified the 253 articles by adopting an inductive thematic analysis that involved using NVivo 

to identify the most recurring themes pertaining to responsible AI in health care. Inductive thematic 

analysis aims to identify the current contributions and knowledge gaps specific to research themes, 

which can inform future research direction by delineating a research agenda that addresses the current 

challenges of responsible AI in healthcare. The thematic analysis followed Clarke and Braun’s (2013) 

guidelines, which involves six phases: familiarization with the data, coding, searching for themes, 

reviewing themes, defining, and naming themes, and writing results (see Appendix E for more details). 

Inductive thematic analysis was chosen because of the relative newness of the field, the embryonic 

nature of some lines of inquiry, and the gradual development of a vocabulary describing responsible AI 

in healthcare. The iterative process of theme identification and checks for consistency and validity was 

extensive. Excerpts of an article that mention the chosen keywords were perused and coded. The codes 

were then transformed into themes and subthemes and subsequently grouped to form overarching 

themes.  

Intercoder reliability was tested by recruiting an independent coder with an academic background 

who did not participate in the research project (Lombard et al., 2002). The coder was asked to code a 

subset of a random number of different selected articles to generate an intercoder reliability statistic. 

The intercoder reliability percentage agreement was 94.85%.  
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4. Critical Assessment - The SHIFT Framework 

Studies exploring AI ethics in health care were classified into five themes: Sustainable AI, Human-

centric AI, Inclusive AI, Fair AI, Transparent AI. Figure 3 presents the evolution in the frequency of 

themes identified in the articles. Note that an article categorized as, for example, Sustainable AI (Theme 

A) could overlap with themes from other categories due to commonalities between topics and areas of 

research. The pattern of the research shows that research about said themes picked up pace after 2015. 

Transparency issues concerning AI ethics and governance were the most frequently discussed, while 

issues surrounding inclusiveness have received less attention.  

A thematic map was created to illustrate the scope of each theme and subtheme. We summarize 

the key findings generated from the representative studies as shown in Figure 4. Additionally, Appendix 

F lists the authors according to thematic areas. 

 

 
Figure 3. Research trends on each theme over time 
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Themes and sub-themes Examples of responsible AI initiatives from representative studies 

•Build robust AI health technologies suited to local contexts (Alami et al., 2020) 
•Stakeholders involved in AI roles need support locally and educational resources to accelerate their progress (Hosny 

& Aerts, 2019) 
•AI-driven health interventions should consider clinical, psychological, and social consequences (Schwalbe & Wahl, 

2020) 
•The emphasis of medical education should shift to preparing students to manage AI (Rigby, 2019; McCoy et al., 2020) 

• "Humanness" must be embedded in the design of AI applications to comply with ethics requirements for healthcare 
(Dalton-Brown, 2020; Eduard & Jordi, 2019; Meskó et al., 2018) 

•To ensure accuracy in fields where machine learning cannot compete with human experts, physicians must have ways 
(e.g., training, developing, and validating) to interact with AI systems (Deo, 2015) 

•Healthcare professionals should devise novel ethical approaches sufficient to alleviate the emerging ethical issues that 
may arise (Darcy et al., 2016) 

•A multidisciplinary AI development team is essential to ensuring that AI is developed to satisfy human well-being (Di 
Ieva, 2019; Jeste et al., 2020; Luxton, 2014) 

•Clarify how legislation can be made more inclusive so AI applied to healthcare benefits from the same clarity and 
certainty of the law (Horgan et al., 2019; Vayena et al., 2015) 

•The perspectives of possible stakeholders, public opinions and patient level data must be considered when 
developing AI-enhanced health solutions (Aitken et al., 2019; Char et al., 2020). 

•A policy intervention and informed consent model considering practical implementation are required to improve 
data ownership (Ploug & Holm, 2016) 

•Algorithms outputs should have direct connections to the human decision-making processes that are embedded 
throughout the care delivery process (Shaw et al., 2019). 

•To form a centralized review board to review machine learning processes and architecture, and methods used to 
interpret data in AI healthcare projects (Baig et al., 2020) 

•Data-driven decisions can be made more explainable when different types of patient data are aggregated from health 
information systems (Ahmed et al., 2020; Toh et al., 2019; Zitnik et al., 2019) 

•To properly regulate medical disputes arising from AI, existing common law principles of negligence and 
malpractice need to be transferred to AI agents (Lupton, 2018). 

•The standardisation of machine learning model reporting can help healthcare decision makers determine if the model 
is transferable to their population (McCradden et al., 2020b) 

•The MI-CLAIM checklist is proposed to improve transparency of AI modelling in medicine (Norgeot et al., 2020) 

•AI models must be assessed prospectively, based on real-world representative data, rather than only retrospectively 
on historical data sets (Rajkomar et al., 2018; 2019) 

•Generalizing the prediction tasks and building different predictive models by considering contextual variables can 
minimize the impact of bias on decisions (Shameer et al., 2018) 

•Adopting AI in LMICs needs a comprehensive model combining education, infrastructure deployment, and phased 
AI introduction (Mollura et al., 2020) 

•To evaluate AI biases in AI solutions, five ethical principles underlying patient safety can be considered: 
nonmaleficence, relevance, accountability, transparency, and justice (McCradden et al., 2020a) 

•Understanding label choice bias is an effective way to address structural inequalities (Obermeyer et al., 2019) 
•AI models and algorithms must be evaluated routinely by algorithmic stewardship programs for their performance 

to be acceptable (Eaneff et al., 2020; Vollmer et al., 2020) 
•Biases can be detected in the design of AI models (e.g., cohort bias), training data (e.g., minority bias), interactions 

with clinicians (e.g., automation bias) and patients (e.g., privilege bias) (Rajkomar et al., 2018; 2019) 
•AI algorithms should consider the contextual background and causal awareness necessary to understand the 

mechanisms behind health disparities (Pfohl et al., 2020) Safeguarding personal privacy (54) 

Explainability of AI-driven models 
and decisions (56) 

Addressing the loss of 
confidentiality by legislation (16) 

Inclusive communication and 
involvement in AI governance (19) 

Alleviating algorithmic and data 
bias (89) 

User empowerment (6) 

Responsible local leadership (14) 

Developing artificial wisdom 
through interdisciplinary 

collaboration (6) 

Embedding humanness in AI to 
meet ethics of care (20) 

The role of health professionals in 
maintaining public trust (32) 

Data representation and equality 
(22) 

Social sustainability (22) 

Informed consent for data use (58) 

Health disparity in low resource 
settings (22) 

Sustainable AI (36) 

Thematic 
analysis of 

responsible AI 
initiatives  

Human-centric AI 
(58) 

 

Inclusive AI (19) 

Fair AI (133) 

Transparent AI 
(190) 
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Figure 4. Thematic map of responsible AI initiatives in healthcare  

 

4.1. Sustainable AI  

Within the category of sustainable AI, we observed two subthemes: (1) building responsible local 

leadership to make AI solutions more sustainable and (2) AI for social sustainability.  

Responsible local leadership. To make AI more sustainable, it is crucial to have a responsible 

local leadership to develop AI healthcare technologies that adapt to local contexts and are beneficial to 

the local population (Alami et al., 2017). Local governments, academic institutions, research centers, 

international agencies, non-governmental organizations (NGOs), industry, and civil society must be 

involved in the development and implementation of AI technologies (Alami et al., 2020). Alami et al. 

(2020) propose a framework comprising four building blocks to guide the implementation of sustainable 

AI healthcare technologies: (1) training and retention of local expertise, (2) robust monitoring systems, 

(3) a systems-based approach to implementation, and (4) a responsible and inclusive local leadership 

that includes all stakeholders. A key component of promoting sustainable AI is empowering local actors 

and fostering collaboration between stakeholders. To ensure that AI technology meets industry 

standards, local AI experts must be formed and retained. Local stakeholders should dedicate some 

resources to offering consulting services to help decision-makers and experts better understand and 

comply with AI standards (Hosny & Aerts, 2019). In addition, international organizations can also help 

establish appropriate governance strategies and identify essential areas for investment and interventions 

to avoid deploying disparate AI-driven solutions that cannot be supported by local infrastructure and 

expertise (Hosny & Aerts, 2019).  

Social sustainability. AI for sustainability has attracted both academic and practitioner interest in 

recent years. When applying AI, its societal impact on the well-being of humans and the environment 

should be seriously considered (World Health Organization, 2021). AI must be applied responsibly to 

healthcare organizations in a way that balances stakeholders’ needs, minimizes ethical concerns, and 

generates long-lasting profits. A healthcare organization’s reputation and credibility could be severely 

tarnished if it develops AI algorithms (advertently or inadvertently) that compromise human rights and 

wellbeing. For instance, AI misuse such as using smart technology to supplant established health 

services has been flagged up as an ethical concern (Carter et al., 2020; Powell, 2019) that can potentially 

exacerbate existing health inequalities (Abràmoff et al., 2020). In this sense, healthcare organizations 

should develop AI solutions that prioritize and support economic and social sustainability. Specifically, 

they need to establish policies on ethical governance considering socially preferable approaches, 

address ethical issues both in the initial design and post-launch stage of AI systems, and incorporate AI 

ethics in their social responsibility strategy (McCall, 2020). 

Training of all healthcare staffs on responsible use of AI-based technology in healthcare should go 

beyond the scope of computer science and information technology. Partnerships between academic 

institutions and health service providers should be formed to ensure complementary use of skills in AI 
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technology, pedagogy, ethics, healthcare policy, and clinical practice. It has been suggested that medical 

schools need to integrate such programs into their curricula so that future medical and healthcare 

students become aware of the ethical considerations surrounding data collection and AI use (McCoy et 

al., 2020).  

 

4.2.  Human-centric AI 

Embedding humanness in AI agents to meet ethics of care requirements. Since the existing 

ethical guidelines, standards, and regulations are generic and lack a central ethical framework and 

concrete principles applicable in the AI-based healthcare milieu, Ethics of Care has been proposed as 

the central ethical framework for designing AI-based health systems. Ethics of Care offers several 

advantages: it provides sufficiently concrete principles; it embodies values that are sensitive and 

applicable to the design of AI-based health systems in the caring practice milieu; and it is closely 

associated with the preservation and maintenance of trusting relationship between patients and AI 

agents (Dalton-Brown, 2020).  

 Humanness such as recognition, empathy and human experiences needs to be infused in AI agents 

to meet the requirements of ethics of care (Dalton-Brown, 2020). Several benefits have been identified 

for the use of humanized AI in healthcare. For instance, humans are open to interacting with AI agents 

on an emotional level, rather than just relying on them for practical functionality, even when they are 

aware that they are interacting with machines (Eduard & Jordi, 2019). Hoorn and Winter (2018) 

conclude robot doctors are better than human doctors at communicating bad news or unfavorable 

information to patients, but Blease et al. (2019) emphasize that communication and empathy are 

exclusively human abilities and clinical reasoning and value-based care are determined by a physician’s 

judgment. Moreover, healthcare workers or caregivers may experience burnout (Luxton, 2014), but 

machines are not prone to cognitive errors, fatigue, boredom, and human negligence or forgetfulness. 

This may result in more accurate diagnostics and attentiveness during interactions with patients. 

In addition, humanized AI applications such as AI carebots can be immune to the personal biases 

that human therapists may have and thus their consultations may result in a more detached, objective 

point of view. Some patients may therefore prefer interacting with an AI carebot rather than a human 

care provider as care seekers would feel less anxious when discussing intimate private issues with a 

carebot (Kandalaft et al., 2013). The British Standard’s BS8611 for carebots provides AI developers 

with guidance on how to assess and reduce societal risks such as loss of trust, deception, privacy, 

security, safety, and confidentiality (ISO, 2014). Although the use of carebots in place of humans may 

eliminate the risk of ethical pitfalls encountered by human care providers, patients perceive the ability 

of AI carebots to emulate humans or animals as deception in some circumstances (Wangmo et al., 2019; 

Yew, 2020). Wangmo et al. (2019) found that some interviewees expressed concerns over AI carebots 

manifesting in human or pet form, which could implicitly deceive older adults with dementia by being 

erroneously perceived as real humans or pets. 



14 

The role of health professionals in maintaining public trust. AI can never fully replace personal 

trust and cognitive abilities, and as such healthcare professionals play a crucial role in AI-enabled care 

delivery (Meskó et al., 2018; Wangmo et al., 2019). In fact, the integrity of AI depends on the ability 

of health professionals to maintain broad public trust (Deo, 2015). Health professionals using AI 

technologies have three key ethical roles to play in their practices: (1) as medical domain experts who 

should provide computer and data scientists with the clinical context they need, (2) as gatekeepers for 

data quality who ensure that data inputs are relevant, accurate and sourced appropriately, and (3) as 

interpreters of AI black-box solutions who make real-time and post-hoc recommendations to patients 

(Miller, 2020). It has been suggested that to ensure that AI technology progresses in a way that upholds 

the social trust in medicine, healthcare professionals should join forces with industry leaders through 

collaboration and attempt to devise novel ethical approaches that can alleviate the emerging ethical 

issues that may arise in the future (Darcy et al., 2016). In the context of AI robot, Poulsen et al. (2020) 

contend that although AI robots in healthcare help healthcare professionals extend the service they 

provide, it is not clear how robots shape the codes of conduct, especially when it comes to cybersecurity. 

In their conclusion, they underscore the importance of including cybersecurity considerations in codes 

of conduct for robot developers and caregivers since the onus is on humans and not the machine to 

ensure that an AI system is secure and safe to use. 

Developing artificial wisdom through interdisciplinary collaboration. Jeste et al. (2020) contend 

that the future need in AI technology is for artificial wisdom (AW) not artificial intelligence as the term 

intelligence does not really represent the technological needs of advancing society; it is wisdom that is 

associated with well-being, happiness, health, and longevity of individuals and the society. The 

development of AW necessitates the close and prudent collaborations by computer scientists, 

neuroscientists, mental health experts, and ethicists that collectively provide the greatest benefits to 

humanity (Jeste et al., 2020). Powell (2019) reasserts Jeste’s point by stating that many medical 

decisions require not only ethical judgements, but also the doctor–patient relationship (Luxton, 2014), 

interdisciplinary collaborations (Littmann et al., 2020) and empathy and understanding (Wangmo et al., 

2019) to arrive at a shared decision, often handling large areas of uncertainty and balancing competing 

risks.  

 

4.3. Inclusive AI 

Inclusive communication and involvement in AI governance. Digitalization is redefining the 

patient-provider relationship in terms of communication. Patients are concerned that AI-based health 

systems may change how they communicate with their providers, which may impact health service 

costs and quality (Luxton, 2014). To address this, scientific communities and public agencies can be 

instrumental in ensuring that inclusive communication between healthcare providers and the public is 

in place (Luxton, 2014; Noorbakhsh-Sabet et al., 2019; Poulsen et al., 2020). In addition, stakeholders 

(e.g., AI companies, healthcare organizations, regulatory agencies and policy makers, and patients) 
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from diverse fields and cultures, with different languages and forms of communication, should be 

involved in the design of AI solutions to mitigate unintended biases (Aitken et al., 2019; Char et al., 

2020; World Health Organization, 2021). Horgan et al. (2019) and Vayena et al. (2015) advocate that 

legislation (e.g., inclusive impact assessment; World Health Organization, 2021) can be implemented 

to make AI applications more inclusive and ensure legal certainty and clarity.  

 

4.4. Fair AI 

Alleviating algorithmic and data bias. In general, biases can be found in AI model design (e.g. 

label bias and cohort bias), training data (e.g. minority bias, missing data bias), interactions with 

clinicians (e.g. automation bias and feedback loops bias), and interactions with patients (e.g. privilege 

bias and agency bias) (Rajkomar et al., 2018; 2019). For example, a study found that computer vision 

algorithms were used to ascertain sexual orientation of people by scrutinizing thousands of facial images 

taken from public profiles on a dating website (Wang & Kosinski, 2017). Another study with more far-

reaching ethical implications reported various instances of how AI algorithms sometimes discriminate 

against certain groups, ethnic minorities, and individuals from deprived communities in areas such as 

credit ratings and health insurance (Ienca & Ignatiadis, 2020; O’Neil, 2016).  

To minimize the impact of such bias, several solutions have been suggested by scholars (e.g., 

Eaneff et al., 2020; Shameer et al., 2018). In clinical settings, generalizing the prediction task and 

building different predictive models by considering contextual variables can minimize the impact of 

algorithmic bias on clinical decisions (Shameer et al., 2018). Moreover, AI models and algorithms must 

be evaluated routinely by algorithmic stewardship programs for their performance to be acceptable 

(Eaneff et al., 2020; Vollmer et al., 2020). Algorithm stewardship programs are designed to maintain 

an algorithm inventory overseen by a centralized therapeutics committee to ensure safety and fairness 

in the development of algorithms (Eaneff et al., 2020). Obermeyer et al. (2019) also suggest that 

identifying label choice bias in algorithms could potentially address structural inequalities. 

Data representation and equality. The limitations and biased character of the data used to inform 

AI may have far-reaching socio-political and ethical implications (Strydom & Strydom, 2018). Biased 

AI algorithms trained with unrepresentative and inequitable datasets could lead to inaccurate medical 

diagnosis and decisions, or worse, discriminatory profiling of citizens in low resource settings (Ienca & 

Ignatiadis, 2020; Mittelstadt et al. 2016; Powell 2019). Faraj et al. (2018) maintain that AI algorithms 

are political by design in that they are imbued with the values, choices, beliefs, and norms of their 

developers and of those who assemble the datasets. For example, an AI solution trained with data biased 

towards an over-diagnosis of schizophrenia in African Americans can have detrimental consequences 

if used in some sub-Saharan African populations (Vayena et al., 2018). If algorithms trained with 

unrepresentative datasets are adopted in healthcare, they have the potential to exacerbate health 

disparities and may lead to underestimation or overestimation of risks in certain patient populations 

(Reddy et al., 2020; Vayena et al., 2018).  
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AI bias should be addressed by establishing a data governance panel made up of a representative 

target group or patients, clinical experts, and experts in AI, ethics, and law (Char et al., 2018; Reddy et 

al., 2020). The panel would monitor, and review datasets and algorithms used for training AI to ensure 

that the data is representative and that the algorithms used are impartial and sufficient to inform requisite 

model outcomes. To fulfil ethical duties to vulnerable individuals and avoid discrimination in the use 

of AI, stakeholders must be transparent about which communities and individuals are being monitored. 

Community leaders should be involved so that they can determine and report any adverse incidents 

affecting members of their community (Reddy et al., 2020). 

Health disparity in low resource settings. Fair and equal access to low-cost AI health technologies 

across all socio-economic classes is a requirement to prevent the exacerbation of the socio-economic 

digital health divide (Alami et al., 2020; Horgan et al., 2019; Mehta et al., 2020). AI-powered health 

systems could narrow down the inequality in healthcare between developing and developed countries 

(Panchmatia et al., 2018). However, most AI-based health applications are developed and implemented 

in high-income countries and their effectiveness in improving healthcare service quality in Low-to-

Middle-Income Countries (LMICs) can be questioned (Alami et al., 2020). 

The economic challenges in LMICs and their dependency on development assistance impede 

investments in public health. Furthermore, the lack of governance may enable companies to 

commercialize solutions in LMICs that would not obtain regulatory approval in high-income countries 

(Christie, 2018). Prior studies found that most medical equipment donated to LMICs was substandard 

– they sporadically break down, or the provision of user manuals and training for local staff is lacking 

(Martinez-Martin & Kreitmair, 2018). In view of the extortionate expense and investment needed for 

AI, some countries may not be able to adopt these technologies beyond the pilot phase. The demands 

for responsible innovation for AI-based health technologies extend well-beyond observance and 

compliance with ethical and value-laden frameworks (Blobel et al., 2020) into ensuring the engagement 

of a highly diverse group of users. Users may vary in socio-demographics such as race, ethnicity, and 

socio-economic status as well as the diversity of the condition itself, with variations in behavior, 

cognition, and emotion. There has been a recurrent call for health professionals to play a more proactive 

role by engaging in the co-design and development of new and innovative AI health technologies 

(Miller & Polson, 2019; Panchmatia et al., 2018). 

Several scenarios have been presented demonstrating how AI can address fairness in healthcare. 

For example, interactive AI-driven chatbots could provide better care by helping patients access care 

and follow-up services in a timely manner, and AI automated translation solutions could improve access 

to healthcare services in areas with language barriers (Luxton, 2014). Alami et al. (2020) argue that AI 

could predict and anticipate the spread of pathologies or vulnerabilities within certain groups or 

communities, and thus allow for more effective interventions in LMICs (Hosny & Aerts, 2019). 

There is also the risk that the budget for AI might divert overall health, social budget and resources, 

and over-reliance on AI may lead to an erosion of clinical critical-thinking and local practice skills 



17 

(Alami et al., 2019). There is also a potential risk that AI diagnostic tools developed in high-income 

countries may recommend treatment plans (e.g., medication, surgery) that are very expensive or not 

available in LMICs (Hosny & Aerts, 2019; Price & Cohen, 2019). In contrast, AI-based health 

applications may offer many opportunities for LMICs where resources and expertise are lacking and 

could become a lever to provide access to universal, high-quality, and affordable healthcare for all. 

Alami et al. (2020) maintain that public–private partnerships can deliver smart health solutions to 

improve the health outcomes of those at risk of non-communicable diseases (NCD) by leveraging AI 

to intervene at many touch points along the patient journey (from health literacy and awareness to 

diagnosis and treatment). To effectively defeat the spread of pandemics and NCDs in LMICs, a focused, 

strategic, and collaborative approach across the healthcare value chain needs to be adopted where 

multilateral organizations, academia, governments, civil society organizations, healthcare providers, 

and the private sector contribute and collaborate in harmony. 

 

4.5. Transparent AI  

Safeguarding personal privacy. The collection and utilization of personal health data by AI and 

analytical algorithms gives rise to serious issues where patients suffer from privacy invasion, fraud, 

algorithmic bias, information leakage, and identity theft (Toh et al., 2019; Wearn et al., 2019). In fact, 

49% of surveyed UK adults are unwilling to share their personal health data for developing algorithms 

that might improve quality of care (Fenech et al., 2018); this reluctance to share health data is mainly 

due to the possibility that shared or transferred data may be compromised or inadvertently leaked 

(McNair & Price, 2019). In particular, data breaches can lead to discrimination or criminal behavior in 

stigmatized or vulnerable populations (Xafis et al., 2019).  

To address privacy concerns, patient data protection needs broader rulemaking authority so it can 

act more quickly as new privacy and security threats emerge (McGraw & Petersen, 2020). As such, 

Vayena et al. (2018) suggest that scientific committees and regulatory agencies need to research and 

propose ethical frameworks to identify and minimize the impact of biased models, as well as guide 

design choices to form systems that foster trust and understanding while maintaining a person’s privacy. 

Moreover, Kayaalp (2018) highlights how de-identification on patient sensitive data can result in better 

privacy protection, while Ma et al. (2019) present a perceptron-based privacy-preserving clinical 

decision model to eliminate the risk of privacy disclosure. 

Limitations of conventional face-to-face psychological interventions could potentially be 

overcome through interventions from AI carebots. This comes in light of AI advances in machine 

learning, which creates new possibilities for decoding and analyzing neural data to deliver targeted 

neurointerventions. As neural data analytics become part of the healthcare ecosystem, it is important to 

assess the ethical implications, and a roadmap needs to be delineated for responsible innovation in this 

sector by considering various privacy issues such as mind reading, mental privacy, and issues relating 

to neurotechnology governance (Drew, 2019). This raises the question on whether a balance can be 
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struck between public rights to privacy and evidence required for law enforcement, and potential 

improvements in regulatory control (Benke & Benke, 2018). 

Explainability of AI-driven models and decisions. This key issue has resulted in the emergence 

of a field termed explainable AI (XAI) (Rai, 2020). Two important aspects of XAI are understanding 

how a specific algorithm works and knowing who is responsible for its implementation (Floridi et al., 

2018). Accountability of patient data access, analysis, and interpretation, and AI model development 

are essential to meeting the requirements of responsible AI usage in healthcare (Norgeot et al., 2020). 

Specifically, an effective AI-enabled healthcare system should be able to provide meaningful and 

personalized explanations about the results generated by algorithms (Davenport & Kalakota, 2019) and 

demonstrate the reliability and robustness of the AI models (Norgeot et al., 2020). Baig et al. (2020) 

propose to form a centralized review board to review machine learning processes and architecture, as 

well as methods used to interpret data in AI healthcare projects, while Zitnik et al. (2019) suggest that 

integrating patient data from various sources can improve explainability of clinical decisions.  

Moreover, clinical decisions will be trusted if healthcare professionals can explain why a specific 

AI-driven treatment is an effective solution for a patient. Shaw et al. (2019) contend that decision 

support in health care can be useful only if its outputs are able to integrate with the human decision-

making processes at the heart of health service delivery. Cabitza et al. (2017) further suggest that by 

combining machine learning with visualization, physicians may be able to explore the implications of 

outputs in rich interactive ways, alleviating the tension between accuracy and interpretability.  

Addressing the loss of confidentiality by legislation. The rapid and prolific growth of big data 

collection and storage together with advancements in AI health technologies spawned previously 

unknown challenges: medical data is now accessible via mobile devices, shared networks, and even 

sensors attached to the human body (Wang et al., 2018). As information storage and retrieval technology 

has evolved, the public has become more sensitive to data confidentiality. There is growing concern 

that breaches of confidentiality may lead to an erosion of public confidence in the healthcare system 

(Ahmed et al., 2020). The presence of such concerns may impair the actual quality of care provided, 

since patients may self-medicate, visit another doctor, provide incomplete information, or opt out of 

seeking treatment (Yüksel et al., 2017). This is underpinned by research which found that the most 

common objection to sharing data with an outside provider is the potential discrimination by insurance 

companies (Ienca & Ignatiadis, 2020; Price & Cohen, 2019). Ongoing medical monitoring and privacy 

violations with medical devices can increase stigma for more disadvantaged citizens and possibly 

jeopardize access to health insurance and care for those unable to adopt new standards of healthy 

lifestyle (Briganti & Le Moine, 2020; Mittelstadt, 2017). Thus, legislation should be implemented to 

protect patients’ confidentiality by creating a unique cause of action for those who wish to sue AI agents 

or healthcare organizations for misuse of their data (Lupton, 2018).  

User empowerment. The advent of new technologies designed to capture voluntarily submitted 

data from patients has explored new ways to facilitate the sourcing of patients’ personal health data. 
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Patients are encouraged to use web-based personal health repositories like Microsoft HealthVault to 

keep records of symptoms and treatments, document progress towards fitness goals, view medical test 

results, and facilitate communication with healthcare providers. Public consent about AI-powered 

digital health technology will manifest when privacy and ethical issues are addressed not only from a 

technical perspective (e.g., using digital key cryptography) or transparent disclosures on how citizen 

data is stored and processed (firm-generated reassurances), but by encouraging people to become more 

proactive in sharing and disseminating data about themselves. By converting citizens to prosumers of 

AI-powered digital health systems (Peters et al., 2020), end-users will feel empowered in controlling 

their own data and securing their privacy, which can lead to a more ethically aligned deployment of AI-

powered health systems (Benke & Benke, 2018; Chadwick et al., 2014). 

Empowerment is a recurrent theme rooted in users’ concerns about the adoption of AI-powered 

digital health systems (Manrique de Lara & Peláez-Ballestas, 2020). The type of health data that users 

are reluctant to share usually harbors information that is considered sensitive, private, and potentially 

stigmatizing such as information related to pregnancy, contraception, sexual health, and mental health 

(Powell et al., 2006). Thus, evaluation mechanisms should be developed to assess if AI models and 

outcomes will be deemed acceptable by users (e.g., patients) whose data was collected and to clinicians 

who will use the model to make clinical decisions (Vollmer et al., 2020). In addition, it is imperative 

that the legislature should step in and deal with AI-related medical disputes by transferring existing 

common law principles of negligence and malpractice to AI agents (Lupton, 2018).  

Informed consent for data use. Data privacy and ethical issues surrounding the use and storage of 

patient data were highlighted as major hurdles to the ownership of data in AI-powered digital health 

ecosystems (Bukowski et al., 2020). Healthcare stakeholders have also highlighted patient autonomy 

and informed consent as ethical priorities (Wangmo et al., 2019). This underlines the existence of 

diverse and substantive ethical challenges associated with obtaining adequate consent from patients. In 

terms of clinical trials, Jung and Pfister (2020) stressed the importance of introducing a written informed 

consent (WIC) procedure as a prerequisite to voluntary participation in a clinical trial and they proposed 

a secure framework for facilitating the development of ethical AI applications in healthcare that 

involves managing WIC documentation along the entire data value chain from acquiring consent to 

academic publication, and (commercially) exploiting the results of a clinical study. Larson et al. (2020) 

took a counter-argumentative approach by controversially contending that patient consent is not 

required before the data is used in exceptional circumstances such as an emergency (e.g., acute life-

threatening situations). GDPR explicitly enables competent public health authorities to lawfully process 

personal data for reasons of substantial public interest without informed consent (Holub et al., 2020). 

For example, the consent from a patient or their legal guardian can be obtained at a later stage for 

conducting a clinical trial during the COVID-19 pandemic (European Medicines Agency, 2020). 

It is expected that patients provide explicit consent if their data is shared, but recent episodes like 

the Royal Free London NHS Foundation Trust sharing patient data for the development of a clinical 
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application without explicit patient consent has presented concerns about privacy breaches (Carter et 

al., 2020; Reddy et al., 2020). Therefore, a careful policy intervention (Panch et al., 2019) and a model 

of informed consent (e.g., Meta Consent proposed by Ploug & Holm, 2016) that considers practical 

implementation could help in mitigating the said privacy concerns. 

 

5. Argument development – The most pressing challenges in responsible AI  

In contrast to the previous section’s exploration of responsible AI initiatives, the argument 

development section focuses on uncovering the most pressing issues and challenges relating to 

responsible AI that have not been adequately addressed in existing literature, thereby motivating further 

research (Boell & Cecez-Kecmanovic, 2014). More specifically, we identify crucial issues and 

challenges of responsible AI specific to the SHIFT themes as well as enumerating the potential solutions 

proposed by the prior research, which are summarized in Table 2. 

Sustainable AI. There remains an incomplete awareness within the medical community of how 

emerging AI technology can introduce ethical complexities into actual care taking (Rigby, 2019). 

Meanwhile, there seems to be a lack of clarity regarding what type of AI ethics training should be 

included to prepare and educate future healthcare professional in using AI technologies (Combs & 

Combs, 2019). There have been a few attempts to address ethical concerns raised by the AI revolution 

in healthcare by integrating ethical decision-making training into clinical training (Combs & Combs, 

2019) and combining AI courses into curricula (McCoy et al., 2020; Park et al., 2019). For example, 

introducing virtual patients (VP) in medical education enables students to learn clinical and ethical 

decision making through practitioner-patient communication (Combs & Combs, 2019). However, VP 

has been criticized for its representation of diversity in a population and non-transparent algorithms for 

providing patient feedback.  

Human-centric AI. It has been argued that AI’s transformational role in healthcare allows for 

patients to be treated as commodities and not as individuals (Quinn et al., 2021). For example, driven 

by economic incentives and the perception that AI-powered health systems are superior to traditional 

techniques, health insurance companies could coerce care seekers to adopt AI-powered health systems 

without offering them the choice to seek care from a human alternative. Another example is that mental 

health services in the UK have been experiencing an Uberization due to the increased accessibility and 

lower costs of AI-powered health systems (e.g., chatbot) (Cotton, 2021). This may result in a loss of 

focus on the interpersonal processes of psychotherapy and patient-centric methods of addressing clinical 

problems that place the needs and preferences of individuals first.  

To address this challenge, medical AI should shift its emphasis towards a patient-centered 

approach rather than a problem-oriented one (Quinn et al., 2021). Agarwal et al. (2020) go one step 

further by proposing a patient value-centered approach, which takes into account three core dimensions 

of value: preferences, precision, and process. The former approach is based on the concepts of patient-
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centeredness, while the latter is primarily driven by value creation. Both approaches place patient rights 

at the core of clinical decision-making as a moral imperative. 

Inclusive AI. The findings of several studies portend to the gradual impending colonization and 

commercialization of the domain of healthcare by leading healthcare providers such as the NHS and 

technology giants such as Google, Apple, and IBM, who leverage the colossal amount of digital data 

amassing online to generate profit (Downey, 2019; Larson et al., 2020). The commercial motives 

include selling advertising, goods, and services to users and on-selling of archived data to third parties 

such as pharmaceutical and health product companies. For example, the financial value of the NHS 

patients’ data is estimated to be a whopping £10 billion a year (Downey, 2019). Commercial models 

were proposed by management consultants McKinsey, and they vary from the NHS receiving a curated 

dataset without a fee, to a royalty fee and shared ownership of products or discounts on products 

developed from the collaboration (Downey, 2019). Another prominent example of patient data 

commercialization can be illustrated in the reciprocal agreement signed by IBM and the Italian 

Government in early 2016 where IBM was bound to invest $150 million in a health center that would 

be used for building e-health applications. In return, IBM will be granted access to valuable health data 

of the citizens of Lombardy (Monegain, 2016). In these cases, health data are commercialized for AI 

solutions without consideration of inclusive policies (Aitken et al., 2019) or diverse patient perspectives 

(Rickert, 2020). In order to regulate AI commercialization, government authorities, technology giants 

and healthcare service providers need to communicate and collaborate on a regular basis (Rickert, 

2020). Meanwhile, it is equally important to engage diverse patient groups and broad stakeholders in 

AI governance. Some initial efforts such as All OF Us Research Program (All of Us Research Program 

Investigators, 2019) have been introduced to address this challenge.  

Fair AI. The data used to train AI algorithms may use an unrepresentative dataset, limiting the 

ability to provide meaningful assessments or predictions (Carter et al., 2020; Ienca & Ignatiadis, 2020). 

Unrepresentative datasets are created by a lack of understanding of the contextualized factors such as 

sociodemography, health state, and social culture, which need to be carefully considered when 

developing AI solutions (Obermeyer et al., 2019). It has been suggested that AI algorithms should be 

trained on local datasets and should act prudently in the context of assisting or making a medical 

decision in the face of scientific uncertainty (Vollmer Dahlke & Ory, 2020).  

In addition, while some AI technologies can deduce ethnicity, which is relevant in certain clinical 

cases, this function could be used for racial profiling or discrimination and, if not properly governed 

and managed, it could be exploited to marginalize individuals, groups, or communities based on their 

gender, ethnicity, socio-economic group, pathology, or sexual orientation (Alami et al., 2020; Ienca & 

Ignatiadis, 2020; Luxton, 2014; Price & Cohen, 2019). Some potential solutions have been developed, 

such as exploring local datasets or local checklists for training AI (Rajkomar et al., 2018; Rajkomar et 

al., 2019; Vollmer Dahlke & Ory, 2020), and conducting validation checks to mitigate label choice bias 

(Char et al., 2020; Obermeyer et al., 2019), but this challenge seems to persist. We therefore call for 
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more research in developing a method to ensure that representative datasets are used to avoid structural 

inequalities in AI development. 

Transparent AI. AI-based methods are increasingly popular in population health research. Much 

of the data collected for such research is drawn from social media in the public domain or anonymous 

secondary health data, which makes it exempt from ethics committee scrutiny (Samuel & Derrick, 

2020). Governance informs how scholars make ethical decisions and provides assurance to the public 

that researchers are acting ethically and it mitigates the risk associated with health over-surveillance or 

inequity. Questions remain about how to manage, process, and interpret data predictions in an ethically 

responsible manner, what constitutes an ethics governance framework, and how, in some jurisdictions, 

such a system would prevent exporting data to countries with a lax research ethics scrutiny (Benke & 

Benke, 2018). Blobel et al. (2020) proposed a potential solution to this ethical challenge by emphasizing 

that open-science repositories should be managed, curated, and driven by higher education institutions 

and funding bodies, with clear incentives for compliance. For example, to develop best practices, there 

should be a requirement for algorithms and affiliated data to be placed in repositories where access to 

data is restricted to certain stakeholders. Such controlled repositories create a way for other researchers 

and stakeholders to test the algorithms with their own data, checking for spurious predictions and 

highlighting any concerns or issues that may be present within the AI prediction models.  

In addition, Blobel et al. (2020) suggested adding a second layer to ethical regulation: an ex-post 

review of innovative prediction algorithms used in specific sectors. In the public health milieu, ex-post 

reviews could be conducted by a multi-disciplinary committee comprising academics and stakeholders 

(such as professionals or users of the technology) from various disciplines including health and 

medicine, artificial intelligence, social science, and ethics. The aim of the committee would be to 

mitigate the risks of potential harm by reviewing scientific questions relating to the origin and quality 

of the data, algorithms, and AI; confirming the validation steps to ensure the prediction models work; 

and requesting further validation to be performed when the need arises. The committee could assume 

the role of an AI ombudsman or superintendent by assuming a regulatory role. Existing regulatory 

agencies are likely to be the most suitable candidates for such a role, and European and UK agencies 

have now started introducing measures to scrutinize medical software, which include providing 

guidelines and recommendations for the standardization of AI in healthcare. Thus, a rigorous and 

comprehensive approach needs to be developed to regulate and govern AI-powered healthcare 

ecosystems with transparency (Baric-Parker & Anderson, 2020). 

 

 
Table 2. Challenges, issues and proposed solutions on responsible AI implementation 

 
Responsible 
AI themes 

Challenges Issues challenging responsible AI Proposed solutions 
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Sustainable 
AI 

What kind of AI ethics 
training should be 
integrated into medical 
school curriculums? 

• Medical professionals are not aware that 
emerging AI technology may introduce 
ethical complexities into the actual process 
of care giving (Rigby, 2019). 

• Lack of clarity regarding what AI ethics 
training should be included to prepare future 
healthcare professional for using AI 
technologies (Combs & Combs, 2019). 

• Integrating ethical decision-making 
training into clinical-based training 
through AI-enabled virtual patients 
(Combs & Combs, 2019) 

• Combining robust data science-focused 
courses into the baseline curriculum for 
health research (McCoy et al., 2020; 
Park et al., 2019) 

Human-
centric AI 

How can a right 
balance be struck 
between delivering 
individualized care 
based on AI while 
attaining long-term 
profitability for 
healthcare providers? 

• Patients being treated as commodities rather 
than individuals (Quinn et al., 2021) 

• Loss of interpersonal processes of 
responding to clinical problems in a way 
that prioritizes the needs and preferences of 
patients. 

• Using a patient-centered approach in 
designing medical AI that promotes 
informed choices aligned with patient 
values and respects patient autonomy 
(Sarkar et al., 2021; Quinn et al., 2021) 

• Delivering value with a patient-centric 
process (Agarwal et al., 2020) 

Inclusive 
AI  

How can the pursuit of 
commercialization of 
AI be inclusive to the 
broad public? 

• Lack of inclusiveness policy for AI 
governance in relation to access and use of 
health data (Aitken et al., 2019) 

• Health data is commercialized for AI 
solutions without considering the voices of 
diverse patient groups (Rickert, 2020) 

• A continuous dialogue among 
authorities, technology giants and 
healthcare service providers to resolve 
potential ethical complexities of AI 
commercialization in healthcare 
(Rickert, 2020)  

• Engage diverse patient groups and 
broad stakeholders in AI governance 
(Chen et al., 2020) 

Fair AI 

Challenge 4: How can 
representative data be 
created and utilized to 
address patients’ needs 
fairly? 

• Contextualized factors such as 
sociodemography, health state, and social 
culture are not understood adequately to 
develop AI-based solutions that can cater for 
patients’ needs (Obermeyer et al., 2019) 

• Training AI algorithms with 
unrepresentative dataset limits the ability to 
provide meaningful assessments or 
predictions (Carter et al., 2020; Ienca & 
Ignatiadis, 2020) 

• Allow for value pluralism and ensure 
that no protected characteristics are 
enforced (Morley et al., 2021) 

• Explore local datasets or local checklist 
for AI training to promote equal patient 
outcome, equal performance and equal 
allocation (Rajkomar et al., 2018; 
Rajkomar et al., 2019; Vollmer Dahlke 
& Ory, 2020) 

• Avoid label choice bias by conducting 
further validation studies (Char et al., 
2020; Obermeyer et al., 2019) 

Transparent 
AI 

Challenge 5: To what 
extent should AI-led 
data use need to be 
transparent to all 
stakeholders? 

• The fuzziness of AI governance in 
addressing the questions of how to interpret 
predictions properly (Benke & Benke, 2018) 

• The opaque design of explainable AI results 
from its ambiguous definition (Jiménez-
Luna et al., 2020) 

• Higher education institutions and 
funding bodies should maintain, curate, 
and promote open-science repositories, 
with clear incentives for compliance 
(Blobel et al., 2020) 

• The ex-post reviews could be 
conducted by a multi-disciplinary 
committee to evaluate the quality of 
AI-driven explanations (Baric-Parker 
& Anderson, 2020; Blobel et al., 2020) 

 
 

6. Research agenda – Future potentials of responsible AI 

Continuous discussions are needed to comprehensively understand responsible AI use in 

healthcare. There are two primary future potentials on responsible AI in healthcare. First, we need to 

understand the individual, organizational, and societal impediments to achieving the SHIFT of AI. 

Previous medical AI research focuses on the technological understanding of its implementation and 

exploring the economic value of AI applications. Future research is needed to understand the practices, 
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mechanisms, and ecosystems that facilitate responsible AI use in healthcare. Second, while the tools 

that leverage AI are valuable for improving clinical practices, their actual use by healthcare 

professionals is not without challenges. To address the challenges associated with the use of AI, AI 

solution providers and developers should aim at designing and implementing ethical, transparent, and 

accountable AI solutions. This ethical consideration of AI would help healthcare organizations maintain 

trust and minimize potential risks. Thus, future research is needed to understand the role of responsible 

AI use from the SHIFT perspective to create value and reduce potential risks in healthcare.  

Overall, the postulated benefits of AI-based digital health interventions should be corroborated 

further with future empirical studies exploring and testing their effectiveness in improving the decision-

making and quality of healthcare (Bukowski et al., 2020). It is not just a matter of accentuating the 

ethical requirements in health care services research, rather it is a matter of anticipating the social 

consequences (system level) of scientific analysis and evaluation. Responsible AI in healthcare is a 

promising approach across the field of medical health; however, further research is needed to address 

the broader ethical and societal concerns of these technologies that are driving an evolution in digital 

healthcare. Table 3 outlines the future research opportunities for responsible AI in healthcare by 

proposing research questions based on the SHIFT framework.  

 
Table 3. A research agenda for future research on responsible AI from a to z 

Research themes Sample research questions pertinent to each theme 

Sustainable AI 

a. What effective policies and actions can be taken by healthcare 
organizations or governments to leverage AI for the purpose of social 
sustainability? 

b. What kind of AI ethics training should be integrated into medical school 
curriculums? 

c. How can AI tools improve social impacts by reinforcing the regulations 
in tackling irresponsible medical practices in the digital world? 

d. What coordination mechanisms can mitigate ethical concerns regarding 
AI commercialization and ensure a more sustainable AI healthcare 
ecosystem in the long run? 

Human-centric AI 

e. How can AI systems incorporate and translate human judgements to 
generate accurate medical knowledge and insights? 

f. How should ethics education be designed and integrated into the training 
of AI solution developers? 

g. What are the effective coordination mechanisms for multi-actor decision 
making that involves amongst others, AI agents and healthcare 
professionals? 

h. How do AI technologies enhance co-ordination among health policy 
makers, healthcare organizations, and patients? 

i. Does AI and human coordination impede the effectiveness of AI and 
clinical efficacy? 

j. What defines the paradoxical nature of bias from the sociomateriality 
perspective of algorithmic decision-making? 

Inclusive AI 
k. What are the implications of inclusive communication for AI-based 

digital health management? 
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l. What type of individual roles and disciplines in an ethics panel 
contribute most to a better understanding of inclusive communication 
in AI-based digital healthcare? 

m. How can AI-enabled health systems operate in a coordinated manner to 
deliver inclusive care to patients? 

Fair AI 

n. To what extent do AI algorithms affect healthcare practitioners’ 
efficiency and quality of care? 

o. What algorithmic attributes and characteristics are required for reducing 
biases in the data and prediction model? 

p. What safeguards measures can healthcare organizations take to ensure 
that patients are treated fairly when a medical decision is delegated to an 
AI-based health system? 

q. In what ways can minorities and marginalized groups be involved in 
consultations to mitigate biases and structural inequalities?  

r. How to empower local actors and foster local collaboration between 
stakeholders to develop equitable AI solutions? 

s. How can AI systems and applications be designed in way to enhance 
patients’ perceptions of fairness and trust? 

t. What kind of low-cost AI solutions can be deployed to address health 
disparity in low resource settings (e.g., LMICs)? 

Transparent AI 

u. How can the risks of cybersecurity, data loss and patient identity theft be 
reduced or mitigated through health data governance? 

v. To what extent should AI healthcare system be transparent in terms of 
data use and algorithm management? 

w. How should AI generate results that are discernible and lucid to users 
and health practitioners?  

x. What factors drive patients or healthcare professionals to share data in 
AI-driven digital health environments? 

y. How can data quality assurance and programming norm be cultivated in 
the AI development stages? 

z. How can health data be utilized to support transparent evidence-based 
medicine using AI approaches?  

 
7. Discussion and Conclusion 

7.1. Academic and practical Implications 

The auspicious outlook and promise of better addressing health inequalities through integrating AI 

into clinical practices comes with an unanticipated challenge: healthcare organizations are now more 

prone of committing ethical or moral infringements than before. Healthcare service providers and 

medical-algorithm designers have been asked to act responsibly in response to the expectations of 

governments, regulators, and wider stakeholders. In the current review, 253 articles across many 

domains (e.g., medicine, healthcare management, information systems, and bioethics) from the past 20 

years were systematically organized and reviewed to devise a responsible AI framework. Underpinned 

by virtue ethics theory, responsible AI initiatives across 5 main themes and 14 sub-themes were outlined 

in the framework. As noted above, virtue ethics theory has been used to examine what constitutes a 

moral action in the context of business management by focusing on the ethical aspects of everyday 

business operations. (Audi, 2012). This theory offers an excellent anchor to study responsible AI 

initiatives by emphasizing ethical practices over deontological or utilitarian perspectives of ethics.  By 
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applying this theory to an under researched context- AI use and application in healthcare, our review 

could inform researchers and practitioners to go beyond the symbolic advocacy of AI ethics and to 

focus on healthcare practices and actions for governing AI responsibly.  

The core of this review highlights to medical-algorithm designers, policymakers, healthcare 

providers, and patients, the importance of profoundly understanding responsible AI initiatives as this 

would facilitate the provision of more efficacious and responsible AI-powered healthcare service. 

Therefore, we provide three practical implications. First, our analysis goes beyond merely exploring AI 

ethics by identifying in detail how AI is used responsibly in healthcare contexts. For instance, in the 

sustainable AI theme, our review reveals that building robust education and training programs is one of 

the core initiatives of responsible AI. In the human-centric AI theme, our review suggests that the most 

appropriate role for AI-powered health systems is that of an assistant: to support human practitioners in 

their clinical care decisions. Careful testing and evaluation of these systems will be needed regardless 

of application, albeit there is a paradoxical argument between AI and humans that a certain degree of 

imperfection can be conducive to a health treatment and intervention (Luxton, 2014).  

Second, we expose the most pressing challenges of responsible AI (see Section 5) and call for 

addressing these challenges by answering our proposed research questions. For example, in our review, 

we find that a diverse group of experts and stakeholders is needed to develop equitable medical AI 

solutions. It has been suggested that the research community, healthcare providers and practitioners, AI 

health technology providers, and the federal government need to work together to design AI-specific 

common rules based on the principles of virtue ethics. However, the extant literature did not provide 

solutions to the question of how minorities and marginalized groups can participate in consultations to 

mitigate biases and structural inequalities. 

Third, this review has provided a detailed analysis of the responsible approaches related to the 

implementation of AI in healthcare. This review can encourage the development of proportionate ethical 

policies and regulatory interventions by creating a system of transparency and distributed responsibility 

that makes not just healthcare practitioners responsible, but all actors involved in the supply chain of 

AI algorithms. Specifically, developing medical AI responsibly requires incorporating five initiatives: 

sustainability, human-centeredness, inclusiveness, fairness, and transparency that can be assessed by 

policymakers and legislators to determine if inherent risks or biases are appropriately mitigated for 

better adoption of AI. 

 

7.2. Limitations 

It is important to acknowledge that the majority of the articles reviewed in our systematic review 

represent a Western viewpoint (the articles mainly originate from West Europe and North America), 

despite the fact that our systematic review is grounded in a substantial number of reliable sources. 

Hence, future research should consider searching and reviewing studies from other languages or 
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continents to acquire a more nuanced or perhaps, a broader understanding of what constitutes 

responsible AI in healthcare. 

We chose not to conduct bibliometric analyses for one major reason. The bibliometric approach 

focuses on an author-centric review by tracing back the origins of topic, authorship, and citation over 

time and presenting the findings in a descriptive manner. Conducting this type of review seems not to 

be appropriate given that our primary objective is to identify responsible AI initiatives so that healthcare 

practitioners can take advantage of our findings. However, we encourage future researchers to use 

bibliometric analyses to visualize descriptive results such as topic development of responsible AI 

initiatives.  
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Appendices  
 
Appendix A: Keywords and search strings 

Using three sets of search keywords, we generated 96 search strings (𝐶18 ∗ 𝐶112 ∗ 𝐶11 = 96). A 
spreadsheet was used to record the search results. Below, we provide a brief glimpse into the search 
strings used and results returned. The full list is available upon request. 
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Figure 1. The record of search strings (Snapshot) 
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Appendix B: Exclusion criteria 

No. Exclusion criteria Reason for exclusion 

1 duplicates Duplicated records need to be removed. 

2 
Focusing on technical aspects of AI in 
healthcare 

In these articles, AI applications are not 
discussed directly from the point of view of 
stakeholders (e.g., patients or providers) and 
there are no explanations offered on how AI can 
be implemented in healthcare in an ethical 
manner. Typically, these excluded articles focus 
explicitly on technical aspects of AI in healthcare 
such as mathematic formulae, finely grained 
scientific computing models, software 
engineering models, programming techniques, 
specific hardware architectures, etc. Thus, they 
would be precluded from the review process. 

3 
Focusing on digital  
security and cryptography 

This is now a pervasively known and clichéd 
proposed solution to address the privacy and 
security concerns and issue surrounding system 
use and including it in the systematic literature 
review will not add much value to the critical 
analysis and findings. 

4 Do not focus on healthcare sectors 
The review process excludes articles that do not 
focus on healthcare sectors. 

5 Source creditability  

Articles published as conference  
papers/proceedings, books, book chapters, thesis 
were excluded from the review. The preprint 
version of articles published in open online 
repositories and articles from unknown sources 
were also excluded. 
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Appendix C: Relevance assessment criteria 
We included the articles that provide insights and practical implications on AI ethics in health care 
and demonstrate ways to deploy AI in a responsible and ethical way. After reading the full text of 
each article, studies were organized into three lists: List A includes studies that were deemed to be 
relevant, list B comprises studies where the relevance was not clear a priori, and list C includes 
studies where the research was deemed as either irrelevant or ambiguous. Out of the 1,245 peer-
reviewed articles, 652 were less relevant (List C), 269 were partially relevant (List B), and 324 were 
relevant (List A). Out of the 324 relevant articles, 253 articles were found to be directly relevant to 
our research scope and context and consequently, they were analyzed using NVivo to identify 
recurrent themes. 
 

Element 
Level  

0 – Absence 1 – Low 2 – Medium 3 – High 
Not 

applicable 

Theory 
robustness 

The article does 
not provide 
enough 
information to 
assess this 
criterion. 

Weak 
development 
of theoretical 
insights and 
limited 
awareness of 
prevailing 
literature. 

Basic 
development of 
theory and use of 
concepts garnered 
from existing 
literature. 

Good use of 
theory, including 
the novel and 
provocative 
development of 
concepts. 

This element 
is not 
relevant to 
the study. 

Implication for 
practice 

The article does 
not provide 
enough 
information to 
assess this 
criterion. 

Hard to use the 
concepts and 
ideas in 
pragmatic 
problem 
solving. 

The findings and 
observations have 
potential use for 
businesses and 
policymakers. 

The use for 
practitioners is 
clear. 

This element 
is not 
relevant to 
the study. 

Methodology, 
data supporting 
arguments 

The article does 
not provide 
enough 
information to 
assess this 
criterion. 

Data 
incomplete 
and not related 
to theory and 
weak research 
design. 

Data broadly 
related to the 
arguments and 
conveyed through 
a clear research 
design. 

Data strongly 
supports 
arguments. 
Robust research 
design. 

This element 
is not 
relevant to 
the study. 

Relevance of 
three areas: 
findings; 
theories; 
methods 

The article does 
not provide 
enough 
information to 
assess this 
criterion. 

Only 
tangentially 
relevant; 
provocative 
but linked to 
“line of 
flight”. 

Broadly relevant 
– perhaps in one 
area or applied in 
different 
disciplinary field. 

High level of 
relevance across 
findings, methods, 
and theoretical 
constructs/concep
ts. 

This element 
is not 
relevant to 
the study. 

Contribution 

The article does 
not provide 
enough 
information to 
assess this 
criterion. 

Does not make 
an important 
contribution. It 
is not clear the 
advances it 
makes. 

Although using 
other ideas, it 
builds on existing 
theory. 

Further develops 
existing 
knowledge, 
expanding issues. 

This element 
is not 
relevant to 
the study. 
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Appendix E: Procedures for thematic analysis and ontological organisation (Jones et al., 

2011) 
The following procedures were adapted from Braun and Clarke’s (2006) and Clarke and Braun’s 

(2013) guidance for the use of thematic analysis in qualitative research in psychology and framed within 
Tranfield et al.’s (2003) guidance for systematic reviews in management.  

 

A. Data organization 
1. Arrange papers in chronological order from 2000 to 2020. 
2. Prepare NVivo for recording and comparing coding by researchers. 

B. Theme 
identification and 
coding 

1. Two researchers independently read each paper for meaning, taking into account 
the author(s) focus and stated purpose, research questions, key arguments, 
methodology, and main constructs to determine the phenomena(on) with which it is 
concerned. 

2. A descriptive statement outlining its primary focus is assigned to each paper in turn 
taking care to echo its conceptual terminology and vocabulary. 

3. After reading and describing the first 20 papers, the researchers compare descriptive 
statements and resolve discrepancies through discussion. 

4. Initial thematic names are generated for each paper, with names derived from their 
descriptive statements. 

5. New thematic names are generated as required and applied to similar papers 
published later, thus preserving the chronology of the dataset. 

6. After every 20 papers, the two researchers compare results for consistency. 

C. Ontological 
organization 

1. The thematic names for each paper are ranked and agreed, resulting in the first-
ranked theme becoming the first order thematic name for each paper. 

2. Following an ontological process, thematic names are grouped by similarity to form 
second-order and major thematic areas, thus forming a taxonomic hierarchy. 

3. Themes are reviewed for redundancy or duplication. 

D. Thematic and 
ontological 
interpretation and 
validation 

1. Descriptors and themes are summarized in tables and sorted in chronological order 
by thematic area, followed by second order and first-order themes and 
corresponding descriptive statements as a domain ontology. 

2. The thematic structure of the field is mapped (Figure 4 in main text) and compared 
for consistency. 

3. An interpretive account of each theme is written by returning to the papers, pattern-
matching against theme descriptors and ontological fit. 

E. Quality checking 
against established 
practice 

1. Each data item (paper) was given equal attention and coded independently by two 
researchers. 

2. The process was thorough, inclusive, and comprehensive (three thematic descriptors). 
3. Themes were checked against each other and back to the original dataset. 
4. Themes were checked for internal coherence, consistency, and distinctiveness. 
5. Data were analyzed (interpreted) for meaning and common vocabulary preserved. 
6. Themes were iteratively pattern-matched with the data, and the ontology tables and 

thematic map checked for consistency. 
7. The active and reflective role of the researchers is fully acknowledged. 
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(2019); Rajkomar et al. (2019); Reddy et al. (2020); Shaw et al. (2019); 
Shilo et al. (2020); Subramaniam (2020); Watson et al. (2019); 
Wilkinson et al. (2020); Vayena et al. (2018a); Vollmer Dahlke & Ory 
(2020)  

Health disparity in low 
resource settings 

Alami et al. (2017); Alami et al. (2019); Alami et al., (2020b); Bærøe  
et al. (2020); Blobel et al. (2020); Christie (2018); Horgan et al. (2019); 
Hosny & Aerts (2019); Ibrahim et al. (2020); Malkin & von Oldenburg 
Beer (2013); Martinez-Martin & Kreitmair (2018); Mehta et al. (2020); 
Miller & Polson (2019); Mollura et al. (2020); Obermeyer et al. (2019); 
Panchmatia et al. (2018); Paulus & Kent (2020); Pfohl et al. (2020); 
Sallstrom et al. (2019); Schwalbe & Wahl (2020); Wahl et al. (2018); 
Zhang et al. (2017) 

Theme E: Transparent AI 
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Safeguarding personal 
privacy 

Amarasingham et al. (2014); Azencott (2018); Basu et al. (2020); Beil 
et al. (2019); Benke & Benke (2018); Briganti & Le Moine (2020); 
Bukowski et al. (2020); Cohen et al. (2014); Currie et al. (2020); Drew 
(2019); Fiske et al. (2019b); Floridi et al. (2020); Garattini et al. (2019); 
Gray & Thorpe (2015); Gruson et al. (2019); Ienca & Ignatiadis (2020); 
Jacobson et al. (2020); Joerin et al. (2020); Kaissis et al. (2020); Kaplan 
(2016); Kayaalp (2018); Keskinbora & Keskinbora (2018); Khatoon et 
al. (2019); Krutzinna et al. (2019); Liew (2018); Martinez-Martin 
(2019); Martinez-Martin et al. (2020); Mathur et al. (2020); McCradden 
et al. (2020b); McGraw & Petersen (2020); Miller & Polson (2019); 
Minssen et al. (2020); Mittelstadt (2017a); Mittelstadt (2017b); 
Mittelstadt, & Floridi (2016); Pierce (2018); Powles & Hodson (2017); 
Price et al. (2019); Price & Cohen (2019); Racine et al. (2019); Reiz et 
al. (2019); Rickert (2020); Safdar et al. (2020); Salerno et al. (2017); 
Sendak et al. (2020); Séroussi et al. (2020); Shachar et al. (2020); Six 
Dijkstra et al. (2020); Tekin (2020); Thesmar et al. (2019); Van Biesen 
et al. (2019); Vayena et al. (2018a); Xafis et al. (2019); Yu et al. (2018) 

Explainability of AI-driven 
models and decisions 

Ahmed et al. (2020); Amann et al. (2020); Baig et al. (2020); Basu et al. 
(2020); Balthazar et al. (2018); Beil et al. (2019); Bjerring & Busch 
(2020); Brady & Neri (2020); Buruk et al. (2020); Cabitza et al. (2017); 
Coiera (2019); D’Antonoli (2020); Davenport & Kalakota (2019); de 
Miguel et al. (2020); Dzobo et al. (2020); Ferretti et al. (2018); Flaxman 
& Vos (2018); Gauld et al. (2020); Gruson (2020); He et al. (2019); 
Holzinger et al. (2019); Jacobson et al. (2020); Jiménez-Luna et al. 
(2020) ; Joerin et al. (2020); Johnson (2020); Licitra et al. (2017); Liew 
(2018); Kelly et al. (2019); Kononenko (2001); Lazer et al. (2014); 
Lisboa (2002); Ma et al. (2019); McCradden et al. (2020b); Miotto et al. 
(2018); Mittelstadt (2017a); Morley et al. (2020); Norgeot et al. (2020); 
O'Sullivan et al. (2019); Parikh et al. (2019); Park et al. (2019b); Peters 
et al. (2020); Rush et al. (2019); Samuel & Derrick (2020); Schneider 
(2019); Schwalbe & Wahl (2020); Shah et al. (2019); Shaw et al. (2019); 
Toh et al. (2019); Prosperi et al. (2018); Vayena et al. (2018b); Vellido 
(2020); Watson et al. (2019); Wiens et al. (2019); Xie et al. (2019); 
Zitnik et al. (2019); Zou et al. (2019) 

Addressing the loss of 
confidentiality by 
legislation 

Ahmed et al. (2020); Balthazar et al. (2018); Briganti & Le Moine 
(2020); Ferretti et al. (2018); Ienca & Ignatiadis (2020); Jacobson et al. 
(2020); Johnson (2019); Kaplan (2016); Lupton (2018); McCradden et 
al. (2020b); Mittelstadt (2017a); Mittelstadt (2017b); Pesapane et al. 
(2018); Pierce (2018); Price & Cohen, (2019); Poulsen et al. (2020) 

User empowerment 
Ginsberg et al. (2009); Liaw et al. (2020); Lupton (2018); Manrique de 
Lara & Peláez-Ballestas (2020); Peters et al. (2020); Vollmer et al. 
(2020) 

Informed consent for data 
use 

Aboueid et al. (2019); Amarasingham et al. (2014); Astromskė et al. 
(2020); Balthazar et al. (2018); Baric-Parker & Anderson (2020); Becker 
(2019); Brady & Neri (2020); Bukowski et al. (2020); Carter et al. 
(2020); Cohen et al. (2014); Corsico (2019); Cornet (2013); D’Antonoli 
(2020); de Miguel et al. (2020); Ferretti et al. (2018); Floridi et al. 
(2019); Garattini et al. (2019); Gray & Thorpe (2015); Grote & Berens 
(2020); Gruson et al. (2019); He et al. (2019); Hummel & Braun (2020); 
Jacobson et al. (2020); Johnson (2019); Johnson (2020); Jung & Pfister 
(2020); Kaissis et al. (2020); Kaplan (2016); Krutzinna et al. (2019); 
Larson et al. (2020); Liaw et al. (2020); Martinez-Martin (2019); 
Martinez-Martin et al. (2018); Mathur et al. (2020); McCradden et al. 
(2020b) ; McGraw & Petersen (2020); Mittelstadt (2017a); Mittelstadt, 
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& Floridi (2016); Mudgal & Das (2020); Nagaraj et al. (2020); Neri et 
al. (2020); O'Sullivan et al. (2019); Panch et al. (2019); Pesapane et al. 
(2018); Pierce (2018); Ploug & Holm (2016); Portacolone et al. (2020); 
Powles & Hodson (2017); Reddy et al. (2020); Rigby (2019); Safdar et 
al. (2020); Salerno et al. (2017); Schönberger (2019); Six Dijkstra et al. 
(2020); Waithira et al. (2019); Wangmo et al. (2019); Willemink et al. 
(2020); Xie et al. (2019) 

 
 
   

 

 

 

 

 

 


