
This is a repository copy of Development and evaluation of empirical models for the 
estimation of hourly horizontal diffuse solar irradiance in the United Kingdom.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/181460/

Version: Accepted Version

Article:

Munoz, M.N., Ballantyne, E.E.F. orcid.org/0000-0003-4665-0941 and Stone, D.A. 
orcid.org/0000-0002-5770-3917 (2022) Development and evaluation of empirical models 
for the estimation of hourly horizontal diffuse solar irradiance in the United Kingdom. 
Energy, 241. 122820. ISSN 0360-5442 

https://doi.org/10.1016/j.energy.2021.122820

Article available under the terms of the CC-BY-NC-ND licence 
(https://creativecommons.org/licenses/by-nc-nd/4.0/).

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs 
(CC BY-NC-ND) licence. This licence only allows you to download this work and share it with others as long 
as you credit the authors, but you can’t change the article in any way or use it commercially. More 
information and the full terms of the licence here: https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



1 

 

Development and evaluation of empirical models 

for the estimation of hourly horizontal diffuse 

solar irradiance in the United Kingdom. 

Maria Nunez Munoza,b, Erica E.F. Ballantynea, David A. Stoneb 

a University of Sheffield, Management school 

b University of Sheffield, Department of Electronic and Electrical Engineering 

Abstract 
Solar irradiation data is required in many applications to obtain the solar energy output. 

However, solar irradiation data is not always available, especially horizontal surface 

diffuse solar irradiation. This has led to the creation of empirical solar models to predict 

these values. The aim of this paper is to develop an empirical model for the estimation 

of hourly diffuse solar irradiance on horizontal surfaces. Initially, a set of existing 

empirical models have been evaluated to test their accuracy. New models have been 

developed based on ground level measurements of global and diffuse horizontal solar 

irradiation that have been obtained from three different regions of the United Kingdom: 

South Yorkshire, Norfolk, and West Sussex for a period between 1982 and 1999. The 

models created for each region correlate the diffuse fraction (kd) and the clearness index 

(kt), for the estimation of hourly diffuse solar irradiance on horizontal surfaces. The 

models developed for the three regions were evaluated to test their accuracy using error 

histograms and by contrasting different datasets. Finally, a comparison of the new 

models to the existing empirical models showed that the new developed correlations 

significantly improved the existing empirical models for the three regions evaluated in 

this study. 

Keywords: Solar radiation; Clearness index, Hourly diffuse irradiance, empirical model 

1. Introduction 
Solar energy provides a limitless, clean, and environmentally friendly alternative to fossil 

fuels. It has a wide range of uses in applications such as solar photovoltaics (PV), solar 

water heating, solar ventilation, and lighting. Predominantly, solar energy systems are 

placed on an inclined surface where the solar radiation received is the sum of the direct, 

diffuse, and reflected irradiation on tilted surfaces. When calculating or predicting these 

values, these three parameters can be obtained by from knowledge of the global 

horizontal solar irradiation (H) and the diffuse horizontal solar irradiation (Hd). Therefore, 

accurate data on horizontal solar irradiation is an essential precondition for the design 

and modelling of any solar system [1]. 

Horizontal solar irradiation can be measured via a satellite or a 

pyranometer/pyrheliometers (at ground level). Whilst there is more data available from 

satellite measurements [2], ground level measurements provide more accurate values 

when compared to satellite data [3] due to fewer large systematic errors. To identify and 

reduce those errors, satellite data has to be compared with ground data [4–6]. However, 

ground measurements of diffuse and direct horizontal irradiation are not only expensive 

[7,8] but also prove to be complicated values to measure [9]. Thus, the availability of 

ground level solar radiation measurements is scarce, especially in developing countries 

[10,11]. Out of all the registered parameters, the horizontal global irradiation is the most 
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frequently found [2,12,13]. In the UK, the horizontal global irradiation data spans from 

1947 to 2018 and remains the most frequent form of solar irradiation data measured in 

the country. However, it is difficult to find a weather station that reports measurements 

for the full period. The weather stations located in Greater London have been measuring 

horizontal global irradiation data between 1958 and 2018. In West Sussex, weather 

stations have reported horizontal global irradiation from 1992 until 2018; and similarly, in 

Norfolk, this data is available from 1981 to 2006. Although there are other locations in 

the UK that have measured the horizontal global irradiation, these have generally been 

over a much shorter period of time (i.e. South Yorkshire from 1982 to 1995). Conversely, 

ground horizontal diffuse irradiation values have only been measured in two locations in 

the UK since 2002, Camborne in Cambridgeshire and Lerwick, Scotland [8]. However, 

the London weather station is the only one that has reported values of ground horizontal 

diffuse irradiation in the entire UK until 2005 [14].  

In the absence of actual horizontal diffuse solar irradiation data, empirical solar models 

have been extensively used to accurately predict diffuse irradiance in locations where 

solar radiation data is not measured or available [15]. Empirical models correlate values 

of diffuse fraction (kd) or diffuse transmittance with other available variables. [12] 

classified empirical models in two groups. The first group includes models that predict 

horizontal diffuse irradiance from global horizontal irradiation (H- based models), whilst 

the second group includes models that depend on different weather variables (non H- 

based models) such as air temperature, relative humidity, or ratio of sunshine duration. 

The most common approach to obtain values of horizontal diffuse solar irradiance is 

using H- based models, particularly, a correlation between diffuse fraction (kd) and 

clearness index (kt) [12,16]. Due to their simplicity and accuracy, these H- based 

empirical models are integrated in specialised software for solar energy applications and 

forecasting [17]. 

Diffuse fraction (kd) is the ratio between horizontal diffuse solar irradiance (Gd) and the 

global horizontal solar irradiance (GH) [18]. 𝑘𝑑 = 𝐺𝑑𝐺𝐻  
Equation 1 

Clearness index (kt) is defined as the ratio between GH and the extra-atmospheric 

irradiance (G) [18]. 𝑘𝑡 = 𝐺𝐻𝐺  

Equation 2 

The first empirical model to predict Gd from GH with a correlation between kd and kt was 

developed by [18] and since then many researchers have been studying and modifying 

the correlation to adapt it to different locations. [19] developed the diffuse fraction 

correlation using ground solar irradiation data for four different cities in the U.S.A. 

between 1961 and 1976. [20] developed a set of regression models for five locations 

within the UK. [21] correlated values of diffuse fraction with clearness index with 

measurements of solar irradiation between 1979-1982 and collected one year’s worth of 
data from three European cities. [22] developed a correlation using ground measured 

hourly values of global and diffuse solar irradiation on horizontal surfaces from Greece, 
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Portugal, France, and Spain. [7] developed a sigmoid function using kt as a predictor to 

calculate kd using data from 21 locations around Europe and the United States. 

All of the previously mentioned models are based on a correlation between the diffuse 

fraction (kd) and the clearness index (kt). However, some authors have been 

simultaneously investigating the effect of additional predictors to calculate diffuse solar 

irradiance. [21] identified the clearness index, ambient temperature, relative humidity, 

and solar altitude (𝛾𝑆) with the highest relevance in diffuse solar irradiance estimation 

when compared with 24 other predictors. For a city in the UK, [1] concluded that the 

correlation between diffuse fraction (kd) and clearness index (kt) improves when 

sunshine fraction (SF), cloud cover and air mass (m) are included. A similar result was 

obtained in Tamanrasset (Algeria) where [15] evaluated eighty empirical models of which 

the most accurate model correlated kd with kt and SF. 

Independent of the number of predictors used, many authors have highlighted the 

dependency of empirical models with the location of the dataset used to develop the 

correlation [1,19,22]. Thus, given the relevance that the estimation of horizontal diffuse 

solar irradiance has in solar energy projects, many researchers around the world are 

nowadays developing empirical correlations to obtain accurate values at specific 

locations. [17] compared twenty-three existing empirical models developed in different 

countries with new correlations using datasets from Athalassa (Cyprus). The authors 

found that among the existing models analysed, those that had been developed in cities 

which have similar climatological conditions to Athalassa achieved better results. 

However, the most accurate estimation of diffuse horizontal solar irradiance was 

obtained by the new correlations created. [23] constructed a set of empirical correlations 

for the estimation of monthly average daily diffuse horizontal solar radiation over the 

Algerian Sahara. The authors demonstrated that one of the proposed correlations 

achieved accurate results when compared to existing models developed in different 

locations. In a recent study, [2] found that it was not possible to use a unique correlation 

for all the 19 worldwide locations studied and so the authors arrange each location in an 

increasing order of latitude to develop three monthly-averaged hourly correlations. One 

of the three correlations the authors developed spans the entire UK.  

For the purpose of this study, six empirical correlations, to estimate hourly horizontal 

diffuse solar irradiance, have been selected considering the location of its datasets to 

have similar climatological conditions to the three regions studied (South Yorkshire, 

Norfolk and West Sussex). A summary of the models mentioned is presented in Table 1 

together with detailed information regarding the location, predictors studied, and 

correlations. 

Considering the scarcity of horizontal diffuse solar irradiation ground level 

measurements in the UK, the accuracy of these type of measurements in comparison 

with satellite measurements, and the location dependency of empirical models, the 

objectives of the present study are: 

1) To evaluate existing H- based empirical models in different regions of the United 

Kingdom to determine a best fit for the estimation of horizontal diffuse solar 

irradiance (Gd). 

2) To develop specific site correlations for every region studied within the UK. 

The remainder of this paper is structured as follows: firstly, a description of the datasets 

used in this study is introduced. The datasets are pre-processed, and a quality control is 

performed to validate them. At the end of this section, the statistical error metrics used 
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to evaluate the models are described. Following, the study and evaluation of existing 

empirical H-based models, introduced in Table 1, is completed to estimate its accuracy 

in three different locations: South Yorkshire, Norfolk, and West Sussex. According to 

results obtained by the evaluation of existing empirical models, a new correlation is 

developed for each location considered in this study. The new model correlations are 

evaluated and validated using statistical error metrics, error histograms and a 

comparative study between different datasets. The findings and conclusions are 

summarised at the end of the paper.
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Table 1. H- based models selected for evaluation 

Model  Location Predictors Correlation 

Torre’s 
model [24] 

Model 
1 

Spain (1) kt 

𝑘𝑡 ≤ 0.225 𝑘𝑑 = 0.9943 − 0.1165 ∙ 𝑘𝑡 0.225 < 𝑘𝑡 < 0.755 
𝑘𝑑 = 1.4101 − 2.9918𝑘𝑡 + 6.4599𝑘𝑡2 − 10.329𝑘𝑡3+ 5.514𝑘𝑡4

 𝑘𝑡 > 0.755 𝑘𝑑 = 0.18 

De 
Miguel’s 

model [22] 

Model 
2 

France (3), 
Portugal (4), 
and Spain (1) 

kt 

𝑘𝑡 ≤ 0.21 𝑘𝑑 = 0.995 − 0.081 ∙ 𝑘𝑡 0.21 < 𝑘𝑡 < 0.76 𝑘𝑑 = 0.724 + 2.738𝑘𝑡 − 8.32𝑘𝑡2 + 4.967𝑘𝑡3
 𝑘𝑡 > 0.76 𝑘𝑑 = 0.180 

Reindl’s 
model (1)  

[21] 

Model 
3 

Denmark (1), 
Germany (1), 

Ireland (1) 
and United 
States (2) 

kt 

𝑘𝑡 ≤ 0.3 𝑘𝑑 = 1.020 − 0.248 ∙ 𝑘𝑡 0.3 < 𝑘𝑡 < 0.78 𝑘𝑑 = 1.45 − 1.67𝑘𝑡 𝑘𝑡 > 0.78 𝑘𝑑 = 0.147 

Muneer’s 
model (1)  

[20] 

Model 
4 

United 
Kingdom (5) 

kt 𝑘𝑡 > 0.2 𝑘𝑑 = 0.687 + 2.932𝑘𝑡 − 8.546𝑘𝑡2 + 5.227𝑘𝑡3
 

Reindl’s 
model (2) 

[21] 

Model 
5 

Denmark (1), 
Germany (1), 

Ireland (1) 
and United 
States (2) 

kt and 𝛾𝑆 

𝑘𝑡 ≤ 0.3 𝑘𝑑 = 1.020 − 0.254 ∙ 𝑘𝑡 + 0.0123 𝑠𝑖𝑛 (𝛾𝑆) 0.3 < 𝑘𝑡 < 0.78 𝑘𝑑 = 1.4 − 1.749𝑘𝑡 + 0.177 𝑠𝑖𝑛 (𝛾𝑆) 𝑘𝑡 > 0.78 𝑘𝑑 = 0.486𝑘𝑡 − 0.182 𝑠𝑖𝑛 (𝛾𝑆) 

Muneer’s 
model (2) 

[25] 

Model 
6 

United 
Kingdom (2) 

kt, SF and 
m 

- 

𝑘𝑑 = (0.899 − 0.683𝑆𝐹 + 0.648𝑆𝐹2 + 0.028𝑚 − 0.002𝑚2)+ (0.880 − 0.666𝑆𝐹 − 0.314𝑆𝐹2 − 0.158𝑚+ 0.003𝑚2)𝑘𝑡 + (−1.751 + 2.786𝑆𝐹− 1.924𝑆𝐹2 + 0.044𝑚 + 0.012𝑚2)𝑘𝑡2
 

*The number in parenthesis in the location column, reflects the number of cities studied in each location for the development of the correlation. 
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2. Quality control of UK hourly solar irradiation data 
2.1 Dataset information and climatological conditions at the weather 

stations. 
For this study, the three datasets were obtained through the Centre for Environmental 

Data Analysis (CEDA) Archive. The CEDA Archive is the UK national data centre for 

atmospheric and earth observation research that ensures easy access to horizontal solar 

irradiation data from the open data version of Met Office Integrated Data Archive System 

(MIDAS) [14,26]. 

The datasets correspond to hourly measurements of horizontal global and diffuse solar 

irradiation in kJ/m2. The measurements contain the amount of solar irradiance received 

during the hour ending at the specified time. The suggestion of [27] that a minimum of 

three years of data are needed to evaluate and validate solar radiation models was 

considered for each location. The location of each weather station, the period in which 

measurements were taken and the number of measurements recorded for each location 

are shown in Table 2. 

Table 2. Information of raw data values of horizontal solar irradiation measured by Met Office, both hourly 
horizontal global and diffuse solar irradiation.  

Location Latitude [degrees] 
Period of 

measurements 
Number of values 

recorded  
Finningley 

(South-Yorkshire) 
53.4845 1982-1995 113,154 

Hemsby (Norfolk) 52.6953 1982-1999 134,605 

Crawley (West 
Sussex) 

51.1059 1982-1992 91,529 

 

As it is shown in Figure 1, Finningley, Hemsby and Crawley weather stations are sited 

within three different UK regional areas; the North East, the East of England, and the 

South, respectively [28]. 

The climate on the north east of England [28], where Finningley station is located, is 

characterised by cool temperatures throughout the year when compared to elsewhere in 

England with temperatures varying from -0.5°C to about 2°C during the coldest month of 

the year (January) and between 17°C and 21.5°C during the warmest months (July and 

August.). As we move further south, the mean temperatures, both for the coldest and 

warmest months, increase.  

In the eastern climate [28], the mean temperatures vary between 0°C to 2°C in winter to 

20°C -23°C in summer and it is one of the driest areas in the country with an average 

rainfall of 700 mm per year.  

Temperatures in the southern England climate fluctuate from 0.5°C to about 3°C in 

January and 21°C -23.5°C in July [28]. The southern region has the sunniest places in 

mainland UK, with an average annual sunshine duration between 1550 to 1600 hours. 
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Figure 1. Location of Met Office weather stations used for the study 

2.2 Dataset pre-processing 

A number of pre-processing steps are completed so that raw data can be used, these 

steps are described here and shown in Figure 2. The raw datasets from Table 2 were 

pre-processed to discard unnecessary values (i.e. invalid values recorded at 23:59, that 

correspond to daily irradiation). Through the examination of the raw data, sections of 

missing data were identified. These gaps were due to equipment error, operation related 

problems or diffuse irradiance data processing errors [29] and these values were also 

discarded.  

 

 

Figure 2. Complete process to evaluate the existing empirical models based on measured data from South Yorkshire, 

Norfolk, and West Sussex. 
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Next, the astronomical parameters were calculated in a time period of one minute. The 

calculation of astronomical parameters is essential for the estimation of the hourly 

horizontal extra-atmospheric irradiance (G), the unknown parameter in Equation 2, and 

thus to progress with the comparative study and development of new correlations.  

The horizontal e-atmospheric irradiance, G0 is calculated from the following Equation 3 

[30]: 𝐺0 = 𝐼0  ∙ (1 + 0.033 ∙ 𝑐𝑜𝑠 (360 ∙ 𝐷𝑂𝑌365 ))  ∙𝑠𝑖𝑛  𝛾𝑠  [ 𝑊𝑚2] 

Equation 3 

where I0 is the solar constant with a value of 1,367 W/m2 [30] and 𝛾𝑠 is the solar altitude 

angle. In order to keep a consistency in the measurements of solar angles, the 

Standardised ISO system has been used [31]. The ISO system assumes a north 

orientated system with angles measured clockwise (0°-360°). Following that system, 𝛾𝑠 

is calculated following Equation 4 [31]: 𝛾𝑠 = 𝑠𝑖𝑛 𝜑 ∙ 𝑠𝑖𝑛 𝛿 − 𝑐𝑜𝑠 𝜑 ∙ 𝑐𝑜𝑠 𝛿 ∙ 𝑐𝑜𝑠 𝜔    [𝑑𝑒𝑔𝑟𝑒𝑒𝑠] 

Equation 4 

where 𝜑 is the latitude, 𝛿 is the declination angle and 𝜔 is the hour angle. 𝛿 is defined 

by [30], following the approximate equation of Cooper (1969) [32], and it can be seen in 

Equation 5: 𝛿 = 23.45 ∙ 𝑠𝑖𝑛 [360 ∙ (𝐷𝑂𝑌 + 284)365 ]  [𝑑𝑒𝑔𝑟𝑒𝑒𝑠] 

Equation 5 

where DOY is day-of-year, and it represents the nth day of the year (i.e. 1st of January 

is DOY=1; 1st of February is DOY=32, 1st of March is DOY=60, etcetera. Leap year not 

included). 

The hour angle 𝜔, considering a north orientated system is calculated mathematically as 

follows [31]: 

 𝜔 = 𝑡 ∙ 15°  [𝑑𝑒𝑔𝑟𝑒𝑒𝑠]    
Equation 6 

where t is local solar time. According to [33], the standard time used for the UK 

observations is Universal Time Coordinated (UTC) and daylight savings are not 

considered. Accordingly, t is estimated following [34] as; 𝑡 = 𝐿𝑀𝑇 + 𝜆 − 𝜆𝑅15 + 𝐸𝑂𝑇     [ℎ𝑜𝑢𝑟𝑠] 

Equation 7 

where LMT is the local mean time or civil time. 𝜆 is the longitude of the standard time 

meridian, 𝜆𝑅 is the longitude of the location and EOT is the equation of time [30]. EOT 

can be estimated following Equation 8: 
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𝐸𝑂𝑇 =  229.2 ∙ (0.000075 + 0.001868 ∙𝑐𝑜𝑠  B − 0.032077 ∙𝑠𝑖𝑛  B − 0.014615 ∙𝑐𝑜𝑠  2B− 0.04089 ∙ sin 2𝐵)  [𝑚𝑖𝑛𝑢𝑡𝑒𝑠] 

Equation 8 

where B is a coefficient calculated by [30] following Equation 9; 𝐵 = (𝐷𝑂𝑌 − 1) ∙ 360365   
Equation 9 

Once all the astronomical parameters were computed, the horizontal e- atmospheric 

irradiance (G0) was calculated at time intervals of one minute. For consistency with hourly 

dataset measurements, G0 values have then been averaged every 60 minutes to obtain 

an hourly value, (G [kW/m2]). Then, dataset hourly irradiation measurements in kJ/m2 

were converted to hourly irradiance kW/m2 to obtain the clearness index (kt), using 

Equation 2, and the diffuse fraction (kd) with Equation 1. 

Two additional parameters have been calculated for the purpose of obtaining diffuse 

fraction (kd) using Model 6 (Table 1). 

● Sunshine fraction (SF) is the ratio of sunshine duration and day length [3]. Daily 

values of sunshine duration were provided from the CEDA archive for each 

location from 1982 to 1999. Day length can be calculated following Equation 10 

[34]: 𝐷𝑎𝑦 𝑙𝑒𝑛𝑔𝑡ℎ = 215 ∙ 𝑐𝑜𝑠−1(−𝑡𝑎𝑛𝜑 ∙ 𝑡𝑎𝑛𝛿)   [ℎ𝑜𝑢𝑟𝑠] 

Equation 10 

● Air mass (m) was calculated following the steps performed by [1] following 

Equation 11:  𝑚 = [𝑠𝑖𝑛𝛾𝑠 + 0.50572(𝛾𝑠 + 6.07995)1.6364]−1
 

Equation 11 

2.3 Quality control 
After the pre-processing of the raw data, a quality control is performed. The objective of 

the quality control of hourly solar datasets is to test their validity. Four tests were 

considered for the quality control, three of these were established by [35] and the fourth 

test was proposed by [29]. 

The first test eliminates the values of solar altitude (𝛾𝑆) lower than 7°. By doing so, data 

at sunrise and sunset affected by the cosine effect (the error in the sensor’s response to 
the angle at which radiation strikes the sensing area) is deleted.  

The second test is a logical test to avoid any value of kt and kd that is not between zero 

and one [7].  

0<kt <1 

0<kd<1 
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For the third test the diffuse horizontal irradiance on a clear day (Gd,c) and horizontal 

diffuse irradiance in an overcast day (Gd,oc) are calculated. Values of horizontal diffuse 

irradiance (Gd) should be within the values of Gd,c and Gd,oc [35]. 

Gd,oc ≤ Gd ≤ Gd,c 

To calculate the diffuse horizontal radiation on a clear day (Gd,c) and on an overcast day 

(Gd,oc), [35] followed Page model (for overcast skies using Equation 12 and for clear skies 

using Equation 13). 𝐺𝑑,𝑜𝑐 = 572 ∙ 𝛾𝑠 

Equation 12 𝐺𝑑,𝑐 = 𝑘𝑑 ∙ 𝑇𝑟𝑑 ∙ 𝐹(𝛾𝑠)  
Equation 13 

Where 𝑇𝑟𝑑 is the theoretical diffuse irradiance on a horizontal surface when the sun is at 

the zenith [35], and it is calculated following Equation 14: 𝑇𝑟𝑑 = −21.657 + 41.752 ∙ 𝑇𝐿 + 0.51905 ∙ 𝑇𝐿2 

Equation 14 

TL is the Linke turbidity factor. The turbidity factor indicates the concentration of aerosols 

in the atmosphere and reflects the effect of atmospheric scattering and absorption [36]. 

The higher the concentration on aerosols, the higher the atmospheric scattering.  

[37] built a worldwide TL database that includes values for seven different cities in the 

United Kingdom. The values of turbidity factor used for this study correspond to monthly 

values measured in Aughton, London, and Brooms Barn (United Kingdom) between 

1981 and 1990. Since the turbidity factor in the database that corresponds to October 

for all the UK locations is missing, an averaged value between September and November 

was used. 𝐹(𝛾𝑠) is the solar elevation function, calculated by [35] following Equation 15: 𝐹(𝛾𝑠) = 3.8175 ∙ 10−2 + 1.5458 ∙𝑠𝑖𝑛  (𝛾𝑠)  − 0.59980 ∙𝑠𝑖𝑛  (𝛾𝑠) 2 

Equation 15 

In addition, a fourth test was introduced for the quality control of the remaining data. The 

test was proposed by [29], who developed a boundary that considers the ratio of the 

clearness index (kt) with the diffuse fraction (kd). A representation of the boundaries can 

be seen in Figure 3. 
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Figure 3. Boundaries developed by [29] applied in the test 4 of the present study 

The number of values within the remaining datasets after each quality test are shown in 

Table 3 for each of the study locations. Test 1 deletes values as a result of an equipment 

error. As it can be seen, this type of error reports the highest impact on the quality control. 

Specifically, Test 1 reduced the number of data points considered by approximately a 

57% at each location. On the other hand, results from Test 2, Test 3 and Test 4 show a 

smaller impact on the quality control of each dataset. Those tests are designed to keep 

consistency between different values of solar radiation (e.g. Gd cannot be higher than G) 

[38]. 

Table 3. Information on number of values of hourly horizontal solar irradiance after each quality control test. 

 South-Yorkshire Norfolk West-Sussex 

Test 
Condition 

applied 
Before 

test  
After 
test 

Before 
test  

After 
test 

Before 
test  

After 
test 

Pre-
processing 

Deletion of 
23:59 data 
and values 

of zero 
solar 

radiation 

113,154 108,016 134,605 130,145 91,529 91,519 

Test 1 
Solar 

altitude<7° 
108,324 46,053 130,145 54,419 91,519 39,664 

Test 2 
0<kd<1   
0<kt<1 

46,053 41,337 54,419 53,037 39,664 32,825 

Test 3 
Gd,oc ≤ Gd ≤ 

Gd,c 
41,337 40,316 53,037 52,174 32,825 32,108 

Test 4 
Boundaries 
kd and kt 

40,316 35,397 52,174 45,627 32,108 27,497 

 

2.4 Statistical error metrics for the evaluation of empirical model 
Statistical error metrics have been used extensively in literature to evaluate the 

performance of empirical solar models. [17] evaluated the empirical models to estimate 

hourly diffuse fraction for the region of Nicosia (Cyprus) by using the mean bias error 

(MBE), the root mean square error (RMSE) and the coefficient of determination (r2). 

Mean absolute percentage error (MAPE), mean absolute bias error (MABE), RMSE, 

relative standard error (RSE), and correlation coefficient (r) were used by [39] to assess 
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the accuracy of a set of empirical models, based on the correlation between diffuse solar 

radiation and clearness index, for the region of Kerman (Iran). [40] tested the 

performance of a solar model to calculate the diffuse solar radiation using the RMSE 

metric and [41] appraised daily diffuse solar radiation models for different regions in 

China by statistical analysis using MBE, RMSE and r amongst other metrics. [7] 

proposed a regressive model for the estimation of hourly diffuse solar irradiation under 

all sky conditions that was validated by r2, MBE and RMSE metrics. 

Three of the most commonly used statistical error metrics [42,43] have been selected to 

assess the performance of the empirical models developed for the study; MBE, RMSE 

and r2. Both the MBE and RMSE conserved the units of the variables (kW/m2). 

The MBE metric is extensively applied for the evaluation of solar model performance 

[44,45]. The MBE metric calculates the arithmetic mean of estimated and measured 

values of hourly diffuse horizontal irradiance and is defined in Equation 16 as:  𝑀𝐵𝐸 = ∑ (𝐺𝑑,𝑒𝑠𝑡,𝑖 − 𝐺𝑑,𝑚𝑒𝑎𝑠,𝑖)𝑛𝑖 𝑛  

Equation 16 

Where the Gd,est is the estimated hourly diffuse horizontal irradiance (kW/m2), Gd,meas is 

the measured hourly diffuse horizontal irradiance (kW/m2) and n is the total number of 

data points.  

Negative or positive values of MBE indicate the model is under-predicting or over-

predicting estimated data, respectively. For the purpose of this study, MBE is selected 

to provide an overall indication of the accuracy of the model. A MBE nearest to zero is 

desired  

The RMSE is the most widely used statistical error metric in the study of the reliability 

and the degree of accuracy of a solar model [46,47]. More precisely, RMSE metric allows 

a term-by-term comparison of the difference between estimated and measured values 

[48]. RMSE is given by Equation 17: 

𝑅𝑀𝑆𝐸 = √∑ (𝐺𝑑,𝑒𝑠𝑡,𝑖 − 𝐺𝑑,𝑚𝑒𝑎𝑠,𝑖)2𝑛𝑖 𝑛  

Equation 17 

RMSE metric gives more weight to the largest errors [42] that are a consequence of the 

cosine effect [49] however, in this study, those are significantly reduced through the first 

test of the quality control. The lower the absolute value of RMSE, the higher the accuracy 

of the model. 

Finally, the coefficient of determination (r2) was selected to assess the linearity between 

measured values and values obtained through the models’ correlation (Equation 18).  

𝑟2 = [∑(𝐺𝑑,𝑒𝑠𝑡 − 𝐺𝑑,𝑒𝑠𝑡̅̅ ̅̅ ̅̅ ̅) ∙ (𝐺𝑑,𝑚𝑒𝑎𝑠 − 𝐺𝑑,𝑚𝑒𝑎𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )]2∑(𝐺𝑑,𝑒𝑠𝑡 − 𝐺𝑑,𝑒𝑠𝑡̅̅ ̅̅ ̅̅ ̅)2 ∙ ∑(𝐺𝑑,𝑚𝑒𝑎𝑠 − 𝐺𝑑,𝑚𝑒𝑎𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )2 

Equation 18 
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Where 𝐺𝑑,𝑒𝑠𝑡,𝑖̅̅ ̅̅ ̅̅ ̅̅ ̅ and 𝐺𝑑,𝑚𝑒𝑎𝑠,𝑖̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ are the estimated and measured mean hourly diffuse solar 

irradiance, respectively. r2 values range between 0 and 1, the latter indicates a perfect 

linear relationship. 

3. H-based empirical model evaluation 
The models introduced at the beginning and presented in Table 1 were evaluated to 

determine which model was the most suitable to estimate values of horizontal diffuse 

irradiance (Gd). A description of the process to evaluate the existing empirical models is 

shown in Figure 2. 

Once the quality control was performed, values of clearness index (kt) were used to 

calculate the diffuse fraction (kd) using the correlations presented in Table 1 for each of 

the models. Next, using values of measured global horizontal solar irradiance (GH) and 

Equation 1, the values of estimated horizontal diffuse solar irradiance (Gdest) were 

obtained and compared to real values of Gd. The statistical results for each model can 

be seen in Table 4.  

The results in Table 4 are displayed for the three regions studied, South Yorkshire, 

Norfolk, and West Sussex. Overall, the correlations that used more than one predictor 

(Model 5 and Model 6) did not achieve better results when compared with correlations 

that only used kt as the predictor, for any of the studied locations. However, there is a 

significant difference in the results of the statistical errors between Model 5 and Model 

6. These results show that the solar altitude (𝛾𝑆), used in Model 5 has a higher influence 

in the results than a combination of solar altitude (𝛾𝑆), SF and m (as used in Model 6) 

when these are introduced to the correlation. For the three locations, Model 5 achieved 

higher values of r2 and lower values of MBE and RMSE when compared with Model 6. 

The values of MBE and RMSE show relatively small changes if compared with the 

differences displayed by r2.  

The results obtained by using Model 1, Model 2 and Model 3 demonstrate a consistency 

in r2, MBE and RMSE for all sites studied. No model outperforms the others in all three 

statistical errors. The highest value of r2 was achieved by Model 1 and the lowest values 

of MBE and RMSE corresponded to Model 3 and Model 2.  

With Model 4, r2 has a value equal to 0.77-0.79 depending on the location. This value 

closely agrees with the results obtained by [20]. It is worth noting that this correlation was 

designed to cover values of kt>0.2 however, if the correlation is applied to the full range 

of kt for each dataset, Model 4 performs the best for all the locations. In fact, Muneer’s 
model (Model 4) returns the highest values of r2 and the lowest values of MBE and 

RMSE.  

As mentioned previously, the empirical models are based on specific datasets that 

correspond to different locations and so are not universal correlations. Thus, it is 

expected that Muneer’s model correlation, which corresponds to a regressed equation 
for the United Kingdom, would fit better with measured values than the other models for 

the locations selected. In general, for South Yorkshire, Norfolk and West Sussex, the 

values of MBE and RMSE for each model display small variations. Nevertheless, the 

values of r2 decrease in every model as latitude decreases. 
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Table 4. Statistical evaluation of performance of existing empirical models based on ground measured data for 3 

locations, South-Yorkshire, Norfolk, and West-Sussex. 

South-Yorkshire 
 r2 MBE RMSE 

Predictors: kt 
Model 1 0.863 -0.022 0.045 
Model 2 0.856 -0.013 0.040 
Model 3 0.861 -0.015 0.041 
Model 4 0.770 -0.0016 0.048 

Predictors: kt, 𝜸𝑺, SF and m 

Model 5 0.858 -0.0097 0.039 
Model 6 0.778 0.027 0.065 

Norfolk 
 r2 MBE RMSE 

Predictors: kt 
Model 1 0.839 -0.023 0.048 
Model 2 0.836 -0.015 0.044 
Model 3 0.837 -0.017 0.044 
Model 4 0.789 -0.001 0.039 

Predictors: kt, 𝜸𝑺, SF and m 

Model 5 0.826 -0.0098 0.043 
Model 6 0.732 0.031 0.071 

West-Sussex 
 r2 MBE RMSE 

Predictors: kt 
Model 1 0.829 -0.026 0.051 
Model 2 0.823 -0.017 0.047 
Model 3 0.825 -0.018 0.047 
Model 4 0.771 -0.001 0.041 

Predictors: kt, 𝜸𝑺, SF and m 

Model 5 0.819 -0.01 0.045 
Model 6 0.734 0.035 0.075 
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4. Empirical correlations developed at different locations in 

the UK 
After having compared the empirical models with measured data at the three selected 

locations, a new model has been developed to better predict the horizontal diffuse 

irradiance. The aim of this section is to develop a specific correlation for each location 

that best fits with measured data. In accordance with the results obtained in Table 4, 

from empirical models, the correlations including the clearness index as a predictor (i.e. 

kt) had the most impact on the accuracy of the results. Thus, the correlations developed 

here are dependent on one predictor, the clearness index, (kt).  

As noted by [4], it is not recommended to use the same dataset to develop and validate 

the model. Therefore, a certain portion of the datasets, used to develop the correlation, 

will be referred to as “training datasets” and, the portion of the datasets used to validate 

the model will be called “validation datasets” [7]. Table 5 provides information on the 

years used for the training and validation datasets for each location. 

Table 5. Detailed information of the dataset used to develop and validate the correlations at each location 

 Training dataset Validation dataset 
South-Yorkshire 1982-1989 1990-1995 

Norfolk 1982-1993 1994-1999 
West-Sussex 1982-1987 1988-1992 

 

The description of the process followed to develop a new correlation can be seen in 

Figure 4 as a diagram and will be described here.  

 

Figure 4. The complete process for the development of a new correlation 

For each region, the quality control process was performed for both datasets. Figure 5 

illustrates the hourly measurements of clearness index (kt) and diffuse fraction (kd) 

before and after the quality process for the region of South-Yorkshire. 
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Figure 5. Hourly values of clearness index (kt) and diffuse fraction (kd) corresponding to raw data (left) and 
the resulting measurements after the quality process (right). 

As it can be seen in Figure 6, values of kd and kt from the “training dataset” were used 
to create a correlation for each location.  

Data was separated into sections, so the correlations could better fit each section. For 

the initial values of kt, the length of these intervals was decided following the approach 

used by [20]. For 0≤kt≤0.3, values of kd were averaged in increments of 0.05 and plotted. 
This section of data points showed a linear trend for values of kt between 0 and 0.2, as 

can be seen in Figure 6. Thus, a linear fit was used for values lower than 0.2 

 

 

 

Figure 6. Approach to set intervals for kt<0.2 

For values higher than 0.2 for kt, the correlation that reported better results was a 4th 

order polynomial for South-Yorkshire and Norfolk, and a cubic correlation for West-

Sussex. Higher order polynomial equations and correlations with intervals between 0.2 

and 0.8 or 0.9 were studied for all the locations but did not display significant 

improvement in the accuracy of the model, so they were discarded. 
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Once the correlations were developed, the values of the clearness index (kt) from the 

“validation dataset” were introduced in each correlation to calculate the diffuse fraction 
(kd). This diffuse fraction was used together with the global horizontal solar irradiance 

(GH) to estimate the hourly values of horizontal diffuse solar irradiance (Gd,est) using 

Equation 1. These values were compared with Gd measurements from the “validation 
dataset” and the statistical evaluation was performed. The equations and the statistical 

error metrics for South-Yorkshire, Norfolk and West-Sussex are shown in Table 6. 

Table 6. Best correlation for data measured in each location. 

Correlation for South-Yorkshire  
(ground measurements 1990-1995) 

r2 MBE RMSE 

kt<0.2        kd=0.9982-0.0473kt 
0.872 0.0015 0.027 

kt>0.2        kd=0.7392+2.428kt-6.739kt2+2.626kt3+1.366kt4 

    

Correlation for Norfolk 
(ground measurements 1994-1999) 

   

kt<0.2        kd=0.9996-0.0497kt 
0.840 0.004 0.04 kt>0.2        kd=0.6671+3.76kt-

8.078kt2+5.231kt3+0.05306kt4 

    

Correlation for West-Sussex 
(ground measurements 1988-1992) 

   

kt<0.2        kd=1.0011-0.075kt 
0.830 0.003 0.03 

kt>0.2        kd=0.01898+7.117kt-16.54kt2+10.07kt3 

    

 

For the region of South-Yorkshire, when compared with the empirical models analysed 

in Table 4, the new correlation developed shows a clear improvement for the statistical 

errors. When compared to Model 4, which previously provided the most accurate 

predictions within the limits of the correlation, the r2 increases significantly, the MBE also 

improves slightly, while the RMSE is the statistical error metric that showed the largest 

improvement.  

The correlation developed for Norfolk also shows an improvement if compared to existing 

empirical models, particularly the value of MBE. Results obtained for r2 and RMSE are 

slightly better although the difference is not as significant as it is for the correlation 

developed for the region of South-Yorkshire. 

Finally, the new correlation model created for the region of West-Sussex displays 

remarkable changes if compared to existing empirical models. The RMSE has been 

reduced for an average of 0.051 to 0.03. MBE has also been improved when compared 

to Model 3, Model 1 and Model 2. The r2 has improved greatly considering Model 4. 

Although the overall improvement for Norfolk is not as significant as it is for South-

Yorkshire and West-Sussex, the new correlation also improved the results obtained 

when compared to existing models (Table 4).  
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5. Model validation 
After the new correlations were developed, the model had to be validated. The accuracy 

of each new correlation was tested by error histograms and by comparison with different 

datasets. 

5.1 Error histograms 
Each data point of Gd,est calculated with the new correlation, was compared to the 

measured values of Gd. The errors were calculated keeping the same units as Gd,est and 

Gd (kWh/m2) as follows: 𝐸𝑟𝑟𝑜𝑟 = 𝐺𝑑,𝑒𝑠𝑡 − 𝐺𝑑  

Equation 19 

The error histograms for South-Yorkshire, Norfolk and West-Sussex are presented in 

Figure 7, Figure 8, and Figure 9, respectively.  

A correlation of horizontal diffuse solar irradiance is considered to be accurate when 

most of the estimates have no error, and the errors have a symmetrical distribution 

centred at 0. For the three correlations, the error distribution is completely symmetrical, 

proving a high accuracy of the results and therefore validating the correlations 

developed. Furthermore, 53% of the estimates lie in intervals of [-0.01 0.01] kWh/m2 for 

the correlation corresponding to South-Yorkshire and 51% and 41% for the Norfolk and 

West-Sussex correlations, respectively. 

 

Figure 7. Error histogram for the South-Yorkshire correlation. 

 

Figure 8. Error histogram for the Norfolk correlation. 
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Figure 9. Error histogram for the West-Sussex correlation. 

 

5.2 Comparison between different datasets 
A complementary test has been carried out to evaluate the accuracy of the new 

correlations developed for South-Yorkshire, Norfolk, and West-Sussex. To verify the 

accuracy of the results, three different datasets have been used for each location. The 

expectation is that the statistical error metrics should not change significantly between 

datasets. This would imply that the correlations can be used to accurately predict the 

horizontal diffuse solar irradiance at the specific location. 

To study the accuracy of the developed correlations, first, the existing empirical models 

have been evaluated with three different datasets. This makes it possible to compare the 

existing models and the new correlations.  

Table 7 provides information on the years used for complete, training and validation 

datasets for each location. 

Table 7. Detailed information of the dataset used as complete, training and validation datasets. 

 Complete dataset Training dataset Validation dataset 
South-Yorkshire 1982-1995 1982-1989 1990-1995 

Norfolk 1982-1999 1982-1993 1994-1999 
West-Sussex 1982-1992 1982-1987 1988-1992 

 

The results of existing empirical models for the three locations can be seen in Table 8. It 

can be seen that the results obtained from the existing models exhibited small variations 

between datasets. 
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Table 8. Statistical error metrics obtained for the existing empirical models using different datasets 

South Yorkshire 

 Complete dataset Training dataset Validation dataset 

 r2 MBE RMSE r2 MBE RMSE r2 MBE RMSE 

Model 1 0.86 -0.022 0.045 0.862 -0.023 0.046 0.863 -0.0215 0.044 

Model 2 0.856 -0.013 0.040 0.857 -0.014 0.041 0.859 -0.0129 0.039 

Model 3 0.861 -0.015 0.041 0.859 -0.015 0.042 0.860 -0.0142 0.040 

Model 4 0.770 -0.0016 0.048 0.769 -0.002 0.040 0.77 -0.0018 0.040 

 

Norfolk 

 Complete dataset Training dataset Validation dataset 

 r2 MBE RMSE r2 MBE RMSE r2 MBE RMSE 

Model 1 0.839 -0.023 0.048 0.842 -0.024 0.049 0.836 -0.022 0.048 

Model 2 0.836 -0.015 0.044 0.838 -0.016 0.044 0.833 -0.014 0.044 

Model 3 0.837 -0.017 0.044 0.839 -0.017 0.045 0.833 -0.016 0.044 

Model 4 0.789 -0.001 0.039 0.797 -0.002 0.038 0.778 -0.0002 0.039 

 

West Sussex 

 Complete dataset Training dataset Validation dataset 

 r2 MBE RMSE r2 MBE RMSE r2 MBE RMSE 

Model 1 0.829 -0.026 0.051 0.826 -0.019 0.048 0.827 -0.0108 0.033 

Model 2 0.823 -0.017 0.047 0.823 -0.018 0.048 0.822 -0.0148 0.045 

Model 3 0.825 -0.018 0.047 0.826 -0.019 0.048 0.824 -0.0161 0.045 

Model 4 0.771 -0.001 0.041 0.783 -0.003 0.045 0.757 0.00146 0.045 

 

The differences between the training dataset and the validation dataset for the new 

correlations can be found in Table 9. In general, the performance indicators only show 

small variations between both datasets, which means that the correlations are accurate 

and could be used to determine values of horizontal diffuse solar irradiance for the 

locations studied. To conclude, the new correlations present an improvement if 

compared with existing models for the regions studied. 
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Table 9. Accuracy evaluation of developed correlation using different datasets 

 Training dataset Validation dataset 

 r2 MBE RMSE r2 MBE RMSE 

South-Yorkshire 0.877 0.001 0.025 0.872 0.0015 0.027 

Norfolk 0.85 0.002 0.033 0.840 0.004 0.04 

West-Sussex 0.844 0.002 0.04 0.830 0.003 0.03 

 

6. Conclusions 
Solar modelling aims to predict solar energy generation on an annual, monthly, daily, or 

hourly basis at any location. These models are created to assist engineers on 

photovoltaics, solar water systems, or in air conditioning applications and in the 

assessment of solar energy resources. Accurate values of horizontal solar irradiation are 

essential for these applications. However, the values of horizontal solar irradiation, 

particularly diffuse horizontal solar irradiation (Hd) are very scarce. Satellite 

measurements of horizontal solar irradiation are available for any part of the world, but 

these measurements are not as accurate as ground measured data. This has led to 

many authors developing H-based empirical correlations to calculate values of horizontal 

diffuse solar irradiance (Gd) from measured values of global horizontal solar irradiation 

(H). 

In this study, a set of six different existing empirical models using one or more predictors 

have been compared. Due to the dependency that empirical models have with the 

location of the dataset used to develop the correlation, only models that were developed 

with datasets geographically close to the United Kingdom were selected. The models 

selected were developed in the northern hemisphere in different cities within Europe and 

the United Kingdom. Each model was evaluated using datasets documented in three 

regions within the United Kingdom: South-Yorkshire, Norfolk, and West Sussex using 

data available between 1982 and 1999. 

From the comparison of six existing empirical models, it was found that adding more than 

one predictor to the correlation had diminishing returns in terms of accuracy in the solar 

irradiation predictions when compared to correlations that only used the clearness index 

(kt) as a predictor. From the Model 1, Model 2 and Model 3, neither outperformed the 

others for the three statistical error metrics. However, Model 4 reported the best results 

for all the studied locations when the full set of kt values were included.  

Three new correlations were developed, one for each location studied. These 

correlations were based on one predictor parameters, the clearness index (kt). The 

correlations showed a clear improvement if compared with the existing models for all the 

locations. This demonstrates the necessity to develop empirical correlations for the 

estimation of horizontal diffuse solar irradiance for a specific location. The new 

correlations developed were validated using histogram bar errors. The results displayed 

indicate that the correlations are accurate based on the symmetrical distribution of the 

errors, with [-0.01 0.01] interval having the largest number of estimates. Finally, each 

model was also evaluated by comparison between datasets from different years at each 

location. The results showed minor differences between the training and the validation 

dataset, proving that the correlations are accurate to predict the horizontal diffuse solar 

irradiance at the specific location.  
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Nomenclature 
 

G0 Horizontal extra-atmospheric irradiance (W/m2) in time periods of one minute 

G Hourly horizontal extra-atmospheric irradiance (kW/m2) 

GH Hourly global horizontal irradiance (kW/m2) 

Gd Hourly diffuse horizontal irradiance (kW/m2) 

Gd,c Hourly diffuse horizontal irradiance on a clear day (kW/m2) 

Gd,oc Hourly diffuse horizontal irradiance in an overcast day (kW/m2) 

Gdest Estimated hourly diffuse horizontal irradiance (kW/m2) 

H Hourly global horizontal irradiation (kJ/m2) 

Hd Hourly diffuse horizontal irradiation (kJ/m2) 𝜸𝑺 Solar altitude 

SF Sunshine fraction 

m Air mass 
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