
This is a repository copy of A data-driven approach for microgrid distributed generation 
planning under uncertainties.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/180408/

Version: Accepted Version

Article:

Yin, M, Li, K orcid.org/0000-0001-6657-0522 and Yu, J (2022) A data-driven approach for 
microgrid distributed generation planning under uncertainties. Applied Energy. 118429. 
ISSN 0306-2619 

https://doi.org/10.1016/j.apenergy.2021.118429

© 2022 Elsevier Ltd. This manuscript version is made available under the CC-BY-NC-ND 
4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/.

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs 
(CC BY-NC-ND) licence. This licence only allows you to download this work and share it with others as long 
as you credit the authors, but you can’t change the article in any way or use it commercially. More 
information and the full terms of the licence here: https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



A Data-driven Approach for Microgrid Distributed

Generation Planning under Uncertainties

Mingjia Yina, Kang Lia,∗, James Yub

aSchool of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, UK
bSP Energy Networks, Glasgow G2 5AD, UK

Abstract

The increasing demand for power system decarbonization and resilience raises

the necessity of incorporating the renewable distributed generation (DG) into

the microgird planning. The complexity of the microgrid renewable DG planning

largely roots from the intermittent wind and solar energy and load variations

throughout the planning period. This paper proposes a novel two-stage data-

driven adaptive robust distributed generation planning (DDARDGP) framework

considering both grid-connected and islanded modes of microgrids, wherein the

overall system cost is minimized. By leveraging the spatio-temporal property of

historical weather and grid information, a compact uncertainty set is developed

based on a data-driven Bayesian nonparametric approach. The problem is fur-

ther solved by a modified column and constraint generation (CC&G) algorithm.

In the study, the effectiveness of the proposed framework is demonstrated us-

ing a modified IEEE 33-bus test system. The case study considers the optimal

generation sizing, allocation and mixtures. The simulation results confirm that

the proposed data-driven uncertainty set adapts well to the increase of data

dimensions and solves the over-conservatism issue, leading to 34.14% reduction

in uncertainty estimation compared with the traditional budget uncertainty set.

Accordingly, the total cost can achieve a $23,185 reduction under the proposed

DDARDGP framework.
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Adaptive robust optimization, Dirichlet process mixture model, Microgrid

Nomenclature

A. Sets and Indices

i Index for buses.

j Index for types of a certain DG category.

l Index for incremental number of a certain DG type.

t Index for time period.

k Index for basic uncertainty set.

F Binary feasible set for binary indicators fmt,wt,pv
i,j,l .

Y Feasible set for continues variables Pmt,wt,pv
i,t , Qmt,wt,pv

i,t , P+,−
1,t ,

Pi,t,Qi,t and Vi,t.

U Uncertainty Set for wind power output ωwt
i,j,l,t, solar power

output ωwt
i,j,l,t and load demand P c

i,t, Q
c
i,t. It is an union of T

basic uncertainty sets Uk.

B. Parameters for DDARDGP framework

αfc,emi Fuel price and emission penalty price of MT ($/kWh).

ρc Price for selling electricity to customers ($).

ρs,b Selling price and purchasing price at which the electricity is

traded from microgrid to the main grid ($).

σ Emission factor of MT (kg/kWh).

τ Minimum requirement for DG Capacity in microgrid for is-

landed operation.
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Cmt,wt,pv One discrete increment of capacity of MT, WT and PV (kW).

FF Fill factor of solar cell.

Imax Line current limit (kA).

invmt,wt,pv Capital cost of MT,WT and PV ($/kW).

Kv/Ki Voltage temperature coefficient (V/◦C) and current tempera-

ture coefficient (A/◦C).

ommt,wt,pv O&M cost of MT,WT and PV ($/kWh).

pfmt,wt,pv
min Lower limit of power factor of MT, WT and PV.

ri/xi Resistance and reactance between bus i to bus i+ 1.

sav,t Average solar irradiance at time t (kW/m2).

Ta Ambient temperature of PV cells at time t (◦C).

Tc/Tno Cell temperature and nominal operating temperature of cell

(◦C).

vav,t Average wind speed (m/s) at time t.

vci/vci/vr Cut-in speed, cut-off speed and rated wind speed of WT (m/s).

Vmin/Vmax Lower and upper limit of voltage (kV).

VMPP /IMPP Voltage (V) and current (A) at maximum power point

Voc/Isc Open-circuit voltage (V) and short circuit current (A).

A,J Parameter matrices for binary variables f in the DDARDGP

framework

B,G Parameter matrices for continues variables y in the DDARDGP

framework
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C,E,H Parameter matrices for uncertain variables u in the DDARDGP

framework

m,n Vectors of scalars in the DDARDGP framework

C. Variables for DDARDGP framework

ωmt,wt,pv
i,j,l,t lth incremental active power generation from jth type of MT,WT

and PV of bus i at time t, respectively.

CEMI Emission penalty cost of MT ($).

CFC Fuel cost of MT ($).

CINV Investment cost of all DG units($).

COM O&M cost of all DG units ($).

CREV Total revenue by selling electricity to customers and the main

grid ($).

fmt,wt,pv
i,j,l Binary indicators that represent whether the lth increment of

jth type of MT,WT or PV is installed at bus i. 1 if installed,

otherwise 0.

P c
i,t/Q

c
i,t Active/reactive load demand of bus i at time t.

P+,−
1,t Power surplus and deficiency of microgrid at time t.

Pi,t/Qi,t Active/reactive power flow from bus i to bus i+ 1 at time t.

Pmt,wt,pv
i,t Total Active power generation from MT,WT and PV of bus i

at time t.

Qmt,wt,pv
i,t Total Reactive power generation from MT,WT and PV of bus

i at time t.

Vi,t Voltage of bus i at time t.

D. Other symbols for data-driven uncertainty set
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λk Weight of kth mixture component of DPMM.

λth Truncation threshold value of the weight.

µk, κk, νk,Ψk Parameters of kth normal Wishart pior distribution.

µ′
k, κ

′
k, ν

′
k,Ψ

′
k Parameters of kth normal Wishart posterior distribution.

xk mean value of kth mixture component of DPMM.

ζ Scaling factor to adjust the size of the basic uncertainty set.

ak, bk Parameters of kth beta distribution.

nk Data size of kth mixture component of DPMM.

E. Abbreviation

BD Benders decomposition

CC&G Column and constraint generation

DDARDGP Data-driven adaptive robust distributed generation planning

DG Distributed generation

DPMM Dirichlet process mixture model

MILP Mixed-integer linear programming

MPPT Maximum power point tracking

MT Micro-turbine

O&M Operation and maintenance

PCC Point of common coupling

PV Photovoltaic

RES Renewable energy source

RO Robust optimization
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SO Stochastic optimization

SVC Support vector clustering

WT Wind turbine

1. Introduction

The concept of microgrids arises from the proliferation of distributed re-

sources. It is defined as a cluster of systematically grouped distributed gener-

ations (DGs), transmission facilities and interconnected loads served wihtin a

clearly defined area. The small-scale and self-containing network can therefore

operate in grid-connected mode or grid-off (islanded) mode, bringing significant

techno-economical benefits to the power system such as the reduction of grid

energy loss [1], the improvement of system efficiency [2] as well as the power

supply flexibility [3], etc.

DG can generate energy on-site, rather than transmitting the bulk of energy

from centralized power plants [4]. This advantage makes DG a great supporter

for the development of microgrids, such as the network expansion in remote

areas and the rural electrification in developing countries. In traditional regime,

small-scale dispatchable DG units like micro-turbines (MTs) and diesel engines

can seamlessly be integrated into the grid with the utility’s permission. In recent

years, renewable energy sources (RESs), e.g. wind turbines and solar panels,

are reaching the top topics for the global awareness of decarbonization [5, 6, 7].

However, RESs such as wind and solar energy are naturally intermittent and

variable due to geographical restrictions. It is significantly complex to predict

their power generation [8]. Adding excessive RESs might cause system reliability

problems and cascading blackouts. For DG planning, which aims to determine

the optimal sizing and location of multiple DG units in response to the demand

they serve, the problem becomes harder in order to maintain the balance of

electricity supply and demand for a long period.

There exists a wide variety of studies to address the optimal sizing and sitting

problem of DG units. In [9], a single-objective optimization problem is proposed
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to minimize the system’s annual power loss by improving the voltage profile.

The study in [10] extends the problem to a multi-objective one considering the

cost of facility’s investment, DG sources and energy loss. However, all the above

work did not consider the reactive capabilities of DG units and the impacts of

the uncertainties of RES power production and load-side demand.

Over the past few years two most popular optimization modelling techniques

have been proposed to address the uncertainties arising from the variable re-

newable generations and loads: stochastic optimization (SO) and robust opti-

mization (RO). SO techniques model the uncertainties by a statistical model.

To reflect the probability distribution of uncertainty accurately, methods such

as scenario-based modeling [11], Monte Carlo simulation and point estimation

have been widely used. In [12], the RES and load uncertainties have been di-

vided into 16 sampled scenarios for a joint distribution network and renewable

energy expansion planning. The same techniques have been adopted by [13].

A two-stage stochastic programming is developed to replace the full represen-

tation of the uncertainties of the hydro production by a subset of scenarios.

Although the model adequately represents the time-dependent quantities, it in-

curs a considerably heavy computational burden while it can not guarantee that

the construction of scenario samples is accurate enough to represent the future

trends.

Recent studies [14, 15, 16] have shown that RO approaches could be suc-

cessful applied to the power system operation and planning problems by im-

proving the operation robustness against the uncertainties. Compared with

SO, RO modelling method has several prominent advantages. First, RO can

obtain an optimal solution against uncertainty that is deterministically formu-

lated by uncertainty sets, which do not need accurate probability distribution in

advance. Second, unlike the SO using probabilistic assumptions, the worst sce-

nario reaches the top of the queue in RO. However, the solution of a single-stage

RO is always criticized to be over conservative. To address the issue, in this

paper we present a two-stage adaptive robust optimization framework for the

DG planning in microgrids. The first-stage solves the DG allocation problem
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while the second-stage considers other operation related variables and uncer-

tainties. It not only reduces the computational burdens, but also immunizes

the system against operational security issues. The applications of the adaptive

RO framework in power industry could be found in unit commitment problem

[17, 18] and DG planning problem [15]. In [19], various methods to construct

uncertainty sets are discussed, including box uncertainty set, ellipsoidal uncer-

tainty set, polyhedral uncertainty set and budget uncertainty set. The study in

[15, 20] models the load consumption, wind and solar power output with bud-

get uncertainty sets. This kind of uncertainty sets can reveal the fluctuation of

variables. But it needs additional effort to identify appropriate boundaries.

In order to solve the over-conservatism of the aforementioned uncertainty

sets, the data-driven uncertainty set based on historical data has been proposed

in recent years. A parametric model of uncertainty sets for wind generation

is proposed in [21]. Such kind of methods uses a fixed and finite number of

parameters to model the existing data. But it can suffer from over- or under-

fitting of data when there is a misfit between the complexity of the model and the

amount of data available. In [21, 18, 20], wind resource availability at different

sites is considered to be the same, which is not true in practice. Only a few

studies [22] have been done on large renewable generation and load datasets. It

still remains a challenge to find an adaptive method to represent the temporal

correlations and spatial heterogeneity of data.

Accordingly, in the paper we will propose a two-stage data-driven adaptive

robust distributed generation planning (DDARDGP) framework for microgrids

and the overall objective covers the investment cost, operation and maintenance

(O&M) cost of DGs, fuel cost, and emission penalty cost of fossil fuel sourced

generation units, and the costs of electricity exchange with the main grid. A

novel Bayesian nonparametric solution will be proposed to construct the uncer-

tainty set. The proposed method is flexible enough to capture the distribution

of high-dimensional uncertain data. Outliers will be removed without incurring

additional computation complexity. A modified column and constraint genera-

tion (CC&G) algorithm is sequentially developed to solve the problem.
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The major contributions of this paper are summarized as follows:

• A multi-objective DG system configuration design is proposed for micro-

grids considering both the active and reactive capabilities of DG units;

• A novel data-driven uncertainty set construction method is developed for

high-dimensional data with temporal and spatial information;

• A modified CC&G algorithm for DDARDGP framework is designed;

• The proposed data-driven uncertainty set is evaluated and results are com-

pared with the budget uncertainty set.

The remainder of this paper is organized as follows. In Section 2, problem formu-

lation including the objective function and constraints of two-stage DDARDGP

framework is presented. The data-driven uncertainty set is developed in Section

3. In section 4, an effective solution algorithm - the modified CC&G is designed.

Section 5 presents the simulation results of a case study. Finally, Section 6 sum-

marizes the effectiveness of the proposed DDARDGP framework and concludes

the paper.

2. Problem Formulation

Generally speaking, a DG planning design aims to find the best combina-

tions from possible generation technologies, such as biomass generation, wind

turbine (WT), solar photovoltaic (PV), diesel engine, internal combustion engine

and gas turbine, etc.. Recently, wind and solar generations have been widely

deployed in microgrids, especially for rural areas and islands with rich natu-

ral resources. High-efficiency WT and PV are considered as non-dispatchable

DGs, which means that all the energy they produce will be fully utilized. Micro-

turbines (MTs) have capabilities such as full controllability, high response speed

and low emission [23, 24]. Thus, through suitable power electronic devices, i.e.

inverter interfaces, these DG units could be connected to the microgrids.
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2.1. Objective Function

The optimal integration of DGs into a microgrid has many benefits from

the operational, environmental and techno-economical aspects. Each category

of DG i.e. WT, PV and MT) has several different performance parameters to

choose from. For example, if there are three types of WTs possibly installed

at the same location, they can produce three different power generation profiles

based on their parameters. The objective is to determine the optimal locations,

sizes and mixtures of DGs with the purpose to maximize the long-term economic

profits. Assume that the utility of the microgrid owns the all infrastructure,

including the DG units deployment and operation, energy transactions with the

main grid and regional customers, the total cost of the utility can be formulated

as follows:

min
f,P,Q,V

CINV + COM + CFC + CEMI − CREV (1)

where

CINV =
∑

i

∑

j

∑

l

invmtfmt
i,j,lC

mt
j +

∑

i

∑

j

∑

l

invwtfwt
i,j,lC

wt
j +

∑

i

∑

j

∑

l

invpvfpv
i,j,lC

pv
j

(2)

COM =
∑

t





∑

i

∑

j

∑

l

ommt
t fmt

i,j,lC
mt
j +

∑

i

∑

j

∑

l

omwt
t fwt

i,j,lC
wt
j +

∑

i

∑

j

∑

l

ompv
t fpv

i,j,lC
pv
j





(3)

CFC = αfc
∑

t

∑

i

Pmt
i,t (4)

CEMI = αemiσ
∑

t

∑

i

Pmt
i,t (5)

CREV = ρc
∑

t

∑

i

P c
i,t + ρs

∑

t

P+
1,t − ρb

∑

t

P−
1,t (6)

P1,t = P−
1,t − P+

1,t, ∀P
+
1,t, P

−
1,t ⩾ 0 (7)
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The objective function (1) consists of five parts: investment cost (CINV ),

operation and maintenance (O&M) cost of DGs (COM ), fuel cost (CFC) and

emission penalty cost of fossil fuel sourced MTs (CEMI) and the total revenue

of the microgrid (CREV ). Equation (2) is the investment cost that represents

the amortized one-time up-front costs of all categories and types of DGs, where

invmt, invwt and invpv are capital investments for MT, WT and PV ($/kW ),

respectively. Cmt, Cwt and Cpv are one discrete increment of capacity (kW ) of

MT, WT and PV, respectively. O&M cost in Equation (3) represents costs of

operation and maintenance, consumables and replacement elements of all DGs

during the planning horizon. ommt
t , omwt

t and ompv
t are O&M costs for certain

types of DG ($/kWh) at time t. Fuel cost and emission penalty cost of MTs are

described in Equation (4) and (5) where αfc, αemi and σ are fuel price ($/kWh),

emission price ($/kWh) and emission factor of MT. Equation (6) describes the

total revenues that are achieved by selling the electricity to customers in the

microgrid at price ρc ($) and profits through the energy transactions with the

main grid. The price ρb ($) is the sale price at which the mail grid sells electric-

ity to the microgrid, and ρs ($) is called the feed-in tariff at which microgrid

sells electricity back to the main grid. The electricity transaction is defined by

Equation (7). P+
1,t and P−

1,t are power surplus and deficiency of the microgrid

at time t respectively. The binary indicators fmt
i,j,l, f

wt
i,j,l and fpv

i,j,l are decision

variables that represent whether the kth increment of jth type of DG (includ-

ing microturbine, wind turbine, and PV unit) is deployed at bus i. The other

continuous variables P,Q, V introduced in the following section will make the

problem a mixed-integer linear programming (MILP) formulation.

2.2. Constraints

2.2.1. Power Flow Model

DistFlow Equations are the most popular conventional power flow formula-

tion for the planning problem in a radial distribution system proposed by M.

Baran and F. Wu in 1999 [25]. The calculations are based on the Ohm’s law
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and power balance as follows:

Pi+1,t = Pi,t − ri
P 2
i,t +Q2

i,t

V 2
i,t

− P c
i+1,t + Pmt

i+1,t + Pwt
i+1,t + P pv

i+1,t (8)

Qi+1,t = Qi,t − xi

P 2
i,t +Q2

i,t

V 2
i,t

−Qc
i+1,t +Qmt

i+1,t +Qwt
i+1,t +Qpv

i+1,t (9)

Vi+1,t = Vi,t − 2riPi,t − 2xiQi,t + (r2i + x2
i )
P 2
i,t +Q2

i,t

V 2
i,t

(10)

where Pi,t and Qi,t are active and reactive power flows from bus i to bus i+ 1

respectively. ri and xi are resistance and reactance between bus i and bus i+1.

P c
i,t and Qc

i,t are load demand at bus i. Pmt
i,t , P

wt
i,t and P pv

i,t are corresponding

active power generations of a certain category of DG at bus i. Qmt
i,t , Q

wt
i,t and

Qpv
i,t are reactive power output of DG at bus i. Vi,t is the voltage at bus i, The

subscript t indicates the corresponding time.

LinDistFlow is a linearized formulation of DistFlow that overcomes the com-

plexity of quadratic equations and the non-convex feature of DistFlow, and has

been widely adopted for the planning of radial distribution systems and mi-

crogrids [26, 27] because of its simplicity and availability. In the microgrid,

LinDistFlow formulations among bus bars [27] are guaranteed by Constraints

(11) - (13).

Pi+1,t = Pi,t − P c
i+1,t + Pmt

i+1,t + Pwt
i+1,t + P pv

i+1,t (11)

Qi+1,t = Qi,t −Qc
i+1,t +Qmt

i+1,t +Qwt
i+1,t +Qpv

i+1,t (12)

Vi+1,t = Vi,t − (riPi,t + xiQi,t)/V0 (13)

where V0 is the reference voltage at the point of common coupling (PCC).

The voltage at each bus should be within the utility’s permissible limit,

which is usually ±5% deviation from reference bus V0

Vmin ⩽ Vi,t ⩽ Vmax (14)
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The current of each line Ii,t is maintained within the limit

|Ii,t| ⩽ Imax (15)

2.2.2. Operation Constraints

To achieve robust operation, operating constraints of each time segment

must be taken into account in the planning horizon. We will have

0 ≤ Pmt
i,t ≤

∑

j

∑

l

fmt
i,j,lC

mt
j (16)

Pwt
i,t =

∑

j

∑

l

fwt
i,j,lω

wt
i,j,l,t (17)

P pv
i,t =

∑

j

∑

l

fpv
i,j,lω

pv
i,j,l,t (18)

Constraints (16) - (18) represent the active power production requirements

for all DGs. MT is a dispatchable generation while WT and PV are non-

dispatchable units. It is assumed that every lth incremental active power pro-

duced by jth type WT (ωwt
i,j,l,t) is an uncertain variable and they will be con-

sumed during the planning horizon. The same assumption holds for PV (ωpv
i,j,l,t).

To deal with them, a specific technique will be introduced in the next section

to determine the uncertainty set.

pfmt
min ⩽ pfmt

⩽ 1 (19)

pfwt
min ⩽ pfwt

⩽ 1 (20)

pfpv
min ⩽ pfpv

⩽ 1 (21)

Qmt = ±Pmt · tan
(

cos−1(pfmt)
)

(22)

Qwt = ±Pwt · tan
(

cos−1(pfwt)
)

(23)
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Qpv = ±P pv · tan
(

cos−1(pfpv)
)

(24)

Constraints (19) - (24) represent the requirements for inverter-based DGs. The

reactive power Qmt,Qwt and Qpv are adjustable based on the power factor

pfmt,pfwt and pfpv required by the utility.

Constraint (25) is the operational requirement for the microgrid at the is-

landed mode [15]. The installed capacity of DG units should be higher than

or equal to a certain percentage of load within the microgrid. Therefore, τ

represents the minimum requirement for DG capacity.

τ
∑

t

∑

i

P c
i,t <=

∑

t

∑

i

∑

j

∑

l

fmt
i,j,lC

mt
j +

∑

i

∑

j

∑

l

fwt
i,j,lC

wt
j +

∑

i

∑

j

∑

l

fpv
i,j,lC

pv
j

(25)

2.3. Adaptive Robust DG Planning Model

The Equation (1) can be reformulated into a two-stage adaptive robust opti-

mization modelling framework as shown below in Equation (26). The adaptive

robust optimization framework has already been widely used in power system

applications, such as unit commitment [28], economic dispatch [29] , reactive

power optimization [30], etc., to immunize against the uncertainty of RES gen-

eration and load demand. The first-stage cost only covers the investment cost,

O&M cost of DG units, and the second-stage costs will include the remaining

fuel cost, emission penalty cost and electricity cost exchanged with the main

grid and regional customers. The problem can be generalized as:

min
f∈F

ATf+max
u∈U

min
y∈Y(f,u)

BTy+CTu (26)

s.t.

Dy+Eu = m (27)

Jf+Gy+Hu ≤ n (28)

where f denotes the vector of all first-stage decisions including fmt = [fmt
i,j,l],

fwt = [fwt
i,j,l] and fpv = [fmt

i,j,l] ∀i, j, l. The binary set F = {0, 1}3∗Ib∗Jg∗Li imposes
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constraints on Li increments of Jg types of MT, WT and PV in a microgrid with

Ib candidate buses. A and J are corresponding parameter matrices for the bi-

nary variables f. Meanwhile in the second stage, U represents the uncertainty set

for the vector u that includes the wind and solar power output ωwt = [ωwt
i,j,l,t],

ωpv = [ωpv
i,j,l,t] ∀i, j, l, t, and the active & reactive load demand Pc = [P c

i,t],

Qc = [Qc
i,t] ∀i, t. C, E and H are parameter matrices for the uncertain variables

u. Y(f ,u) = {(f ,u)|Eqns(27, 28)} represents the feasible region for the vec-

tor of other continuous variables y = [Pmt;Pwt;Ppv;Qmt;Qwt;Qpv;P;Q;V]

where Pmt = [Pmt
i,t ], P

wt = [Pwt
i,t ], P

pv = [P pv
i,t ], Q

mt = [Qmt
i,t ], Q

wt = [Qwt
i,t ],

Qpv = [Qpv
i,t], Q = [Qi,t], V = [Vi,t] ∀i, t and P = [P+

1,t, P
−
1,t, Pi,t] ∀i, t, i ̸= 1.

The corresponding parameter matrices in the objective function and inequality

constraints are represented by B and G. m and n are the vectors for the re-

maining scalars in equality constraints and inequality constraints, respectively.

3. Data-driven Uncertainty Set

3.1. Renewable Energy Resource Availability

Suppose the utility and related authorities have access to the empirical

database that stores meteorological data from on-site measurements, i.e. so-

lar irradiance and wind speed. One of the major work prior to the DG planing

is the thorough assessment of the RES availability because of the intermittent

nature of RES-based DGs.

3.1.1. Wind Turbine Output Power Model

Wind power generation models can be classified into three categories. The

first one comprises of fluid dynamics that considers air density, swept area of

wind turbine rotor and power coefficient, wind speed and electro-mechanical

conversion efficiency. The second category is a non-liner model based on wind

speed on-the-spot. The third category is the regression model or AI-based model

developed from the average normalised power curve of historical data, which is

not available for a new area without commercial MTs.
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In the study, we will use the second type. Compared with the first one, the

complexity of the model is simpler with fewer parameters at the cost of slightly

reduced model accuracy. The output power of a wind turbine is dependent on

the average wind speed vav,t at the site as well as the parameters of the power

performance curve. Therefore, once the speed data is gathered for a specific

time segment t, the output power of each WT type is calculated according to

its corresponding characteristics:

ωwt
t =































0 0 ≤ vav,t < vci
(vav,t−vci)
(vr−vci)

∗ Pwt
r vci ≤ vav,t < vr

Pwt
r vr ≤ vav,t < vco

0 vco ≤ vav,t

(29)

where Pwt
r is the rated power generation of one wind turbine, and vci, vco, vr

are the wind turbine cut-in, cut-off and rated wind speeds respectively.

3.1.2. PV Module Output Power Model

Similar to WT, there are also several popular generation models, such as

the model related to solar irradiance, solar PV array area, and solar PV system

efficiency and empirical regression models. Here, we will use a simplified model

based on the current-voltage (I-V) relationship [31]. The output power of the

PV module is assumed to be working under maximum power point tracking

(MPPT) which is usually the case when they are connected to an inverter. The

output power is dependent on the solar irradiance and ambient temperature on

the site as well as the characteristics of the module itself. Therefore, once the

solar irradiance and ambient temperature data is collected for a specific time

period, the output power for different type of solar cells could be calculated

using the following equation:

ωpv
t = FF ∗ V ∗ I (30)

FF =
VMPP ∗ IMPP

Voc ∗ Isc
(31)
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Tc = Ta, t+ sav,t

(

Tno − 20

0.8

)

(32)

V = Voc −Kv ∗ Tc (33)

I = sav [Isc +Ki (Tc − 25)] (34)

where FF is the fill factor of solar cell. Tc is the cell temperature (◦C). Ta is the

ambient temperature (◦C). sav is the average solar irradiance (kW/m2). Kv and

Ki represent voltage temperature coefficient (V/◦C) and current temperature

coefficient (A/◦C). Tno is the nominal operating temperature of cell (◦C). Isc

and Voc are short circuit current (A) and open-circuit voltage (V ). IMPP and

VMPP are current (A) and voltage (V ) at the maximum power point.

3.2. Load Profile Analysis

Load profile analysis is another important prerequisites for DG planning.

In order to satisfy the stable operation of the microgrid, the power generation

must be matched with the load from hour to hour. Thanks to the smart meter

technology, for the network expansion nowadays, it is more common for the

utility to get access to the records of customers’ load profiles. For instance,

there will be a dataset shown as Figure 1. D =
{

D1, D2, ..., Dt
}

is a vector of

measurements of demand at different load points at time slot t. We will have

Dt = {dt1, d
t
2, ..., d

t
i} where dti is the demand at ith location at time slot t. The

temporal-spatial data is shown in Figure 1. The whole database will continu-

ously store the data collected from n different locations for a period of time and

mark them with specific location labels. Each day the smart meter will auto-

matically record the power consumption where it is installed at reprogrammed

time interval. Therefore, each day there will be nt sample loads in the database.

The time span of the database determines the reliability and accuracy of

the uncertainty set of P c
i . For instance, on the one-day basis it is assumed that

there is no variation in the generation and profile from season to season and
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Figure 1: Schematic diagram of the database of a load profile.

from weekday to weekend, and from weekday to weekend. There is no doubt

that longer time span will contain more information. For a long time span, it is

attractive to find out an effective machine-learning method to cope with large

amounts of high-dimensional data.

3.3. Dirichlet Process Mixture Model

Data-driven uncertainty set based on the Bayesian nonparametric approach

is an alternative to parametric modeling and selection. It defines prior and

posterior distributions on a single fixed parameter space. As opposed to para-

metric models, the dimension of the parameter space is adaptive to data size.

Dirichlet process mixture model (DPMM) is a popular clustering implemention

of Bayesian nonparamatirc models. Unlike other machine-learning algorithms,

i.e. K-means, Gaussian mixure model and Support Vector Clustering (SVC)

[32], it can naturally adapt the number of clusters to the complexity of the data

to avoid overfitting.

The Dirichlet process is the fundamental prior on probability distributions

for DPMM. It is a distribution over distributions, i.e. each draw from a Dirichlet
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process is itself a distribution. Let G0 be a base measure, and α be a positive

scalar. A random measure G can be generated as a Dirichlet process G ∼

DP (α,G0). For any partition {A1, ..., Ak}, it fits the Dirichlet distribution.

(G(A1), ..., G(Ak)) ∼ Dir(αG0(A1), ..., αG0(Ak)) (35)

The construction of measure G follows the stick-breaking procedures [33]. Let

ηk ∼ G0 for k = {1, 2, ...} and δηk
denotes the Dirac delta indicator function at

ηk. G is given by the expression

πk(v) = vk

k−1
∏

j=1

(1− vj) (36)

G =

∞
∑

k=1

πk(v)δηk
(37)

where the stick lengths πk(v) are given by repeatedly breaking a stick of ini-

tial length 1 at points ηk. The length vk draws from a beta distribution

Beta(ak, bk) ∈ (0, 1). Therefore, the stick could be broken into infinite number

of pieces. Analogously, G is a mixture of infinite discrete components δηk
with

proportions πk(v) as shown in Figure 2(a). We assign a new variable Zn for

corresponding nth sampled data xn to identify the mixture component from

a multinomial distribution. The generation of DPMM for observed dataset

Xn = {x1, x2, ..., xn} can be summarized as

1. For each mixture component

(a) Draw vk|(ak, bk) ∼ Beta(ak, bk) for k = {1, 2, ...}

(b) Draw ηk|G0 ∼ G0 for k = {1, 2, ...}

2. For each data point

(a) Draw Zn| {v1, v2, ...} ∼ Mult(π(v))

(b) Draw Xn|zn ∼ p(xn|ηzn)

Suppose each sampled data xn is generated from a different distribution

ηk with its own parameters. In the work, we choose a multivariate probabil-

ity distribution- normal Wishart (NW) distribution that has four parameters
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(a) (b)

Figure 2: (a) Construction of random measure G for DPMM; (b) Schematic diagram of model

representation of DPMM.

µk, κk, νk,Ψk, that is, ηk ∼ NW (µk, κk, νk,Ψk). The distribution over distribu-

tion ηk follows G which is generated based on the length vk ∼ Beta(ak, bk).

The graphical model is shown in Figure 2(b) where the latent parame-

ter sets Ξ = {ak, bk, µk, κk, νk,Ψk} for k = {1, 2, ...}. Due to its computa-

tional efficiency and deterministic nature, variational inference has been used

to approximate the likelihood and posterior distributions in DPMM from ob-

served data [33]. Therefore, we will have a group of parameter settings Ξ =

argmax p(ak, bk, µk, κk, νk,Ψk|Xn).

3.4. Formulation of Data-driven Uncertainty Set

The construction of the Bayesian nonparametric uncertainty set based on

DPMM is to find out the most valuable mixtures that represent the poste-

rior predictive distribution of p(xn+1|Xn,Ξ). Because of the great nature of

conjugate distribution, the posterior distribution is in the same probability dis-

tribution family as the NW prior. The posterior predictive distribution of NW

distribution follows Student’s t-distribution with νk + 1 − dim(Xk) degrees of

20



freedom [34]. It can be written as

p(xn+1|Xn,Ξ) ∼
∑

k

λkStν′

k
+1−dim(Xk)

(

µ′
k,

κ′
k + 1

κ′
k(ν

′
k + 1− dim(Xk))

Ψ′−1
k

)

(38)

λk =



























ak
ak + bk

k−1
∏

j=1

bj
aj + bj

, k = 1..., T − 1

1−

T−1
∑

j=1

λk, k = T

(39)

µ′
k =

κkµk + nkxk

κk + nk
(40)

κ′
k = κk + nk (41)

ν′k = νk + nk (42)

Ψ′−1
k = Ψ−1

k + Sk +
κknk

κk + nk
(µk − xk)(µk − xk)

T (43)

Sk =

n
∑

i=1

(xi − xk)(xi − xk)
T (44)

where λk is the weight of kth mixture component of DPMM. The weight

is calculated based on the stick length in Equation (36), indicating the impor-

tance of the kth mixture component. µ′
k, κ

′
k, ν

′
k,Ψ

′
k are the parameters of NW

posterior distribution. nk and xk are the data size and the mean value belongs

to mixture component k.

Suggest a λth as the truncation threshold value, only mixture components

with weights larger than λth will be considered. Therefore, the Bayesian non-

parametric uncertainty set U is an union of T basic uncertainty sets as follows

U = U1 ∪ U2... ∪ UT (45)
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The method determines the number of clusters systematically and automat-

ically rather than specifying this number as a priori. Each basic uncertainty set

Uk for component k is defined based on t value

Uk = {xn+1|xn+1 = µ′
k + ζlkΛ, ∥Λ∥n ≤ 1} (46)

where lk =
√

κ′

k
+1

κ′

k
(ν′

k
+1−dim(Xk))

Ψ
′−1/2
k . Λ is the latent uncertainty and can

choose norm 1,2 or ∞. ζ is a scaling factor that adjusts the confidence interval

of the uncertainty set.

(a) (b) (c)

Figure 3: (a) Scatter plot of 2-dimensional data; (b) budget uncertainty set; (c) proposed

data-driven uncertainty set.

To better explain the proposed data-driven uncertainty set, an example is

presented below. Figure 3(a) shows the schematic of dimensional data. Tra-

ditional budget uncertainty set could find the worst case by making it fall in

the upper or lower bounds as shown in Figure 3(b). However, the set is easy

to be overly conservative. As shown in in Figure 3(c), the data-driven uncer-

tainty set is tighter than the budget uncertainty set. It captures the correlated,

asymmetric characteristics of the underlying 2-dimensional data.

The proposed construction of uncertainty set is cast as a union of multiple

basic uncertainty sets. Its geometric shape is flexible enough to capture the dis-

tribution of high-dimensional uncertain data. Outliers will be removed through

a self-adaptive truncation process without additional computation complexity.

One of the significant highlights is that the proposed uncertainty sets is suitable

for multi-dimensional data processing. As the latent uncertainty Λ establishes

the underlying relationship between multidimensional data, a polyhedral set is
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devised for each basic uncertainty set, which benefit the resulting DDARDGP

problem with enormous computational efficiency.

4. Solution Methodologies

The proposed two-stage DDARDGP model (26)-(28) is very difficult to com-

pute. In [35], two kinds of solving methods have been discussed. One is the

Benders decomposition (BD) technique and the other is the CC&G algorithm.

Compared with the Benders-style cutting plane methods, the CC&G algorithm

is a general procedure with a unified approach to deal with optimality and fea-

sibility. It is proved that the latter performs an order of magnitude faster on a

two-stage robust problem [35].

To apply the CC&G in the proposed linear formulation model, the uncer-

tainty is chosen to be a polyhedron. The optimal solution for the maximization

problem over u is an extreme point of one of the basic polyhedral uncertainty

set Uk. In view of this, we can solve the optimization problem by enumerating

all the extreme points. However from the aspect of computational efficiency,

just think about the master problem will generate 2nf possibilities where nf

is the number of first-stage variables. It is prohibitively challenging to solve

such a problem with external enumeration of uncertain variables. Therefore,

the problem is spilt to two stages. In the first-stage, the master problem (MP )

is formulated to generate significant scenarios.

(MP )

min
f∈F

ATf+ ξ (47)

s.t.

ξ ≥ BTf+CTu (48)

Df+Ef = m (49)

Jf+Gy+Hu ≤ n (50)
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The result of the master problem is a relaxation of the original one as the

constraints of continuous and uncertain variables are not defined. Thus, it yields

a lower bound LB and the result of the master problem is recorded as f̂. Further

in the second-stage, the remaining part that does not involve binary variables is

decomposed into a set of subproblems (SPk, k = 1, ..., T ) for later stage. Each

subproblem SPk corresponds to a basic uncertainty set Uk as introduced in

Equation (46). The subproblem can be defined as:

(SPk)

max
u∈Uk

min
y∈Y{f,u}

BTy+CTu (51)

s.t.

Dy+Eu = m (52)

Jf+Gy+Hu ≤ n (53)

The subproblem leads to a series of upper bound UBk to identify the worst-case

scenario of uncertainties. The optimality cuts which is associated with worst-

case uncertain variables are then added to the master problem. To solve the

bi-level ”max-min” subproblem which is difficult to be solved with open-shelf

solvers, KKT optimality conditions [35] of the problem is formulated as follows:

Dy+Eu = m (54)

BT + γTG+ δTD = 0 (55)

Jf+Gy+Hu ≤ n (56)

γT(n− Jf−Gy−Hu) = 0 (57)

Constraint (57) is the complementary slackness condition, which means only

one of γ and n − Jf − Gy − Hu is 0. It can be transformed together with
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Constraint (56) by the Big-M method [15] and yields

0 ≤ n− Jf−Gy−Hu ≤ Mσ (58)

0 ≤ γ ≤ M(1− σ) (59)

where M is a large value and σ is a binary variable. KKT condition is sufficient

when the subproblem problem is convex. The constraints becomes(54), (55),

(58) and (59).

Unlike the conventional RO problem, the proposed DDARDGP model has

combined multiple basic uncertainty sets, which cannot be solved by the orig-

inal CC&G algorithm. The flow chart of a modified CC&G [14] algorithm for

DDARDGP is shown in Figure 4. In each SP , the corresponding extreme points

are solved iteratively for a certain MP result, which generates optimality cuts.

In the case where SP is an infeasible problem, the infeasible cuts will be gener-

ated. Both infeasible cuts and worse-case optimality cuts will be added to the

master problem.

The comprehensive procedure of the solving method can be summarized as

follows:

Step 0: Initialization. Set the lower bound LB = −∞, the upper bound

UB = +∞, the tolerance of the optimality gap ϵ and iteration number g = 1.

Step 1: Solve the master problem (MP) and obtain the optimal solution (fg, ξg).

Update the lower bound LB = max
{

LB,ATfg + ξg
}

.

Step 2: Solve all the subproblems SP g
k using fg and obtain the optimal solution

Q
g
k = (yg

k,u
g
k).

Step 3: Compare Qi
k for all k = 1, 2, ...T and identify the worst-case scenario

Qg
∗ = (yg

∗,u
g
∗) and infeasible scenario set Qg

if = (yg
if ,u

g
if ). Update the upper

bound UB = min
{

UB,ATfg +BTy
g
∗ +CTu

g
∗

}

.

Step 4: Denote the optimality gap as Gap =
∣

∣

UB−LB
UB

∣

∣. If the Gap < ϵ,

the algorithm terminates and output the optimal decision. Otherwise update

the MP by adding new variables y
g
∗,y

g
if and corresponding optimality cuts
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Figure 4: Flowchart of the solution algorithm for DDARDGP framework.
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(Dy
g
∗+Eu

g
∗ = m and Ff+Gy

g
∗+Hu

g
∗ ≤ n) and infeasible cuts (Dy

g
if+Eu

g
if =

m and Ff+Gy
g
if ∗ +Hu

g
if ≤ n). Update g = g + 1 and go back to Step 1.

5. Case Study: Distributed Generation Planning of a Microgrid

In the section, a modified IEEE 33-bus 12.66 kV distribution system is used

as the test microgrid to validate the DG planning design with the DDARDGP

framework. To find the optimal DG mix, the proposed methodologies will be

analysed under various conditions.

5.1. System Under Study

The single line topology of the system is shown in Figure 5 and line data can

be found in [36]. The total basic load is 3715 kW and 2300 kVAR. In the figure,

the blue nodes are denoted as normal buses where load demands are connected.

The red nodes are three possible sites (bus 4, 19 and 26) that not only have

load demands connected but also can be chosen to install DG units due to its

geographic advantages. Each possible site could install either wind generation,

PV panels or fuel-based generation. The capital costs for MT, WT and PV

generations are $2293/kVA, $1882/kVA and $4004/kVA, respectively, while the

O&M costs of the three DG units are $0.012/kWh, $0.01/kWh and $0.01/kWh,

respectively. For MT, the fuel cost and emission penalty cost are $0.63/kWh

and $0.02kg/kWh, respectively. The emission factor is $0.003 kg/kWh. All the

aforementioned parameters are taken from [15].

For each different category of DG units, there are three different types. The

related parameters and characteristics for WT and PV modules to calculate the

hourly power generation are listed in Table 1. It is noted that the PV modules

are working in a 15,000-series configuration, thus the peak power output of the

three type are 750kW, 795kW and 900kW, respectively.

All DG units are assumed to work with 0.95 power factor according to grid

code. The voltage range for all buses are set to [0.95, 1.05]. More than one type

of individual DG categories are available, but there is a upper limit, for instance

2 in the case, because of land limitations.
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Figure 5: The schematic test microgrid system.

Figure 6: Output Power of different types of renewable generations.
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Table 1: Characteristics of available Micro-turbines, wind turbines and PV modules.

Micro-turbine Parameters

Parameters Type I Type II Type III

Rated Power (kW ) 1000 1500 2000

Wind Turbine Parameters

Parameters Type I Type II Type III

Rated Power(kW ) 850 1100 2000

Cut-in speed (m/s) 4 3.5 4

Rated speed (m/s) 10 12 11.5

Cut-out speed (m/s) 25 24 25

PV Module Parameters [31]

Parameters Type I Type II Type III

Peak Power (W ) 50 53 60

Open circuit voltage (V ) 55.50 21.70 21.10

Short circuit current(A) 1.80 3.40 3.80

Voltage at maximum power point (V ) 38.00 17.40 17.10

Current at maximum power point (A) 1.32 3.05 3.50

Voltage temperature coefficient (mV/◦C) 194.00 88.00 75.00

Current temperature coefficient (mA/◦C) 1.40 1.50 3.10

Nominal cell operating temperature (◦C) 43.00 43.00 43.00
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As defined in the previous section, fuel-based MT generations will operate

as dispatchable units. Their performance is only related to their rated power

outputs. In the meanwhile, all the power generated by WT and PV panels

will be consumed by the microgrid, which will strongly be influenced by the

weather condition (i.e. wind speed, solar irradiance and ambient condition) and

unit parameters. Figure 6 illustrates the power generation profiles of the 6 type

renewable generations of a typical day in the winter time. The fluctuation of the

results reveals that no certain category of generation outperforms the others in

all weather conditions, which proves the importance of DG mix selection, despite

its sizing and location.

5.2. Evaluation of Uncertainty Set

The uncertainties in the proposed DDARDGP problem come from three

factors: the power outputs of WT, PV and load demend of the microgrid.

To predict the hourly renewable generation output, solar irradiance, ambient

temperature and wind speed figures are needed according to models discussed

in section 3.1. Here one year data at three weather stations obtained from

SAURN (Southern African Universities Radiometric Network ) [37] is used for

three candidate buses 4, 19 and 26 respectively. The load profile is obtained

from NYISO for all connected loads. Although in practice every consumer has

its own energy usage preference, the analysis of the topic is beyond the scope

of work here. The planner can easily change the setting if there are other

load profiles. Therefore, the dimension of the corresponding uncertainties is

Nbus ∗ TY PEWT +Nbus ∗ TY PEPV + TY PEload = 3 ∗ 3 + 3 ∗ 3 + 1 = 19.

The DPMM-based uncertainty sets are a combination of infinite sets. It is

adaptive to data size with a predefined truncation threshold value ωth, which

is the minimal weight of mixture components. Table 2 shows the results of

set number and data coverage under different threshold values. It is noted

that the rate of data coverage is negative correlated with the threshold. Al-

though a smaller number of sets will decrease the computational complexity in

DDARDGP framework for planning, the data distribution is not fully captured.
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To find the balance between computational complexity and set accuracy, ωth is

set to be 0.02 in the case study.

Table 2: Uncertainty sets under different truncation threshold value ωth.

ωth Set number of uncertainties Data coverage rate (%)

0.006 11 99.45

0.007 11 99.27

0.008 11 98.78

0.009 10 98.76

0.01 9 97.77

0.02 9 97.18

0.03 8 93.61

0.04 7 93.13

0.05 7 89.53

0.06 6 83.86

0.07 5 77.05

0.08 4 72.34

The set-up of the polyhedron for each uncertainty set is based on Equation

(46). The scaling factor ζ for confidence level is determined by looking up

the t-distribution table. The degrees of each uncertainty set will vary from

several hundred to more than two thousand. As the t value doesn’t change

much for degrees over 100, we could choose the value with the infinite degree

for convenience.

5.3. Numerical Results of DG Planning for the Microgrid

Once the uncertainty sets are ready, the proposed modified CC&G algorithm

will be used to solve DDARDGP problem. All the simulation results are im-

plemented with CPLEX 12.8.0 using a computer with an Inter(R) Core(TM)

i5-6400 CPU at 2.7 GHz.
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5.3.1. Comparisons under different confidence levels

Figure 7 illustrates the results of cost of the utility which is responsible

for the DG planning and 15-year operation of the microgrid under different

confidence level. As shown from the bar chart, the red bar is the total cost and

the blue bar represents the first stage cost which includes investment and O&M

costs of installed DG units. The first stage cost of DDARDGP goes up with

the increase of the confidence level of uncertainty set. The decision is made to

deploy more DG units and import a large amount of electricity from the main

grid in order to maintain the safety operation of the microgrid in island mode.

The gap between the total cost and first stage cost for all instances are nega-

tive, which is the second stage cost. It implies that the proposed DG deployment

plan can gain positive profits through electricity arbitrage with the main grid

and its consumer demand. The gaps shrink moderately with the increase of

confidence level. This is due to the reason that wider confidence intervals lead

to more conservative results. For confidence level over 90%, the cost hardly

grows, which implies that the boundary reaches the maximum range. This

phenomenon represents no ”worse” case will be discovered, and it might lead

to the trap of over-conservatism. Therefore, prior to the planning, confidence

level should be carefully selected to balance between the model accuracy and

conservatism. In the case study, the confidence level is set to 80%.

The deployment results under different confidence levels of the uncertainty

set are listed in Table 3. It can be seen that the category of installed DG units

are the same in all instances, which is WT. It is understandable that WT is

the most cost-effective one based on the its low capital cost and O&M cost.

In instances 1, 2 and 3, the total installed capacity is 2800kW with two type

I WT and one type II WT installed. The highest capacity 3050 kW appears

in instances 5 and 6. The chosen locations are different in the same system

topology under various confidence levels. This is because the first-stage decision

is made based on the worst-case scenario generated in the second stage of the

DDARDGP framework.
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Figure 7: The second-stage cost of DDARDGP framework under different confidence levels.

Table 3: DG deployment under different confidence levels.

Instance Confidence level Location Category Capacity (kW) Number Total Capacity (kW)

1 50% 26 WT
850 2

2800
1100 1

2 60% 19 WT
850 2

2800
1100 1

3 70% 19 WT
850 2

2800
1100 1

6 80%
4

WT
850 1

2850
26 2000 1

5 90% 19 WT
850 1

3050
1100 2

6 95%
19

WT
850 1

3050
26 1100 2
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Table 4 shows the computational results in each iteration of the modified

CC&G algorithm. In all instances, the optimality gap converges in three it-

erations. It is noticeable that the gap narrows to less than 1% at the second

iteration, which verifies the effectiveness of the proposed algorithm. For a large-

scale system, the algorithm is guaranteed to work within a reasonable amount

of time.

Table 4: Bounds and Gaps under different confidence levels under different confidence levels.

Instance Confidence level Iteration LB UB Optimality Gap

1 50%

1 -42,075,758 56,140,273 174.95%

2 7,047,322 7,064,629 0.24%

3 7,064,629 7,064,629 0.00%

2 60%

1 -42,075,758 56,135,575 174.95%

2 7,071,359 7,179,857 1.51%

3 7,179,857 7,179,857 0.00%

3 70%

1 -42,075,758 56,293,283 174.74%

2 7,200,853 7,218,691 0.25%

3 7,218,691 7,218,691 0.00%

4 80%

1 -42,075,758 56,294,637 174.74%

2 7,336,441 7,397,419 0.92%

3 7,397,419 7,397,419 0.00%

5 90%

1 -42,075,758 56,301,486 174.73%

2 7,898,586 7,972,174 0.92%

3 7,972,174 7,972,174 0.00%

6 95%

1 -42,075,758 56,299,217 174.74%

2 7,896,317 7,972,174 0.95%

3 7,972,174 7,972,174 0.00%
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5.4. Comparisons with budget uncertainty set

Budget uncertainty set is widely used in the literature because of its simple

structure. However the method is not adaptive to data distribution as a certain

budget interval should be set prior to the calculation. Table 5 lists the results

of deployment plan under the same weather condition and load demand. Set

the range of the box uncertainty set to be 1. In the extreme situation, the

budget uncertainty set degenerates to the box uncertainty set. There will be

one type III WT installed at bus 4 and one type I WT installed at bus 19. The

deployment is different from the previous plan shown in Table 3. However, the

total installed capacity is the same as the plan with 80% confidence level.

Table 5: DG deployment under budget uncertainty set.

Uncertainty set type Location Category Capacity (kW) Number Total Capacity (kW)

Budget uncertainty set
4

WT
2000 1

2850
19 850 1

Table 6 shows the computational results of DDARDGP frame with budget

uncertainty set and the proposed data-driven uncertainty set. The result in-

dicates that the data-driven uncertainty set is 34.14% less conservative than

the conventional one as the ranges of the budget uncertainty set and the data-

driven uncertainty set are 0.6622 and 0.4361, respectively. The second-stage

cost with budget uncertainty set is $-439,696 which is $23,185 larger than that

with data-driven uncertainty set i.e. $-462,881. Hence, the proposed approach

has achieved 0.3% reduction of the total cost than the budget uncertainty. Be-

sides, it is also worth pointing out that the proposed data-driven uncertainty set

can avoid constraint violation i.e. voltage violation while the occasions appear

substantially as an infeasible problem at the second-stage subproblem solving

phase. Although the construction of data-driven uncertainty set takes more

time, the computational time for both uncertainty sets is small using the mod-

ified CC&G algorithm. The algorithm converges quickly, which means that it

can work efficiently with the proposed DDARDGP framework.
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Table 6: Comparison of computation results between budget uncertainty set and data-driven

uncertainty set.

Uncertainty set type Budget uncertainty set Data-driven uncertainty set

Range 0.6622 0.4361

Total cost ($) 7,420,604 7,397,419

First-stage cost ($) 7,860,300 7,860,300

Second-stage cost ($) -439,696 -462,881

Binary variables 54 54

Continuous variables 115 1035

Uncertain variables 64 576

Constraints 311 2799

CPU time 11.66s 112.56s

5.5. Comparisons under different cost weights

Compared with the first-stage cost, the effects of the second-stage cost are

not significant. It is difficult for a system operator to recover the spend at

the operation stage once the DG units are installed. To better understand the

framework, we will compare the results of DDARDGP by adding a new cost

weight factor θ as follows:

min
f∈F

(θATf) +max
u∈U

min
y∈Y(f,u)

BTy+CTu (60)

The cost weight factor in the objective will influence the deployment plan.

Table 7 shows the deployment plan with different weight factors ranging from

0.00001 to 1 using the same data-driven uncertainty set. It is observed that the

identified worst case is the same. If the planner concerns more on the one-time

investment cost, larger θ should be used. Otherwise, more RES-based DG units

will be installed. This is because small θ in the objective will put more weights

on the fuel cost and emission cost at the second-stage.
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Table 7: DG deployment under different cost weight factor.

θ Location Category Capacity (kW) Number Total Capacity (kW)

1
4

WT
850 1

2850
26 2000 1

0.1
4

WT
850 1

2850
26 2000 1

0.01
4

WT
850 1

2850
26 2000 1

0.001

4

WT

1100 1

305019 850 1

26 1100 1

0.0001 19 WT
850 1

3050
1100 2

0.00001 19 WT
850 1

3050
1100 2
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6. Conclusions

This papre proposes a two-stage adaptive robust optimization framework

DDARDGP for microgrid utility to investigate the DG planning strategy in-

cluding category, type, number and location decisions. A novel data-driven

based uncertainty set construction method has been used to handle the uncer-

tainty of renewable power generations and load demand. As an independent

step of the system planning, the construction of uncertainty sets incorporates

spatio-temporal information from weather stations and smart meters, making

the framework adaptive to new data sets. A modified CC&G algorithm is

presented to solve the two-stage optimization problem within a reasonable com-

putational time.

Experiments were conducted using a modified IEEE 33-bus system. Both

dispatchable fuel-based microturbines and on-dispatchable RES-based DG units

are considered. Through the analysis of the impact of under different truncation

threshold values and confidence levels of data-driven uncertainty sets, the system

planner could find the tradeoff between the conservatism and robustness of the

framework. The effectiveness of the proposed DDARDGP framework is verified

by the comparisons with the budget uncertainty set and under different cost

weights of the objective. The simulation results show that the data distribution

is well captured by a combination of 9 polyhedral sets, resulting 0.3% reduction

of the total cost and 34.14% reduction on uncertainty estimation. The problem

of over-conservatism is avoided. In addition, the total installed RES capacity

will increase 200kW when cost weight changes from 0.01 to 0.001. Therefore,

the proposed DDARDGP is suitable for the system planner to accommodate

more renewable DG units due to public policy initiatives in practice.
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