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Abstract

There is a long history of the science of intelligent machines and its potential to provide scientific insights have been debated 

since the dawn of AI. In particular, there is renewed interest in the role of AI in research and research policy as an enabler of 

new methods, processes, management and evaluation which is still relatively under-explored. This empirical paper explores 

interviews with leading scholars on the potential impact of AI on research practice and culture through deductive, thematic 

analysis to show the issues affecting academics and universities today. Our interviewees identify positive and negative con-

sequences for research and researchers with respect to collective and individual use. AI is perceived as helpful with respect 

to information gathering and other narrow tasks, and in support of impact and interdisciplinarity. However, using AI as a 

way of ‘speeding up—to keep up’ with bureaucratic and metricised processes, may proliferate negative aspects of academic 

culture in that the expansion of AI in research should assist and not replace human creativity. Research into the future role 

of AI in the research process needs to go further to address these challenges, and ask fundamental questions about how AI 

might assist in providing new tools able to question the values and principles driving institutions and research processes. 

We argue that to do this an explicit movement of meta-research on the role of AI in research should consider the effects for 

research and researcher creativity. Anticipatory approaches and engagement of diverse and critical voices at policy level and 

across disciplines should also be considered.

Keywords Futures · Artificial intelligence · Impact · Science · Research policy · Productivity · Academia

1 Introduction

The rise and convergence of technologies such as Artifi-

cial Intelligence (AI) is shaping the way we live our lives 

in profound ways (Brynjolfsson et al. 2019; Mazali 2018; 

Park 2018). Concerns over the efficacy of Machine Learn-

ing (ML) and AI approaches in a range of settings affecting 

the social world such as in healthcare and education (Baum 

2017; Tsamados et al. 2021) make the ethicisation and gov-

ernance of AI (Bryson 2019; Mittelstadt et al. 2016) a matter 

of pressing concern.

These concerns extend to university research. Major 

funders of academic research have begun to explore how 

AI could transform our world and the role they can play in 

utilising AI as an enabler of new methods, processes, man-

agement and evaluation in research (Cyranoki 2019; UKRI 

2021). At the same time there is recognition of the potential 

for disruption to researchers and institutions (Procter et al. 

2020; Royal Society 2019) and clear challenges ahead. The 

growing emphasis on AI creates space for empirical research 

to shed light on the possibilities and challenges for research-

ers who play a key role in developing and applying AI for 

wider society.

Within current debates about the future of AI and human 

society, AI is considered in education (Aiken and Epstein 

2000; Serholt et al. 2017) and digital learning (Cope et al. 

2020) but less is understood about the effects on research 
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more broadly. Indeed, few have explored AI as an enabler of 

new research methods and processes, and forms of manage-

ment and evaluation and there is little empirical investigation 

of the academic response.

The role of AI within research policy and practice is an 

interesting lens through which to investigate AI and soci-

ety. Drawing on interviews with leading scholars, this paper 

reflects on the role of AI in the research process and its posi-

tive and negative implications. To do this, we reflect on the 

responses to the following questions; “what is the potential 

role of AI in the research process?” and “to what extent (to 

whom and in what ways) are the implications of AI in the 

research workplace positive or negative?”.

2  Contemporary research and AI

Research is global, fast paced, competitive and there is 

increased expectation to do more. The UK government tar-

gets investment of 2.4% of GDP in R&D by 2027 and 3% 

in the longer term. A new UK government roadmap1 sets 

ambitious targets for UK science and there has been rapid 

growth in AI research. NESTA (2019) reports on the recent 

evolution of research that 77% of the papers they identi-

fied for their work on AI research were published in the 

last 5 years.2 AI is implicated in researcher efficiency and 

productivity (Beer 2019). A performance focussed culture 

can use AI in pursuit of bureaucratic aims (Ball 2012) even 

though this might prove detrimental to individual identi-

ties and collective scholarly norms. While the deployment 

of AI might work toward satisfying funder expectations of 

research, increasing productivity, impact and interdiscipli-

narity (at least according to superficial metrics), it might also 

sacrifice the traditional roles of institutions and academic 

identities. With the advent of what was termed ‘Industry 

4.0’ (Kagermann et al. 2013)—a revolution in which AI will 

be central (Schwab 2017)—now is the time for HE to seri-

ously consider the responsible innovation and ethics of AI 

in research practice, culture and HEI governance (Samuel 

and Derrick 2020; Samuel et al. 2021).

Research is vital for the economy and its social charac-

teristics also extend to creating benefits for wider society 

and culture (UKRI 2020; Bacevic 2017). Academic research 

shapes academic culture (Wellcome 2020), informs teach-

ing (Ashwin et al. 2020), identifies new areas of knowledge 

(Gibbons 2000) , and fills gaps in existing knowledge (Hol-

brook and Hrotic 2013). The role AI could play in research 

adds a level of complexity to a system and the academics 

entrenched in its habits (Bourdieu 1988). AI potentially 

relieves researchers and institutions from mundane tasks, 

which saves time (AJE 2018) and arguably boosts speed and 

efficiency required in a (contested) market-driven university. 

Yet AI also presents concerns in how the use of AI in peer 

review introduces bias (Checco et al. 2021; Lee et al. 2013), 

how AI could miss nuance and surprise (Beer 2019) and 

how infrastructures developed for AI in research (such as in 

research management), could be used for surveillance and 

algorithmic management (Beer 2017; Williamson 2015). 

Building on Beer’s (2018) “visions of cultural speedup” as 

a result of the expansion of data-analytics and AI algorithms, 

we extend this to consider the effects for research creativity.

3  Current debates

The micro level of research has been less discussed and 

some similarities can be drawn from the effects of metrics 

(Wilsdon et al. 2015) and the need for responsible indica-

tors e.g. The San Francisco Declaration on Responsible 

Metrics (DORA) and Leiden Manifesto (Hicks et al. 2015). 

The research funding community (e.g. Research Council 

of Norway) have been using Machine Learning (ML) and 

AI techniques within the research funding system (in grant 

management and research processes) to increase efficiency. 

However, further steps are needed to examine the effects 

and to understand what a responsible use of ML and AI 

would look like. The research policy community is aiming 

to develop and test different approaches to evaluation and 

allocation of research funding, such as randomisation and 

automated decision-making techniques.

A recent review by UKRI provides a very clear steer 

on the role that research can play in ensuring a beneficial 

future with AI, suggesting that there is potential for “AI to 

allow us to do research differently, radically accelerating 

the discovery process and enabling breakthroughs” (UKRI 

2021, p.19). The Royal Society and cross-party think-tank 

Demos (2020) have conducted work with The Turing Insti-

tute into ways in which AI approaches are being used to aid 

scientific research processes. Funders led by The Global 

Research on Research Institute3 (RORI) convened to dis-

cuss AI as an enabler in research. Funders at the forefront 

of adoption of AI include the application of grant review-

ers from the National Science Foundation (NSF) in China 

and the Russian Science Agency. The countries that have 

seized AI with the most enthusiasm are those with major 

1 https:// www. gov. uk/ gover nment/ publi catio ns/ uk- resea rch- and- devel 

opment- roadm ap.
2 https:// www. nesta. org. uk/ report/ seman tic- analy sis- recent- evolu 

tion- ai- resea rch/.

3 The Research on Research Institute (RORI) consortium includes 21 

partners, drawn from 13 countries or regions https:// resea rchon resea 

rch. org/.

https://www.gov.uk/government/publications/uk-research-and-development-roadmap
https://www.gov.uk/government/publications/uk-research-and-development-roadmap
https://www.nesta.org.uk/report/semantic-analysis-recent-evolution-ai-research/
https://www.nesta.org.uk/report/semantic-analysis-recent-evolution-ai-research/
https://researchonresearch.org/
https://researchonresearch.org/


AI & SOCIETY 

1 3

issues in terms of scale and volume of research (Vigli-

one 2020; Wilsdon 2021). In that context there is focus on 

positive outcomes and possibilities of AI. In addition, there 

is increased focus on the ethical pitfalls of AI across the 

world and in establishing design principles and guidelines 

(Bryson 2016; Hagendorff 2020; Jobin et al. 2019). It is 

easy for the focus on positive outcomes to be coloured in 

the West where there is an assumed preference for human 

based decision-making approaches through peer review—

perhaps the least imperfect of a range of approaches (Wils-

don 2021). Bearing cultural factors in mind, little is actu-

ally asked about what changes would be beneficial. Care is 

needed to avoid approaching this question with the assump-

tion that all is working well without pausing to criticise 

assessment, metrics, the application of narrow criteria in 

indicators for impact, research integrity, reproducibility 

for narrowing diversities, for encouraging systemic bias 

against types of research or researchers, or diverting atten-

tion toward only that which is valued or trackable rather 

than what is precious and valuable (Chubb 2017).

The debate is about what we mean by efficiency and 

productivity in research and whether speeding up—to keep 

up, is epistemically good. Reminiscent of an ‘accelerated 

academia’ (Martell 2017; Vostal 2016). While AI is seen as 

having huge potential to support interdisciplinary knowl-

edge exchange, there may be deeper effects of using AI to 

further research policy and funders’ agendas. These may 

challenge traditional notions of a university and what it 

means to be an academic (Chubb and Watermeyer 2017; 

Clegg 2008; Harris 2005) which may or may not have 

‘good’ consequences.

This empirical paper first provides context for the 

role of AI in the research landscape of the UK. A litera-

ture review of the existing research on AI in science and 

research is followed by an account of the methods. This 

paper reflects on the deductive thematic analysis of inter-

views with leading scholars who were asked about the 

role they could see AI playing in the research process. The 

paper aims to provide an empirical account of academic 

views on the potential deployment of AI in research. 

Authored by an interdisciplinary team of researchers (phi-

losophy, computer science and social science) this paper 

aims to contribute to understanding about the broader 

societal and cultural impacts on higher education and 

research from which we hope to promote and engage aca-

demics and policy in a broader debate. The findings with 

respect to individual and collective benefits and concerns 

for research and researchers are presented and represent 

analysis of interviews of AI futures scholars from a range 

of fields. The implications for the thoughtful implementa-

tion of AI in the research process are discussed and sug-

gestions for further research are then made.

4  Defining AI

AI is often described as an ‘umbrella’ term for a range of 

approaches to solve data-in-data-out problems which are 

usually presumed to require intelligence when solved by 

humans and other animals, distinct from deep and machine-

learning techniques which are subsets of AI. AI operates on 

data to generate new data which solves a pre-specified prob-

lem. Hence, AI captures a very wide range of technologies 

applied to decision-making problems in natural language 

processing, forecasting, analysis and optimisation with a 

range of interpretations of data as things such as speech, 

video, robot movements, weather forecasting and human 

purchasing behaviour. AI does not include deeper human 

and animal abilities such as the creation of meaning, the con-

nection with others and the ability to feel and think, except 

where aspects of meaning, connection, feeling and think-

ing can be encoded as data-in-data-out decision problems. 

Research such as Bostrom (2017) refer to AI developments 

to date as ‘narrow AI’, postulating a human level of decision 

making: Artificial General Intelligence (AGI) considering 

the (probably distant) possibility of Artificial Superintel-

ligence. Many of our participants felt that speculation over 

whether the latter was possible was distracting from the 

pressing current issues of AI usage.

5  Exploring the use of AI as a research tool

The literature presents the use of AI in research as posing 

both opportunities and challenges. There is excitement about 

the opportunities AI brings for analysing large amounts of 

unstructured data (Van Belkon 2020) , increasing the amount 

of data-based research which can be performed, providing 

community impetus to the curation of big scientific datasets, 

and simplifying and speeding up the research process. At the 

same time, there is concern about the stability of academic 

skills and jobs, coupled with a sense that traditional norms 

of academic knowledge production might be at risk (Bry-

son 2016). Much literature relates to how AI will benefit or 

impede forms of productivity, collectively and individually. 

However, the meaning of “productivity” itself is debated 

and is not solely limited to notions of an audit culture in 

HE (Holmwood 2010). With respect to research, there is no 

doubt that there is an increasing expectation for researchers 

globally to publish quickly (Powell 2016). Debates about 

research productivity have shifted more toward considera-

tions of quality rather than quantity and the scholarly com-

munication process is said to be under strain (Checco et al. 

2021). True, research productivity is seen to decrease in 

terms of the quantity of publications and academic output 

(Bloom et al. 2020) yet the literature also notes an increase 
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in quality (Hill 2018). Additionally, there is a strong public 

perception that the ubiquitous growth of AI will impact the 

future of work (Royal Society 2018a, b) and expert surveys 

have revealed widespread thinking that AI could outsmart 

humans by 2045, at least in a narrow sense (Bostrom 2017). 

This remains highly contested by commentators (Etzioni 

2016). The rate that AI is accelerating and its potential to 

‘replace’ human intelligence causes public fear (Arntz et al. 

2016; Muller-Heyndyk 2018) about loss of jobs. More posi-

tively, AI could replace mundane tasks or those which are 

seen as narrow or repetitive. Hence, while some have asso-

ciated this fear with the loss of lower skilled labour, oth-

ers warn that white collar workers (such as academic roles) 

might also face competition from technology. Some argue 

that it is a mistake to fear the future of work and it is simply 

that jobs will change (Beyond Limits 2020; Reese 2019). 

In this scenario AI would replace only human ‘drudgery’. 

There is acceptance of AI if its role is limited to assisting in 

augmenting performance and task substitution (Grønsund 

and Aanestad 2020). For others, who share the opinion 

that AGI is imminent (and is as powerful as human intel-

ligence4), human capabilities, and thereby their work roles, 

will be rendered obsolete. While outside the scope of this 

paper, this could usher in a new era of creativity and good 

living for the human race, if we can collectively work out 

how to share the bounty from AI productivity. In the context 

of research, the threat of AI to jobs is feasible though there 

are distinct issues when we consider the nature of academic 

work, its history, and its values.

Research into how AI and digital technologies will 

impact research and science culture is relatively early stages 

(Checco et al. 2021). In addition to debates concerning the 

role of AI in productivity and the future of work, the use of 

tools to assist with other aspects of academic life is gaining 

traction. Publishers have piloted AI tools to select review-

ers, check the efficacy of papers, summarise findings and 

flag plagiarism (Heaven 2018). Other tools like ‘AIRA’—

an open access publisher’s AI assistant—generate recom-

mendations to help assess the quality of manuscripts (Dhar 

2020), and while AI to support journal editors has reduced 

the duration of peer review by 30% (Mrowinski et al. 2017) 

the outcome remains with the editor. Skepticism over the use 

of biased AI tools to conduct reviews is regularly described 

in the literature (Checco et al. 2021) whereas AI to identify 

discrepancies or errors is better received i.e. for use with 

respect to compliance or plagiarism. For instance, an AI 

tool 'statcheck' developed by Nuijten et al. (2016) revealed 

that roughly 50% of psychology papers included statistical 

errors. Such benefits continue to be debated alongside con-

cerns that AI in peer review will simply reinforce existing 

biases (Checco et al. 2021; Derrick 2018) and the impact of 

using machine-learning in peer review or to guide research 

funding continues to be debated (Spezi et al. 2018; Weis and 

Jacobson 2021). There is some way to go before such tools 

replace a human evaluator. Studies consistently describe AI 

as a ‘risky fix’ and view it as a ‘runaway process’ in science 

(Hukkinen 2017). The Alan Turing Institute and The Royal 

Society (2019), raised a number of benefits and challenges 

arising from the increased use of AI in science. Notably, 

that AI combined with access to large amounts of data could 

be a ‘key enabler’ for a range of scientific fields ‘pushing 

the boundaries of science’, helping researchers to see pat-

terns in data, find trends, clean and classify data, bridge gaps 

between datasets and make highly accurate predictions from 

complex data (2019, pp. 2–3). The near term benefits of AI 

seem wide ranging, but in the longer term, AI could prompt 

‘unforeseen’ outcomes, potentially leading to a reframing 

of disciplines, modes and methods of knowledge produc-

tion (Gibbons 2000; Nowotny et al. 2003). Our paper aims 

to contribute to the discussion about what developments in 

AI mean for a future scientific research culture which might 

rely more on digital technologies to enhance the research 

process and environment.

6  Methods

The paper reports on the findings from (n = 25) interviews 

with leading academics working in AI futures or the appli-

cations of AI to human creativity from a range of disci-

plines (Table 1) from the UK, Europe, Canada and the 

US. Scholars were contacted following a review of the 

literature for recently published works in the area of AI 

and futures. Their responses to a question on the role of 

AI in research from the perspective of scholars was then 

deductively and thematically analysed.

Table 1  Participants grouped by cognate field and by discipline (n = 25)

Physical, natural and life sciences (8) Computer science, electrical engineering, AI, graphics and robotics, informatics, human–robot 

interaction

Social science and related disciplines (12) Geography, education, educational psychology, futures research/STS, business, psychology, race and 

gender studies, sociology

Arts and humanities (5) English literature, philosophy of science, music, digital and interactive storytelling, theatre and film

4 AGI. A contested term, https:// intel ligen ce. org/ 2013/ 08/ 11/ what- is- 

agi/, broadly AI with human level performance.

https://intelligence.org/2013/08/11/what-is-agi/
https://intelligence.org/2013/08/11/what-is-agi/
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Interviews were conducted face-to-face online and ana-

lysed during the Covid-19 pandemic. Interviewees were 

identified following a comprehensive review of the litera-

ture on AI futures and the impact of AI, and a mapping of 

the AI research landscape institutes, centres and universi-

ties. Following the (non-exhaustive) mapping exercise of 

websites, university pages, and social media, and consul-

tation across the research team and wider academic com-

munity within the institution, it was decided that it would 

be prudent to consider ‘futures research’ within the context 

of the domain of use of AI (Börjeson et al. 2006; Jenkins 

et al. 2010). A draft interview schedule was developed and 

piloted locally based on three categories: home, leisure 

and culture. Interviewees were asked to describe the role 

they personally could see AI having in their workplace 

(in this instance, the university environment). They were 

then promoted to consider its use in teaching, research and 

administration. Responses with respect to research were 

deductively coded and then thematically analysed. We 

combined thematic analysis (Braun and Clarke 2006) with 

qualitative thematic data analysis (Miles et al. 2014). This 

paper reports on the deductive findings from one aspect of 

our research: the role of AI in the university workplace, 

with a focus on research. The effects of AI on teaching, 

though described regularly by participants, is not consid-

ered in this paper (instead e.g. see Serholt et al. 2017).

7  Limitations

Interviews were conducted during a National Lockdown 

Summer, 2020 and this may have affected participants’ 

responses, at a time of multiple crisis (Simmel 2010). 

It can be difficult to develop a rapport with participants 

online and so, ahead of each interview we explained the 

session and offered an informal (non-recorded) chat before 

the main interview. We also offered interview timing flex-

ibility, and made clear the option to withdraw or resched-

ule. The efficacy of such methodological practices during 

lockdown have been shared with the community (Jowett 

2020). While generalization of an initial small scale quali-

tative study is difficult given the representation of disci-

plines, this research adds richness to existing issues and 

shows how AI can intersect with research from those at the 

cutting edge of its development and critique. The analysis 

was conducted across three disciplines.

Criteria for inclusion included proven expertise within AI 

through academic publication and current position within a 

research organisation/HEI. We aimed for a gender balance 

where possible, despite the preponderance of one gender 

in some disciplines. Stathoulopoulos and Matteos-Garcia 

(2019), report “while the share of female co-authors in AI 

papers is increasing, it has stagnated in disciplines related 

to computer science”. Despite this, 16/25 (64%) of our sam-

ple are female. Interviewees had expertise in the future of 

AI across a wide range of disciplines. We created a cod-

ing framework, identifying deductive and inductive codes. 

For the purposes of attributing participant involvement to 

verbatim quotation, we provide disciplinary field informa-

tion and a unique numeric indicator. All interview data were 

anonymised at the time of analysis with individual identi-

fiers used to denote verbatim quotations. Data were stored 

securely on a password protected computer with recordings 

deleted after use. Consent was gained for the audio-record-

ing and transcription of interviews.

8  Findings

Interviewees all commented on the prevalence of AI in 

research and in most aspects of modern life. AI is seen 

by our interviewees to have huge potential in connecting 

knowledge and knowledge producers, while also presenting 

concerns with respect to the future of work and to equal-

ity and fairness across disciplines and career stages. Below, 

we analyse interviewee responses related to benefits for 

first individual and then collective use. Then, we look at 

the more challenging aspects identified by participants and 

consider how the role of AI might disrupt academic activi-

ties. Our interviewees provide compelling arguments that 

whilst AI has great potential in research, it is incumbent 

upon actors across the research ecosystem (academics, insti-

tutions, funders and governments) to ensure that it is not 

used as another bureaucratic tool which further metricises 

and destabilises research quality and academic identities and 

expertise.

8.1  AI for individual researcher use

The most commonly reported use for AI was to help with 

narrow, individual problems: to help researchers reveal pat-

terns, increase speed and scale of data analysis and form 

new hypotheses. Many felt that the advent of web searching 

and online journal repositories had made it easier to ‘keep 

up’ with a fast moving research landscape. This was seen 

as transformative and was considered positive by most of 

our respondents. One participant argued that web searching 

enabled working across disciplines, enhancing their career:

...people get very good at using search algorithms and 

being discerning in the results that they choose, getting 

up to speed on a topic very, very fast, and then being 

able to digest and provide the information that was 

needed. So that’s [a] position that only really exists 

because of web search algorithms, because of AI. I 
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would say all my working life I have done jobs that 

have only existed because of AI, that AI being the web 

searching algorithms (Arts and Humanities 15).

Almost all participants described how AI was already 

in use in the work environment, particularly that of higher 

education, in terms of enabling research practices and teach-

ing. Several used the mode in which the interview was being 

conducted (online, using Zoom) to describe the everyday 

use of AI features:

…to make Zoom calls have blurred backgrounds, or to 

make pictures look as if they are taken with an expen-

sive lens—that is AI heavy lifting. AI—things that are 

doing automatic voicemail transcription and tran-

scribing research notes - AI is great for that kind of 

thing (Physical, Natural & Life Science 06).

Some commented on the role of AI and algorithms in in 

music or film research to boost creativity, or save time:

I think storytelling has a role to make us see the world 

differently and I would love AI to be used in that direc-

tion (Arts and Humanities 17).

There’s lots of [AI] stuff out there now where you can 

press a button and you can get music in a certain style. 

Certain things that I use now that take me a long time, 

that I find clunky, so maybe certain pieces of software, 

I would like to be able to, you know, use in a more 

efficient manner (Arts and Humanities 13).

The growing use of algorithms in research in hard to 

reach environments was also described:

We’re using algorithms more now than we did even 

a few months ago because we can’t be present, you 

know, so lots of other things that we can’t check and 

verify, we are using models to check (Social Science 

10).

While the role of algorithms is increasing because of the 

volume of data they can deal with, this is largely seen as a 

problem orientated narrative, whereby AI is employed to 

solve problems. There is also a need to think about how 

those algorithms are interacting in particular social spheres 

and crucially who they affect (Noble 2018).

8.2  AI and narrow tasks

With AI already used in research, some of which has been 

greatly accelerated because of the pandemic, over half of 

the participants then went on to describe how AI helps with 

narrow tasks and increases personal productivity.

I think thinking small, thinking narrow, what are the 

individual problems that AI could be helpful with, we 

can think of just personal productivity in terms of the 

AI that is in your computer, helping you with search 

functions (Physical, Natural and Life Science 06).

Here, AI is seen to reduce tedium and is welcomed if it 

is doing a very specific job or answering a specific question 

such as:

Has somebody looked at this chemical before and have 

they found whether it will oxidise aluminium nitrate 

or something? and then you type that sentence in and 

you get competent search results coming back nicely 

summarised (Physical, Natural and Life Science 06).

Several noted how AI could systematise the practice of 

literature searching by “trawling” through a lot of abstracts 

and then selecting those which might be relevant. Indeed, 

some reported the everyday use of such tools in their 

research team, to do ‘the heavy lifting for us’ (Engineering 

06) e.g. see Paper Digest. Participants suggested that search-

ing and summarising papers were the kinds of tasks that 

were ‘time consuming’, involving ‘endless drudgery’ (Physi-

cal, Natural and Life Science 21; Arts and Humanities 04). 

While another felt that those same skills defined them as a 

researcher “some people dedicate their life to learning those 

skills (Psychology 12). Reflecting on Ewa Luger’s work on 

AI and accounting, one participant was clear in promoting 

understanding about the role of skills in particular profes-

sions; “it is not about some people liking it, it is how the skill 

is built up about being an accountant. It is the same with 

radiologists, they look at for example an x-ray every seven 

seconds, an x-ray goes by or a mammogram goes past them, 

and they build up the visceral skills of understanding what to 

do, and what the point is, the next generation of accountants 

will not have that.” Instead, Luger suggests that something 

else has to go in its place. They go on to suggest that “it is 

not just about deskilling, it is actually understanding what 

those skills are before you rip them away” (Physical, Natu-

ral and Life Science 17).

One participant described how their subject area was so 

broad that filtering out the ‘wrong’ information would take 

years, affecting their ability to be ‘productive’.

Right now I’m working on a meta-analysis and I’ve 

been going through tons and tons of papers, and it’s 

so dumb… Still after months of trying I still don’t have 

a good way to narrow it down by idea … I mean you 

could imagine having an AI do some of that work for 

you. Wouldn’t that be nice if I could? (Physical, Natu-

ral and Life Science 02).



AI & SOCIETY 

1 3

8.3  AI and emotional labour

Participants referred positively to AI as long as tasks did 

not require ‘emotional elements’, suggesting that a line is 

perceived in terms of how far we are willing to accept AI 

into our lives and work:

When it comes to looking at different articles etc, AI 

can do it way more quickly than humans can, but when 

it comes to making a sentence out of it or a verdict, 

then you also have like emotional elements attached...

AI can augment human intelligence in different ways, 

but I don’t think we should make the mistake of trying 

to make them emotional because they will never really 

be emotional (Social Science 11).

Participants talked about AI as a personal aid tasked 

with mundane, everyday research tasks, such as informa-

tion retrieval:

We are never going to have money to pay a research 

assistant to do this kind of [mundane information 

retrieval] work - it’s terrible - AI come here and do 

your magic (Physical, Natural and Life Science08).

Whilst many felt using AI to sift through large quantities 

of data and literature was positive, they had ‘mixed feelings 

because this might diminish the enjoyment and satisfaction 

of the job,

So, if something else could do it for me, I don’t know, 

but I’d feel like if somebody else could... if something 

else or somebody else could do that for me then I doubt 

that they would just stop there and not be able to do 

the second step as well and then I’m sort of not just 

out of job but out of a big passion, you know (Physical, 

Natural and Life Science 02).

Other respondents were positive about working with 

AI to save time in relation to a range of niche tasks, such 

catching up with what their peers are doing. This might 

be more effective than traditional methods such as confer-

ence attendance, yet “potentially less effective still than 

going to a team meeting or going for coffee with your col-

leagues” (Arts and Humanities 12). Though much of the 

literature about the use of AI in research relates to peer 

review, most of our participants did not mention it explic-

itly. One, however, explained that where human oversight 

was required, they would not welcome the use of AI.

I cannot imagine good peer review done without 

humans... well, definitely human oversight but so 

much human intervention that it wouldn’t be that 

different from what’s happening now. I just can’t 

imagine it being possible for that to be done by a 

machine (Social Science 14).

Interestingly, not a single participant mentioned the use 

of AI in research evaluation, another process which relies 

on peer review and human judgement. Where AI is making 

judgments, all participants expressed concern about bias. 

In particular, participants warned against the use of AI 

for decision making when a system is reliant upon train-

ing that is built on historical data. When applied to the 

recruitment of students and staff in universities it becomes 

a social justice issue.

I would particularly worry about the application of 

AI in student admissions [...] I can see how there 

would be pressure to add AI to the mix and especially 

because it’s so time-consuming and its very people 

intensive, what I would really be afraid of is if a part 

of the process would be automated because what you 

always see when processes get automated the outliers 

disappear, the outliers get ignored or brushed over. 

I can understand that people hope to take out the 

personal bias of the interviewers, but it could also 

introduce a whole load of historical bias (Arts and 

Humanities 04).

Instead participants preferred that AI should augment 

and assist human judgement:

Instead of trying to copy human intelligence why not 

find ways and augment it instead of trying to substi-

tute it (Social Science 11).

One participant explained how AI could be used in 

the near future to bypass traditional means of knowledge 

production:

I think there is certainly potential for significant 

speedup of research findings, I think there are certain 

fields that are genuinely amenable to just machine 

discovery of new theories, particularly very large-

scale collection of new data and hypothesis genera-

tion from the data (Arts and Humanities 12).

Many talked about how research is proliferating so fast 

that it is difficult for researchers to keep up:

In academic life and in research [...] the rate at 

which we’re publishing stuff is exploding. We 

shouldn’t be doing that. But it is happening. So I 

think the key challenge for the future will be to navi-

gate knowledge (Physical, Natural and Life Science 

17).

Productivity is bound to the navigation of vast amounts 

of research. AI is helpful if it suggests useful literature. 

Researchers can then train the algorithm to do better next 

time around. Participants remarked on the variance of the 

effectiveness of such tools to get to the heart of the data 
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or information, suggestive again of the need for human 

insight.

8.4  Increasing personal productivity

Participants explained that the main individual benefit of 

AI was the navigation of knowledge and streamlining the 

research process:

I would say one area that it could possibly be useful 

is just streamlining the research process and helping 

to maybe—for me, it would be helpful taking care 

of the more tedious aspects of the research process, 

like maybe the references of a paper for instance, or 

just recommending additional relevant articles in a 

way that is more efficient that what is being done now 

(Social Science 04).

AI was seen to help with accessing large amounts of data 

at speed and improving decision making by showing patterns 

at a scale difficult for humans to see:

In research - with all kinds of data aggregation, you 

can imagine being able to sort of let an AI loose on 

historical data and seeing what new kinds of things 

can be found. On the other hand, new hypotheses 

that can be tested, questions that can be asked simply 

because then the computing power and ability will be 

available (Arts and Humanities 04).

Participants referred to the fact that AI can free up time, 

enabling researchers to work on other things at the same 

time as conducting primary research. Here, participants 

strongly prefer AI that complements rather than replaces 

human expertise. This is particularly the case for certain 

disciplines when AI is used to discover new theories through 

large-scale data collection and hypothesis generation. The 

use of archival data in humanities research is one such area:

I mean if [AI] could go through all the archives I pains-

takingly try to go through and tell me where things are, 

organise stuff for me in much more convenient ways to 

analyse historical stuff - going through my own data 

without me having to programme things painfully? Oh 

gosh I would embrace it (Arts and Humanities 04).

Using AI technologies for individual use is where 

most benefit is perceived. We find that AI is welcome if 

it improves productivity and saves time. Specifically, AI is 

repeatedly viewed as beneficial for the navigation of knowl-

edge, in the context of increased expectations to publish. 

When ‘let loose’ on large datasets AI has the potential to 

generate hypotheses and in turn increase collection and 

analysis capacity to streamline the research process:

There are certain fields that are genuinely amenable 

to just machine discovery of new theories, particularly 

very large-scale collection of new data and hypothesis 

generation from the data (Social Science12).

Normally the scientific progress goes like this, so you 

have a hypothesis and then you collect data and try 

to verify or falsify the hypothesis, and now you have 

the data and the data, so to say, dictates you what 

hypothesis you can find. So, this is how methodologies, 

scientific methods are changing (Social Science 01).

As scientific methods embrace AI, one participant reports 

the potential for things to become more complex in an 

already overly-bureaucratic system:

It's a double edged sword because it has made it easier to 

increase the complexity of bureaucracies and forms and 

processes and procedures so it’s one step forward and 

maybe one step backwards in terms of the amount of time 

and energy it takes. I mean, you know, we see similar kinds 

of complexity (Physical, Natural and Life Science 03).

AI might be seen to add complexity because of the steps 

and processes that are inherent to its design. In order for it 

to be beneficial, participants stressed the need to be put in 

the conditions to be able to benefit from it and that requires 

that sort of social capabilities e.g. increased understanding 

of the remits and capabilities of current systems and trans-

parency. Over half of our participants spoke to the need for 

explainable and transparent systems that take into account 

the social context:

There’s a bit of a tendency in the kind of engineering 

and computer sciences to sort of reduce what are quite 

complex things to quite simple things, like explainabil-

ity, for example, or legibility. There’s a very kind of 

complicated social context that needs to be taken a bit 

more seriously, I would say (Social Science 23).

8.5  AI for collective use

Most participants welcomed the idea that AI could support 

collective activities that inform research culture and expecta-

tions, including citizen science, impact activities, and inter-

disciplinary working. The most cited benefits from AI were 

(1) its effects on modes of knowledge production, increasing 

freedom to conduct blue skies research; (2) facilitation of 

engagement and impact activities and (3) to act as a ‘bridge’ 

between research cultures, boosting interdisciplinarity.
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8.6  Modes of knowledge production

Participants felt that AI could release researchers to pursue 

new areas of ‘blue skies’ research, conduct engagement and 

impact activities, and work across disciplines:

I feel the human mind and human curiosity will inevi-

tably just be freer and more open, and quite honestly 

the cultural pursuits are one thing, but I really feel 

scientific pursuits will be another exploration, so sud-

denly if our world is running more efficiently, if we are 

not—you can imagine AI in policy making, eventually 

optimising how we use energy in the country. So, we 

will be able to focus more on human beauty and human 

knowledge. It feels like there will be more scientists 

who are doing basic research in trying to understand 

the world ourselves fundamentally (Arts and Humani-

ties16).

Where AI is critical in the development of new modes 

of research and knowledge production the key benefits are 

noted with respect to career stage and discipline. One par-

ticipant noted the potential for ECRs to benefit from AI 

because of access to big datasets.

I mean if you look at, you know, the sort of average 

postdoc of three years, how much data you can collect 

and analyse in that period could increase drastically 

(Physical, Natural and Life Science 11).

Similarly, with respect to academic discipline, another 

participant suggested that AI could collectively benefit the 

arts and humanities, from which one could see a new mode 

of critical engagement emerge:

I’m hoping that the idea that a text might be writ-

ten by an AI rather than a human, over the next few 

years leads to a realisation and a new kind of criti-

cal engagement with texts where it just becomes much 

more the norm that people question the authorship of 

the texts that they read critically and that kind of criti-

cal reading is something that certainly is and should 

continue to be key in humanities education and I think 

many humanists would see AI as encroaching comput-

ers into the field, but I think there are lots of oppor-

tunities within digital humanities to use AI (Arts and 

Humanities 04).

Quite how far these new modes of production might 

encroach on traditional disciplinary norms is not yet known 

but there were moments in the data suggestive of discipli-

nary challenges, whereby scholars might be disadvantaged 

by virtue of their training to benefit from AI:

Being in a humanities department, one of the big chal-

lenges I see is helping people bridge between quite dif-

ferent areas of expertise. I think that’s a challenge that 

people are already trying to work on bringing the tech-

nology under the fingertips of students, or researchers 

who, by virtue of their background or interests, can’t 

use it themselves, but would be interested in using it. 

So, I see that as a major challenge (Arts and Humani-

ties 13).

8.7  AI and impact

Several participants noted that AI could benefit multidis-

ciplinary research teams with regards to open innovation, 

public engagement, citizen science and impact. When con-

sidering the role of AI in research, participants regularly 

referred to the idea that AI could act as a bridge beyond the 

university context and that boundaries could be expanded 

through greater participation in science. If used to support 

researchers to develop links with others and to build impact, 

AI could highlight the University’s civic role. As one par-

ticipant described it “communicating the potential benefits 

of our research to the wider world. AI can help us do that” 

(Arts and Humanities). One participant thought of AI as a 

kind of potential co-creation tool:

… There is a co-creation between a human author 

and AI that then creates a new type of story and what 

would that be and, more importantly, what are the 

conditions for this to be a real co-creation and not 

being one controlling the other or vice versa (Arts and 

Humanities 18).

The release from narrow individual research tasks, men-

tioned earlier, was also seen to result in the time to deliver 

impact activities more effectively. One explained how aca-

demic research takes too long to move beyond the academy 

“we are used to doing research that always takes so much 

longer, we don’t work on the same timescale [as potential 

users of the research] and it’s super frustrating.” (Physical, 

Natural and Life Science08). Research impact takes time and 

effort and so AI’s ability to build connections could speed up 

the process. One participant suggested that AI could allow 

“the vision of the open source community applied to AI” 

(Arts and Humanities12). However, these infrastructures, 

once established could also be used for many more nega-

tive and intrusive purposes. Some participants warned about 

potential threats to expertise where over-use of AI could 

render academics ‘generalists’, which could be both posi-

tive and negative. On the one hand, it could be unhelpful at 

a time when the role of expertise is challenged in the public 

and political sphere (on the other the contrasting view that 

enabling scientists as generalists might also be key to mak-

ing societally useful advances in science and the emergence 

of real evidence about public attitudes towards expertise as 
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positive e.g. see Dommett and Pearce 2019). Commenting 

that many researchers might become generalists, one par-

ticipant expressed concern about working across disciplines 

they didn’t train in. Despite this, AI was mostly viewed posi-

tively for increasing potential to work across disciplines and 

with publics “the problems of discipline exclusivity and peo-

ple not being able to talk across disciplines or understand 

each other and those barriers have really been broken down 

by AI” (Arts and Humanities 12).

8.8  Inequality, fairness and bias

Whilst impact is perceived as a benefit, some participants 

expressed concern over using AI to deliver impact activi-

ties with respect to inequalities and biases. One provided an 

example of where AI systems were used to promote aware-

ness of HIV amongst high-risk populations. The AI selects 

peer leaders within communities of homeless youth to sup-

port awareness building. Concerns were expressed about 

“the potential intensification of existing inequalities that 

can happen (Social Science10). Several expressed concern 

over rising inequalities and felt that AI is only exacerbating 

unevenness in society; “the hugely and dramatically accel-

erating inequalities that are coming out of this” (Physical, 

Natural and Life Science 21), specifically that:

AI might amplify existing social inequalities among 

the youth of different genders, races, socio-economic 

statuses (Social Science 24).

One participant described AI as “a mirror to ourselves” 

(Futures 11) complete with biases. Generally, AI bias occurs 

because the data we put in are biased, due to human deci-

sions in data curation and collection. Several interviewees 

suggested research to focus on explainability, trust and fair-

ness. An important consideration therefore is who benefits 

from AI research and usage.

Even more important is the common understanding 

of how we can create AI systems that are ethically 

responsible (Social Science 11).

8.9  AI and interdisciplinarity

Our research suggests that AI has potential for boosting and 

supporting interdisciplinarity. Overwhelmingly, participants 

saw real potential for AI in bridging disciplines, which could 

also reorientate research priorities. For instance, AI can 

‘match-make’ people across disciplines.

Some abolition of disciplinary boundaries, some sig-

nificant massive participation of subjects of study in 

the design and carrying out of research that is affect-

ing their lives and hopefully pretty soon a reorienta-

tion of research priorities to better match what people 

are generally interested in (Arts and Humanities12).

References to AI as match-maker were common in our 

interviews: “in a world where you’ve abundant and diverse 

interests and abundant and diverse high quality information 

sources, the trick is matchmaking” (Arts and Humanities 12). 

One participant notes that using AI to match-make academ-

ics, would require consideration of buy in, trust and privacy: 

“making such connections could happen but it requires 

engagement from different actors in the sector “a world that 

is more kind of embedded in a multistakeholder conversation, 

of course that’s the utopian vision, there is also a dystopian 

[side] to it” (Social Science 19). The opportunity is large, as 

AI could greatly extend the boundaries of collaboration (Lee 

and Bozeman 2005). Participants noted:

My positive vision is that we adopt some version of 

extreme citizen science where the boundary of who 

gets to contribute to research is significantly opened 

up, where everything is much more modular: there is a 

cloud of hypotheses, a cloud of data, a cloud of finding 

ways of connecting these to much better language, very 

good training, lots of ways of recruiting volunteers or 

collaborators to whatever interesting project that you 

have (Arts and Humanities 12).

I suppose one of the benefits I’m already seeing which 

I think is really advancing quite quickly is the kind of 

interdisciplinary collaboration, working much more 

closely now with computer scientists and mathemati-

cians and physicists in my university than I did before 

(Social Science 10).

This gives rise to the challenge of tailoring AI training to 

the needs of researchers with a wide range of disciplinary 

backgrounds.

8.10  The academic role

Another theme related to how AI could affect the academic 

role. One participant talked about how the shifting landscape 

of HE had the potential to challenge traditional roles:

If we are moving into a world where everyone is a 

continual learner and potentially everyone is a teacher 

(maybe not everyone but certainly many more people 

than we can think of as traditional professors), then 

the challenge becomes matchmaking. And having that 

matching be done by AI systems is probably the way 

you would need to go partly because this is not some-

thing that humans have traditionally been very good at 

and also because the scale is huge. (Arts and Humani-

ties 12).
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They go on to envision a rather exciting future, a “trusted 

ecosystem… matchmaking learners and academics where 

the academic part will probably be heavily augmented with 

AI”.

Arguably, every skilled profession is in a state of evolu-

tion requiring continual learning, changing academic modes 

of interaction, roles and career trajectories. Some partici-

pants welcomed this enthusiastically and felt that AI will 

not take away from researchers and educators, but instead 

create new roles:

In AI-supported learning environments, there’ll be 

even more need for educators and teachers and teach-

ing, even more need than ever before. In many more 

places, not just schools and universities, but work-

places, community organisations, so people who are…

people who facilitate any community of practice in an 

online environment are involved in knowledge manage-

ment, learning organisations, in a broad sense (Social 

Science 09).

The same participant went on to suggest that AI would 

lead to new forms of labour “a profoundly modern job… 

and a new economy” (Social Science 04) where AI could 

transform worklife for academics in positive ways. Another 

participant noted that whilst AI is often associated with low-

skilled labour, many of those tasks which AI can and will 

perform are currently seen as skilled labour and higher-pres-

tige white collar jobs are susceptible to automation: “it is 

interesting that some of the higher-prestige white collar jobs 

are maybe more susceptible to automation than something 

like a food delivery service” (Physical, Natural and Life Sci-

ence 06). Such comments are exemplified by suggestions for 

automating aspects of research. One participant suggested: 

“we should organise the university like a gym with an app” 

(Arts and Humanities 17). Participants referred regularly to 

the use of AI to help university functionality more gener-

ally such as building maintenance, cleaning, food selection, 

finances and logistics. All of these use cases have the poten-

tial to indirectly and positively affect research.

8.11  The future of academic labour

The potential of AI to alleviate work pressure comes with 

an associated paradox, in which personal gain requires a 

sacrifice of privacy through the gathering of large amounts 

of data on individuals:

You could imagine a university of the future where 

there would be much, much, much more data on 

people and much more understanding of how they 

learn… I have mixed feelings about it (Physical, 

Natural and Life Science 02).

When imagining a use for AI in the context of any 

domain of (human) work, there were concerns about the 

loss of jobs. In particular, this was seen to threaten certain 

groups, including early career researchers and researchers 

from the arts and humanities:

We’ve seen the hiring of fewer and fewer staff in 

terms of research within the humanities (Social Sci-

ence 25).

Participants commenting on the use of AI in the human-

ities suggested that human knowledge will still be required 

alongside AI: 

There will still be people who are studying urban plan-

ning, even though there are urban planning AI—there 

will be people doing that. If [the AI agents] are doing 

it better than us, fine—we will have scholars preserv-

ing the human knowledge and then pointing to why 

the AI knowledge is so much better. It just comes down 

to ego or not, in that case. (Arts and Humanities 16).

The implicit challenge of the word ‘better’ in this case 

provokes debate about the role of metrics in HE. The need 

to ensure that ‘unemotional’ AI only compliments and 

does not replace human knowledge with ‘deep informa-

tion’ is particularly pertinent to certain collective groups, 

such as the arts and humanities who may find it difficult to 

objectively measure their cultural value and impact (Ben-

neworth 2015; Belfiore 2015):

With budget cutting scenarios, I wonder to what 

extent various kinds of programmes that don’t fully 

work will be used to justify attrition of things that are 

currently done by people (Social Science 25).

Despite relative confidence among our participants that 

AI will not replace established academics, AI is seen to 

potentially challenge more precarious groups. Whilst AI 

is presented here both in positive and negative terms, it is 

already in use and we must now deal with the ‘hangover,’ 

as one participant aptly put it:

I joked on social media that we had our big party 

on Saturday night and now it’s Sunday morning and 

we got a hangover and we’re sobering up and we’re 

saying wow, there are some great potentials for bad 

and terrible uses of technology as well as very good 

ones (Physical, Natural and Life Science 03).

Anticipating the good and bad effects of AI will surely 

be key to better ensuring benefit which helps humanity to 

thrive, rather than impedes it. This is perhaps particularly 

pertinent during times of crisis.

If AI is let’s say replacing human capitalistic work in 

certain ways, the question I would like to ask is how 
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is it making our lives better? And, one of the things 

that we will likely be holding on to—at least for the 

near future, near to medium-term future—is human 

creativity and culture. So, everything from religion to 

art and performance, the human spirit I feel will be 

the last thing for us to stop appreciating (Arts and 

Humanities 16).

We now draw together the findings in a discussion of 

the challenges and benefits perceived by our participants 

and explore their effects supported by argumentation in the 

literature.

9  Discussion

We draw together the findings in a discussion of the chal-

lenges and benefits perceived by our participants and explore 

their effects as illustrated in Fig. 1.

The views and experiences of this study’s AI thought 

leaders help formulate an understanding of the current 

position of AI in research and likely routes forward. In 

general, our interviewees perceive the benefits of AI to be 

focussed on individual tasks such as the navigation of large 

data sets, particularly volumes of text, as well as provid-

ing collective benefits for groups across disciplines through 

facilitation of collaboration and impact. Primarily interview-

ees constructed their responses around the benefits, in line 

with the interview prompts to consider the opportunities for 

AI. Nevertheless, the possibilities of AI present challenges 

which require deep reflection, reminiscent of related debates 

in research about academic productivity, metrics and algo-

rithmic allocation (Arruda et al. 2016; Bonn and Pinxton 

2020; Bornmann and Haunschild 2018; Dix et al. 2020; 

Wilsdon et al. 2015, 2017). There was optimism about the 

way AI might relieve tedium and open up new knowledge 

pathways. But this was coloured by concerns that AI tools 

used unthinkingly might promote bias and inequality. AI is 

seen to potentially challenge more precarious groups (Gru-

ber 2014; Herschberg et al. 2018; Ivancheva et al. 2019). 

There is a preference for AI to play a role within research 

that assists rather than replaces human performance. In this 

section we discuss key themes which were discussed by our 

Fig. 1  Individual and collective 

benefits of AI in research from 

thematic analysis of (n = 25) 

participants. *AI in teaching 

was excluded from the discus-

sion of this paper
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interviewees and relate them to the university context before 

using them to suggest a route forward.

9.1  Contemporary research and AI

The contemporary research context is a product of a complex 

set of factors, including the marketisation of the university 

and the multiplication and fragmentation of research areas. 

Asked to think about a future with AI in the workplace—in 

this case the research environment—participants described 

what the university of the future might look like and what 

role AI could play in it. Against a backdrop where increased 

investment in research demands greater output and impact, 

notions of productivity are increasingly tied to performance 

metrics and bureaucratic processes of a ‘performative’ uni-

versity culture (Ball 2012). Thoughtless application of AI 

could “speed up” research to “keep up” with the metrics 

while negatively impacting the quality of research and the 

quality of life of researchers. Increasingly, research income 

is allocated at scale to underpin the UK ‘knowledge econ-

omy’ and to firm up the UK’s position in the world as a 

global leader of science and research (Olssen and Peters 

2005). There is broad consensus that the total investment 

in research in the UK will increase (Royal Society 20195). 

The UK Government has committed to a target of 2.4% of 

GDP invested in research and development by 2027, with 

a longer term goal of 3%. Increased investment will flow 

into research through the science budget via research coun-

cils, the block grant resulting from the REF research audit 

and direct funding of large centres and projects, as well as 

through industry investment. Accountability and measured 

performance are a condition of funding, for instance, the 

requirement to demonstrate the impact of research through 

The Research Excellence Framework (REF) and grant fund-

ing enables institutions and funders to make ‘value’ visible 

to the government. Though rather knottily related to the 

question of how you measure research productivity, research 

grants and systems to assess the quality of UK research have 

been reported as damaging to traditional notions of what 

universities are for (Collini 2012; Martin 2011; Chubb and 

Watermeyer 2017). One consequence of AI undertaking nar-

row and mundane tasks is that it makes space and time to 

pursue other forms of collective knowledge production (Gib-

bons 2000). What Van Belkom (2020a) refers to as “naive” 

but “breakthrough” research. Against this background, 

metric-driven AI tools will need thoughtful management to 

avoid a situation of rising scores and declining quality, value 

and researcher wellbeing.

9.2  Productivity

As with many areas of contemporary society, the university 

is reliant upon information technology. The incorporation 

of AI and machine learning are a logical next step. AI is an 

engine of productivity and the need for information naviga-

tion tools is a consequence of a rapid increase in research 

production and information accumulation. Productivity in 

this sense is an issue faced by contemporary academics. 

They are expected to be productive and at the same time 

cope with the increasing volumes of output of others. Inter-

viewees referred to increased demands in academia to pro-

duce and to be seen to be productive. This begs the question 

as to what being “productive” means. The data points to a 

deeper issue about integrity and the need for academics to 

establish the true value of their work as opposed to what 

is likely to satisfy institutional and funder requirements 

(and of course universities and funders should continue to 

attempt to steer toward true value). Importantly, to approach 

the research system with the assumption that it is working 

diverts attention to only that which is valued, or trackable, 

rather than what is most precious to the researcher and to 

society. AI is perceived by our participants as reinforcing 

individual and selfish behaviours in pursuit of particular 

targets or measures (Elton 2004). There is a danger in con-

sidering productivity in terms of precisely-defined metrics 

(e.g. REF). AI is a very effective tool for ‘measuring’ pro-

ductivity. However, our data supports the continued need for 

human judgement in decision making. A focus on efficiency 

and productivity—speeding up to keep up with a fast mov-

ing knowledge base—might therefore weaken output qual-

ity as it obscures the use of human judgement to produce 

unexpected interpretations of data and literature. In turn, 

this might encourage deleterious consequences for particular 

individual and epistemic identities (Chubb and Watermeyer 

2017). One theme, explicitly and implicitly made in the 

interviews was that AI will never be emotional. Research 

roles that require emotional and nuanced judgement, such 

as forms of research evaluation, should avoid AI. The idea 

that research quality and productivity pull in different direc-

tions is a cause for concern, and a crucial issue for funders, 

research leaders and researchers in Science and Technology 

Studies, Research Policy, AI Futures and ethics to address.

9.3  Impact, engagement and AI

AI is beneficial when it supports information navigation 

and knowledge production. This occurs in the daily prac-

tices of researchers in web searches and communications 

technologies. It supports connections between researchers. 

Interviewees described how there may be collective benefit 

to using AI in research to connect researchers from different 

disciplines whilst others warned about how this may lead 

5 https:// royal socie ty. org/-/ media/ policy/ proje cts/ inves ting- in- uk-r- 

and-d/ 2019/ inves ting- in- UK-r- and-d- may- 2019. pdf.

https://royalsociety.org/-/media/policy/projects/investing-in-uk-r-and-d/2019/investing-in-UK-r-and-d-may-2019.pdf
https://royalsociety.org/-/media/policy/projects/investing-in-uk-r-and-d/2019/investing-in-UK-r-and-d-may-2019.pdf
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to academics being generalists and not experts. The impact 

agenda requires increased public engagement and interaction 

(Reed et al. 2014), which might in turn encourage general-

ism. But public intellectualism is perhaps better understood 

in terms of accessible specialisms (Collini 2012). At the 

same time, a new era of scientific generalists may spark a 

renaissance in science as ideas travel across disciplinary 

cliques and into public attention. While clear benefit can 

come from championing the role of AI to boost impact, dis-

ciplinary differences need to be sensitively considered. Some 

disciplines and groups, such as the Humanities and ECRs, 

may be disadvantaged, reducing the need of student support, 

and undermining valuable career experience. Recognition of 

AI as a component of ubiquitous computing systems, such as 

web search and recommender systems, is useful. The explic-

itness of naming something ‘AI’ reinforces the ‘good’ use 

of AI as its ability to speed up and make research more effi-

cient. But this is problematic where a culture of performa-

tivity is damaging to individuals and groups. Responsibly 

employed AI could strengthen meaningful relationships 

within and between disciplines as well as between academia 

and the public.

9.4  Interpretations of work and emotion

The assumption that processing data is a large part of a 

researcher's job provides a reductionist approach to the aca-

demic role. A human reduced to any number of data points 

is a poor facsimile. The same being true for human organisa-

tions. Rather, humans are agents of meaning—the reader of 

a scientific article does not simply “process” the words of 

an article. Instead, they interpret, they experience. With this 

in mind, to assume that Science is about creating data, tells 

only a fraction of the story. Much more important is crea-

tivity and human understanding. We note how interviewees 

instead referred to AI as taking away or relieving them from 

the ‘drudgery’ of certain tasks, however, several warned that 

this was not reductionist and that a range of roles, research 

assistants, archivists etc., within research, and a range of 

skills gained through training as a researcher, could be lost 

or replaced by automation and AI. The skills accumulated 

when sifting through information might be critical to the 

person’s role as a generator of meaning. Luger’s (2021) cur-

rent work ‘Exploring Ethical AI in Accounting’ provides 

an example. In her study of accountants Luger argues that 

the removal of mundane work—in the case of accounting 

looking through receipts, for example—reduces professional 

skills development. Instead there should be greater consid-

eration of understanding skills rather than just blindly taking 

them away or replacing them. AI should then not necessarily 

take those mundane tasks away from researchers, because 

it would take away a fundamental skill relevant to a profes-

sion. Our interviewees prefer for AI to be limited toward 

the factual as opposed to the interpretative, chiming with 

views commonly held that AI ought to assist in the work-

place, i.e. ‘IA instead of AI’ (Pasquale 2020). Interviewees 

expressed concern about loss of jobs, particularly for those 

whose roles demanded more repetitive tasks. At the same 

time, some noted how computation could increase demand 

for labour. While a counter position to this may err toward a 

more reductionist view of the scientific enterprise, the pre-

ferred view of science, knowledge and discovery is that it is 

precious and should not be reduced to a series of tasks and 

measured by metrics. The extent to which this relates only 

to AI, is debatable, but a form of anticipatory governance—

motivating foresight and engagement at all levels, vis-à-vis 

the implementation of AI within professional roles—seems 

appropriate (Fuller 2009).

Whilst our participants identified a clear beneficial role 

for AI in navigating large bodies of knowledge, information 

and data, there is also potential for generating impact and 

nurturing interdisciplinarity. AI, alongside human creativ-

ity and insight, could yield extraordinary benefits through 

research. At the same time, there are threats to groups of 

researchers where a reliance on technology destabilises 

certain kinds of knowledge production and producers. The 

replacement of human capabilities in collective activities 

such as peer review, where human judgement is deemed 

vital, is considered undesirable by our participants.

9.5  Operationalising values in research

The interview data echoes macro level debates about human 

‘values’ in research. Interviewees foresaw issues with the 

ways in which AI might reflect and further existing inequali-

ties and bias. A large amount of research and regulation has 

targeted the minimisation of this bias (Caliskan et al. 2017; 

Röösli et al. 2021; Zajko 2021), but the hidden consequences 

of AI adoption with respect to research have yet to be fully 

addressed. If AI challenges institutional and academic iden-

tities and helps shape the future role of the academy, it may 

be pertinent to ask how technology can support, rather than 

impede, the process. But as AI bias originates in human 

beings, there is an important consideration to address e.g. 

as AI emerges from communities (developers and tech-

nologists, etc.), which themselves hold certain values and 

perspectives and priorities, which may be distinct from the 

users—here, academia and scholars, then the technology 

itself cannot be seen as value free or neutral in this process. 

Rather, as much of the literature shows, AI bias ought to 

tackle the very stories and narratives which are propagated 

from the fairly homogenous group from which they often 

come. Narratives and story can pervade public and policy 

perception (Cave et al. 2018; Cave and Dihal 2019). A study 

by the Royal Society suggests there is urgency to take AI nar-

ratives seriously to improve public reasoning and narrative 
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evidence (Dillon and Craig 2022). What is required, they 

suggest, is ‘story-listening’—an active engagement and 

anticipation with narratives as a form of public participa-

tion. Issues of social justice emerge as key concerns within 

AI. As gendered AIs populate the media (Yee 2017; Cave 

et al. 2020) and our homes (Alexa and Cortana, etc.), ques-

tions are rightly focussed on who is telling the stories that 

are informing our sense-making about AI. Indeed, the extent 

to which these fictional narratives inform and engage with 

issues of race (Cave and Dihal 2020; Cave et al. 2019) and 

ascribe a view of ‘whiteness’ is of ongoing concern and 

debate, not only through stories, but in wider attempts to 

decolonize AI (Noble 2018; Benjamin 2019). Shining a light 

on these design issues, where AI might embody such values 

and principles needs to be evaluated with society and culture 

at the heart. In the case of academia, a diverse community, 

attention as to how these stories and perspectives are shap-

ing this diverse community or holding back areas of science 

which already struggle to be so.

10  Conclusion

The 2021 UKRI report Transforming our World with AI 

(UKRI 2021) suggests that the “profound impact of AI… 

has not yet been realised”, and that AI “can open up new 

avenues of scientific study and exploration”. This paper 

strongly supports these views by providing insights from 

leading AI Futures scholars. Through this we have a bet-

ter understanding of the questions to be asked and actions 

taken to achieve outcomes that balance research quality and 

researcher quality of life with the demands for impact, meas-

urement and added bureaucracy.

The effects of AI tools in scientific research are already 

profound. Our interviewees discussed individual and cul-

tural factors, seeing AI opportunities in areas where change 

might be appreciated, alongside a desire for stability for 

more entrenched habitus. Some comparisons on the micro 

level of research policy can be made with the debate within 

research and responsible metrics and how to foster respon-

sible applications of AI. AI strategy can learn from wider 

discussion on metrics, aiming to avoid further worsening 

the impact of metrics in higher education. Multidisciplinary 

academic teams should test the reliability of systems, what-

ever their domain of use, and this could encourage a fairer, 

more just, use of AI. Each potential application of AI will 

give rise to positives and negatives. Identifying what these 

positives and negatives are at a high level (e.g. their impact 

on early career researchers) is urgent. It is here that multiple 

stakeholders across the research system must exercise their 

agency (by deciding which systems to buy, build and use) 

and implement with care conscious of the lack of neutrality 

in technologies they seek to deploy in an already diverse 

community. There is also a need for futures research, antici-

patory governance, and forecasting to develop a beneficial 

and supportive research culture where AI is part.

While AI is a tool for solving problems modelled as data-

in-data-out processes, such problems represent a small frac-

tion of human experience. The participants express concern 

about removing the ‘human’ from future research. Issues of 

interpretation, value, and principle ring out in discussions 

of emotional investment, fairness, and care for colleagues. 

It is critical to achieve quality over quantity. These concerns 

reassert the human character of research where research is 

much more about curiosity, exploration and fascination than 

it is about solving data-in-data-out problems. The danger 

and fear is that the desire for measurable research products 

will eclipse human considerations. We are therefore left with 

a choice as to how far AI is incorporated into future research 

and to what end. Currently, there is no clear strategy. As 

tools are developed they are embraced by some, rejected by 

others. There is insufficient information to guide best prac-

tice or consideration as to what the limits of AI application 

should be. It is unsurprising that the result is excitement and 

fear in equal measure. We need, perhaps, to step away from 

the relentless push towards greater measured productivity 

and ask more important questions about what we want for 

the future. These rest on a realistic view of what AI can and 

cannot do and a decoupling of truly effective research prac-

tice from measured research outcomes.

AI presents a challenge for research and researchers. 

Whilst AI may have a positive impact, the realisation of ben-

efits relies on the actions and decisions of human users, and 

the research cultures in which it is designed and deployed. 

To find a useful and beneficial role for AI, wider stakeholder 

discussions are needed on the challenges posed by intro-

ducing AI into the research process and to reflect on where 

its use is inappropriate or disadvantageous for research or 

researchers. If AI is to be deployed responsibly, incentives 

need to be provided and there needs to be acceptance of the 

potential for disruption. AI might, as one of our participants 

stated, ‘rock the boat’ and there will be a divide between 

those that do and do not have the mindset that AI can assist 

in true productivity rather than simply replacing human 

academic labour. As discussed, knowledge production is 

entrenched in long standing scholarly norms and ideals and 

change can manifest fear among researchers, stimulating a 

drain of AI early career researchers to industry (and models 

motivated ultimately by questions of profit). There is work 

to do in terms of developing a research culture in which AI 

supports academic tasks in a way that is meaningful and 

edifying for researchers, and enriches the knowledge sys-

tems within which they operate. To do so, there is a need 

to interrogate and invoke the values and principles driving 

institutions. Universities can consider ways to improve the 

conditions for researchers to retain them.
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AI can help research and researchers, but a deeper debate 

is required at all levels so as to avoid unintended negative 

consequences. This requires key players, e.g. funders, HE 

institutions, publishers and researchers to participate in 

leading and informing this debate, even leveraging initia-

tives such as those used to promote the responsible use of 

metrics in research (e.g. DORA and others), to extend into 

these areas. Alongside this, Global actors and signatories 

of consortia in Research on Research and meta-research, as 

well as scholars interested in the social implications of AI, 

must work with AI and Machine Learning scholars at all 

career stages and from varying backgrounds to help deepen 

and adapt the Responsible Research and Innovation dis-

course. The understanding of how AI can transform society 

has itself become a new multidisciplinary research field: AI 

Futures. Our explicit aims lay the ground for further much-

needed exploration. More research is needed to establish a 

clear view of the role of AI in research. There is, then, a need 

for new narratives about the ways in which AI can support 

academic labour and help make sense of its introduction 

(Felt 2017). This includes addressing the systemic issues of 

research and HE and requires deeper foresight and futures 

research (Van Belkom 2020b).

It will be pertinent to ask if AI can help to foster change 

and enable responsible practices in research and how AI can 

help us address long standing issues in research. Stakehold-

ers across the research ecosystem will need to identify the 

values and virtues they wish to see in their institutions and 

turn inward to address the assumptions they make and the 

biases they propagate. Research is needed now to avoid a 

situation where AI simply allows us to “speed up” to “keep 

up” with an ever-increasing focus on measured research out-

puts. In an environment of increased research power, the 

human capacity for deciding what questions are worth pursu-

ing becomes more valuable than ever.

Acknowledgements We are grateful to Professor James Wilsdon at 

The University of Sheffield, Research on Research Institute for his 

critical feedback on this paper and to our interviewees who kindly 

gave up their time.

Author contributions This paper’s lead author is Dr Jennifer Chubb.

Funding This work was supported by the Digital Creativity Labs 

(www. digit alcre ativi ty. ac. uk), jointly funded by EPSRC/AHRC/Inno-

vateUK under Grant No. EP/M023265/1.

Data availability Anonymised data can be made available upon request 

via ethics approval.

Code availability N/A.

Declarations 

Conflict of interest None.

Ethical approval This project has ethics approval from the University 

of York Ref: Chubb20200323.

Consent to participate All participants consented to participate fol-

lowing review from the University of York ethics committee for the 

Department of Computer Science Chubb20200323.

Consent for publication Not applicable.

Open Access This article is licensed under a Creative Commons Attri-

bution 4.0 International License, which permits use, sharing, adapta-

tion, distribution and reproduction in any medium or format, as long 

as you give appropriate credit to the original author(s) and the source, 

provide a link to the Creative Commons licence, and indicate if changes 

were made. The images or other third party material in this article are 

included in the article's Creative Commons licence, unless indicated 

otherwise in a credit line to the material. If material is not included in 

the article's Creative Commons licence and your intended use is not 

permitted by statutory regulation or exceeds the permitted use, you will 

need to obtain permission directly from the copyright holder. To view a 

copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

Aiken RM, Epstein RG (2000) Ethical guidelines for AI in education: 

Starting a conversation. Int J Artif Intell Educ 11:163–176

AJE (2018) Peer review: how we found 15 million hours of lost time. 

https:// www. aje. com/ arc/ peer- review- proce ss- 15- milli on- hours- 

lost- time/. Accessed 18 Aug 2021

Arntz M, Gregory T, Zierahn U (2016) The risk of automation for jobs 

in OECD countries: a comparative analysis. In: OECD social, 

employment and migration working papers, no. 189, OECD Pub-

lishing, Paris, https:// doi. org/ 10. 1787/ 5jlz9 h56dv q7- en.

Arruda JRF, Champieux R, Cook C, Davis MEK, Gedye R, Goodman 

L et al (2016) The journal impact factor and its discontents: steps 

toward responsible metrics and better research assessment. Open 

Scholarsh Initiat Proc. https:// doi. org/ 10. 13021/ G88304

Ashwin P, Boud D, Calkins S, Coate K, Hallett F, Light G et al (2020) 

Reflective teaching in higher education. Bloomsbury Academic

Bacevic J (2017) Beyond the third mission: toward an actor-based 

account of universities’ relationship with society. Universities 

in the neoliberal era. Palgrave Macmillan, London, pp 21–39

Ball SJ (2012) Performativity, commodification and commitment: 

an I-spy guide to the neoliberal university. Br J Educ Stud 

60(1):17–28

Baum SD (2017) On the promotion of safe and socially beneficial arti-

ficial intelligence. AI Soc 32(4):543–551

Beer D (2017) The social power of algorithms. Inf Commun Soc 

20(1):1–13

Beer D (2018) The data gaze: capitalism, power and perception. Sage

Beer D (2019) Should we use AI to make us quicker and more efficient 

researchers. https:// blogs. lse. ac. uk/ impac tofso cials cienc es/ 2019/ 

10/ 30/ should- we- use- ai- to- make- us- quick er- and- more- effic ient- 

resea rchers/. Accessed 18 Nov 2019

Belfiore E (2015) ‘Impact’, ‘value’ and ‘bad economics’: making sense 

of the problem of value in the arts and humanities. Arts Humanit 

High Educ 14(1):95–110

R Benjamin 2019 Race after technology: abolitionist tools for the new 

jim code Social Forces 98 1 4

Benneworth P (2015) Putting impact into context: the Janus face of 

the public value of arts and humanities research. Arts Humanit 

High Educ 14(1):3–8

http://www.digitalcreativity.ac.uk
http://creativecommons.org/licenses/by/4.0/
https://www.aje.com/arc/peer-review-process-15-million-hours-lost-time/
https://www.aje.com/arc/peer-review-process-15-million-hours-lost-time/
https://doi.org/10.1787/5jlz9h56dvq7-en
https://doi.org/10.13021/G88304
https://blogs.lse.ac.uk/impactofsocialsciences/2019/10/30/should-we-use-ai-to-make-us-quicker-and-more-efficient-researchers/
https://blogs.lse.ac.uk/impactofsocialsciences/2019/10/30/should-we-use-ai-to-make-us-quicker-and-more-efficient-researchers/
https://blogs.lse.ac.uk/impactofsocialsciences/2019/10/30/should-we-use-ai-to-make-us-quicker-and-more-efficient-researchers/


AI & SOCIETY 

1 3

Beyond Limits (2020) https:// www. beyond. ai/ news/ artifi cial- intel ligen 

ce- creat es- more- jobs/. Accessed 16 Nov 2020

Bloom N, Jones CI, Van Reenen J, Webb M (2020) Are ideas getting 

harder to find? Am Econ Rev 110(4):1104–1144

Bonn NA, Pinxten W (2021) Advancing science or advancing careers? 

Researchers’ opinions on success indicators. PLoS ONE. https:// 

doi. org/ 10. 1101/ 2020. 06. 22. 165654

Börjeson L, Höjera M, Dreborgb K-H, Ekvallc T, Finnvedena G 

(2006) Scenario types and techniques: towards a user’s guide. 

Futures 38:723–739

Bornmann L, Haunschild R (2018) Alternative article-level metrics: 

the use of alternative metrics in research evaluation. EMBO 

Rep 19(12):e47260

Bostrom N (2017) Superintelligence. Dunod

Bourdieu P (1988) Homo academicus. Stanford University Press

Braun V, Clarke V (2006) Using thematic analysis in psychology. Qual-

Res Psychol 3(2):77–101

Brynjolfsson E, Rock D, Syverson C (2019) Artificial intelligence and 

the modern productivity paradox: a clash of expectations and 

statistics (pp 23–60). University of Chicago Press

Bryson J (2016) What are academics for? Can we be replaced by AI?. 

https:// joanna- bryson. blogs pot. com/ 2016/ 01/ what- are- acade 

mics- for- can- we- be. html. Accessed 16 Nov 2020

Bryson JJ (2019) The artificial intelligence of the ethics of artifi-

cial intelligence: an introductory overview for law and regula-

tion. The Oxford handbook of ethics of artificial intelligence. 

Oxford University Press

Caliskan A, Bryson JJ, Narayanan A (2017) Semantics derived auto-

matically from language corpora contain human-like biases. 

Science 356(6334):183–186

Cave S, Craig C, Dihal K, Dillon S, Montgomery J, Singler B, Taylor 

L (2018) Portrayals and perceptions of AI and why they matter. 

University of Cambridge

Cave S, Dihal K (2019) Hopes and fears for intelligent machines in 

fiction and reality Nat Mach Intell 1(2):74–78

Cave S, Coughlan K, Dihal K (2019) “Scary Robots” examining public 

responses to AI. In: Proceedings of the 2019 AAAI/ACM confer-

ence on AI, ethics, and society, pp 331–337

Cave S, Dihal K (2020) The whiteness of AI Philos Technol 

33(4):685–703

Cave S, Dihal K, Dillon S (eds) (2020) AI narratives: a history of 

imaginative thinking about intelligent machines. Oxford Uni-

versity Press

Checco A, Bracciale L, Loreti P, Pinfield S, Bianchi G (2021) AI-

assisted peer review. Hum Soc Sci Commun 8(1):1–11

Chubb J (2017) Academics fear the value of knowledge for its own 

sake is diminishing. https:// theco nvers ation. com/ acade mics- 

fear- the- value- of- knowl edge- for- its- own- sake- is- dimin ishing- 

75341. Retrieved 4 Mar 2021

Chubb J, Watermeyer R (2017) Artifice or integrity in the marketi-

zation of research impact? Investigating the moral economy 

of (pathways to) impact statements within research fund-

ing proposals in the UK and Australia. Stud High Educ 

42(12):2360–2372

Clegg S (2008) Academic identities under threat? Br Edu Res J 

34(3):329–334

Collini S (2012) What are universities for? Penguin, London

Cope B, Kalantzis M, Searsmith D (2020) Artificial intelligence for 

education: knowledge and its assessment in AI-enabled learning 

ecologies. Educ Philos Theory. https:// doi. org/ 10. 1080/ 00131 

857. 2020. 17287 32

Cyranoki (2019) Artificial intelligence is selecting grant reviewers in 

China. https:// www. nature. com/ artic les/ d41586- 019- 01517-8. 

Accessed 3 Mar 2021

Derrick G (2018) The evaluators’ eye: impact assessment and academic 

peer review. Springer

Dhar (2020) Peer review of scholarly research gets an AI boost. https:// 

spect rum. ieee. org/ tech- talk/ robot ics/ artifi cial- intel ligen ce/ peer- 

review- of- schol arly- resea rch- gets- an- ai- boost. Accessed 16 Nov 

2020

Dillon S, Craig C (2022) Storylistening. https:// www. routl edge. com/ 

Story liste ning- Narra tive- Evide nce- and- Public- Reaso ning/ Dil-

lon- Craig/p/ book/ 97803 67406 738. Accessed 18 August

Dix G, Kaltenbrunner W, Tijdink JK, Valkenburg G, De Rijcke S 

(2020) Algorithmic allocation: untangling rival conceptions of 

fairness in research management. Politics Gov 8(2):15–25

Dommett K, Pearce W (2019) What do we know about public attitudes 

towards experts? Reviewing survey data in the United Kingdom 

and European Union. Public Underst Sci 28(6):669–678

Elton L (2004) Goodhart's Law and performance indicators in higher 

education. Eval Res Educ 18(1-2):120–128

Etzioni O (2016) AI impacts. https:// aiimp acts. org/ etzio ni- 2016- sur-

vey/. Accessed 18 Aug 2021

Felt U (2017) “Response-able practices” or “new bureaucracies of vir-

tue”: the challenges of making RRI work in academic environ-

ments. Responsible innovation, vol 3. Springer, Cham, pp 49–68

Fuller S (2009) Review of the handbook of science and technology 

studies. Isis 100(1):207–209

Gibbons M (2000) Mode 2 society and the emergence of context-sen-

sitive science. Sci Public Policy 27(3):159–163

Grønsund T, Aanestad M (2020) Augmenting the algorithm: emerg-

ing human-in-the-loop work configurations. J Strateg Inf Syst 

29(2):101614

Grove J (2016) Robot-written reviews fool academics. In Times Higher 

Education. https:// www. times highe reduc ation. com/ news/ robot- 

writt en- revie ws- fool- acade mics.  Accessed 16 Nov 2021

Gruber T (2014) Academic sell-out: how an obsession with met-

rics and rankings is damaging academia. J Mark High Educ 

24(2):165–177

Hagendorff T (2020) The ethics of AI ethics: an evaluation of guide-

lines. Mind Mach 30(1):99–120

Harris S (2005) Rethinking academic identities in neo-liberal times. 

Teach High Educ 10(4):421–433

Heaven D (2018) AI peer reviewers unleashed to ease publishing grind. 

https:// www. nature. com/ artic les/ d41586- 018- 07245-9. Accessed 

18 Aug 2021

Herschberg C, Benschop Y, Van den Brink M (2018) Precarious post-

docs: a comparative study on recruitment and selection of early-

career researchers. Scand J Manag 34(4):303–331

Hicks et al. (2015) https:// www. nature. com/ news/ bibli ometr ics- the- 

leiden- manif esto- for- resea rch- metri cs-1. 17351. Accessed 12 

Mar 2021

Hill S (2018) Loomming REF deadlines lead to a rush in publication 

of lower quality research. https:// blogs. lse. ac. uk/ impac tofso cials 

cienc es/ 2018/ 03/ 15/ loomi ng- ref- deadl ines- lead- to-a- rush- inpub 

licat ion- of- lower- quali ty- resea rch/. Accessed 18 Aug 2021

Holbrook JB, Hrotic S (2013) Blue skies, impacts, and peer review. 

RT J Res Policy Eval. https:// doi. org/ 10. 3130/ 2282- 5398/ 2914

Holmwood J (2010) Sociology’s misfortune: disciplines, interdiscipli-

narity and the impact of audit culture. Br J Sociol 61(4):639–658 

(Accessed 18 Nov 2020)

Hukkinen J (2017) Peer review has its shortcomings, but AI is a risky 

fix. https:// www. wired. com/ 2017/ 01/ peer- review- short comin gs- 

ai- risky- fix/. Accessed 18 Aug 2021

Ivancheva M, Lynch K, Keating K (2019) Precarity, gender and care in 

the neoliberal academy. Gend Work Organ 26(4):448–462

Jenkins N, Bloor M, Fischer J, Berney L, Neale J (2010) Putting it in 

context: the use of vignettes in qualitative interviewing. Qual 

Res 10(2):175–198

Jobin A, Ienca M, Vayena E (2019) The global landscape of AI ethics 

guidelines. Nat Mach Intell 1(9):389–399

https://www.beyond.ai/news/artificial-intelligence-creates-more-jobs/
https://www.beyond.ai/news/artificial-intelligence-creates-more-jobs/
https://doi.org/10.1101/2020.06.22.165654
https://doi.org/10.1101/2020.06.22.165654
https://joanna-bryson.blogspot.com/2016/01/what-are-academics-for-can-we-be.html
https://joanna-bryson.blogspot.com/2016/01/what-are-academics-for-can-we-be.html
https://theconversation.com/academics-fear-the-value-of-knowledge-for-its-own-sake-is-diminishing-75341
https://theconversation.com/academics-fear-the-value-of-knowledge-for-its-own-sake-is-diminishing-75341
https://theconversation.com/academics-fear-the-value-of-knowledge-for-its-own-sake-is-diminishing-75341
https://doi.org/10.1080/00131857.2020.1728732
https://doi.org/10.1080/00131857.2020.1728732
https://www.nature.com/articles/d41586-019-01517-8
https://spectrum.ieee.org/tech-talk/robotics/artificial-intelligence/peer-review-of-scholarly-research-gets-an-ai-boost
https://spectrum.ieee.org/tech-talk/robotics/artificial-intelligence/peer-review-of-scholarly-research-gets-an-ai-boost
https://spectrum.ieee.org/tech-talk/robotics/artificial-intelligence/peer-review-of-scholarly-research-gets-an-ai-boost
https://www.routledge.com/Storylistening-Narrative-Evidence-and-Public-Reasoning/Dillon-Craig/p/book/9780367406738
https://www.routledge.com/Storylistening-Narrative-Evidence-and-Public-Reasoning/Dillon-Craig/p/book/9780367406738
https://www.routledge.com/Storylistening-Narrative-Evidence-and-Public-Reasoning/Dillon-Craig/p/book/9780367406738
https://aiimpacts.org/etzioni-2016-survey/
https://aiimpacts.org/etzioni-2016-survey/
https://www.timeshighereducation.com/news/robot-written-reviews-fool-academics
https://www.timeshighereducation.com/news/robot-written-reviews-fool-academics
https://www.nature.com/articles/d41586-018-07245-9
https://www.nature.com/news/bibliometrics-the-leiden-manifesto-for-research-metrics-1.17351
https://www.nature.com/news/bibliometrics-the-leiden-manifesto-for-research-metrics-1.17351
https://blogs.lse.ac.uk/impactofsocialsciences/2018/03/15/looming-ref-deadlines-lead-to-a-rush-inpublication-of-lower-quality-research/
https://blogs.lse.ac.uk/impactofsocialsciences/2018/03/15/looming-ref-deadlines-lead-to-a-rush-inpublication-of-lower-quality-research/
https://blogs.lse.ac.uk/impactofsocialsciences/2018/03/15/looming-ref-deadlines-lead-to-a-rush-inpublication-of-lower-quality-research/
https://doi.org/10.3130/2282-5398/2914
https://www.wired.com/2017/01/peer-review-shortcomings-ai-risky-fix/
https://www.wired.com/2017/01/peer-review-shortcomings-ai-risky-fix/


 AI & SOCIETY

1 3

Jowett A (2020) Carrying out qualitative research under lockdown—

practical and ethical considerations. https:// blogs. lse. ac. uk/ impac 

tofso cials cienc es/ 2020/ 04/ 20/ carry ing- out- quali tative- resea rch- 

under- lockd own- pract ical- and- ethic al- consi derat ions/. Accessed 

16 Nov 2020

Kagermann H, Wahlster W, Helbig J (Eds) Recommendations for 

implementing the strategic initiative Industrie 4.0. In: Final 

report of the Industrie 4.0 Working Group, 2013.

Lee S, Bozeman B (2005) The impact of research collaboration on 

scientific productivity. Soc Stud Sci 35(5):673–702

Lee CJ, Sugimoto CR, Zhang G et al (2013) Bias in peer review. J Am 

Soc Inform Sci Technol 64(1):2–17

Luger E (2021). https:// www. desig ninfo rmati cs. org/ person/ ewa- luger/. 

Accessed 18 Aug 2021

Martell L (2017) Book review: accelerating academia: the chang-

ing structure of academic time by Filip Vostal. LSE review 

of books. LSE

Martin BR (2011) The Research Excellence Framework and the 

‘impact agenda’: are we creating a Frankenstein monster? Res 

Eval 20(3):247–254

Mazali T (2018) From industry 4.0 to society 4.0, there and back. 

AI Soc 33(3):405–411

McCarthy J, Minsky ML, Rochester N, Shannon CE (1955) A pro-

posal for the dartmouth summer research project on artificial 

intelligence. AI Mag 27(4):12

Miles MB, Huberman AM, Saldaña J (2014) Qualitative data analysis: 

A methods sourcebook. 3rd. SAGE Publications

Mittelstadt BD, Allo P, Taddeo M, Wachter S, Floridi L (2016) The 

ethics of algorithms: Mapping the debate. Big Data Soc 3(2). 

https:// doi. org/ 10. 1177/ 20539 51716 679679

Mrowinski MJ, Fronczak P, Fronczak A, Ausloos M, Nedic O 

(2017) Artificial intelligence in peer review: how can evo-

lutionary computation support journal editors? PLoS ONE 

12(9):e0184711

Muller-Heyndyk (2018) Workers fear losing their jobs to AI. from 

https:// www. hrmag azine. co. uk/ artic le- detai ls/ worke rs- fear- los-

ing- their- jobs- to- ai#: ~: text= Over% 20a% 20thi rd% 20of% 20wor 

kers,needed% 2C% 20acc ording% 20to% 20You Gov% 20res earch. 

Accessed 18 Aug 2021

NESTA (2019) A semantic analysis of the recent evolution of AI 

research. https:// www. nesta. org. uk/ report/ seman tic- analy sis- 

recent- evolu tion- ai- resea rch/. Accessed 8 Aug 2021

Nowotny H, Scott P, Gibbons M (2003) Introduction: ‘Mode 2’ revis-

ited: the new production of knowledge. Minerva 41(3):179–194

Nuijten MB, Hartgerink CH, Van Assen MA, Epskamp S, Wicherts JM 

(2016) The prevalence of statistical reporting errors in psychol-

ogy (1985–2013). Behav Res Methods 48(4):1205–1226

Olssen M, Peters MA (2005) Neoliberalism, higher education and the 

knowledge economy: from the free market to knowledge capital-

ism. J Educ Policy 20(3):313–345

Park SC (2018) The fourth industrial revolution and implications for 

innovative cluster policies. AI Soc 33(3):433–445

Pasquale F (2020) New laws of robotics: defending human expertise in 

the age of AI. Belknap Press

Powell K (2016) Does it take too long to publish research? Nature 

530:148–151 (Pmid: 26863966)

Procter R, Glover B, Jones E (2020) Research 4.0—research in the age 

of automation. Demos, September 2020. https:// demos. co. uk/ wp- 

conte nt/ uploa ds/ 2020/ 09/ Resea rch-4. 0- Report. pdf

Reed MS, Stringer LC, Fazey I, Evely AC, Kruijsen JH (2014) Five 

principles for the practice of knowledge exchange in environmen-

tal management. J Environ Manag 146:337–345

Reese B (2019) AI will create millions more jobs than it will destroy. 

Here’s How. https:// singu larit yhub. com/ 2019/ 01/ 01/ ai- will- 

create- milli ons- more- jobs- than- it- will- destr oy- heres- how/. 

Accessed 16 Nov 2020

Röösli E, Rice B, Hernandez-Boussard T (2021) Bias at warp speed: 

how AI may contribute to the disparities gap in the time of 

COVID-19. J Am Med Inf Assoc 28(1):190–192

Samuel G, Derrick G (2020) Defining ethical standards for the appli-

cation of digital tools to population health research. Bull World 

Health Organ 98(4):239

Samuel G, Chubb J, Derrick G (2021) Boundaries between research 

ethics and ethical research use in artificial intelligence health 

research. J Empir Res Hum Res Ethics. https:// doi. org/ 10. 1177/ 

15562 64621 10027 44

Schwab K (2017) The fourth industrial revolution. Currency

Serholt S, Barendregt W, Vasalou A, Alves-Oliveira P, Jones A, Petisca 

S, Paiva A (2017) The case of classroom robots: teachers’ delib-

erations on the ethical tensions. AI Soc 32(4):613–631

Simmel G (2010) The view of life: four metaphysical essays with 

journal aphorisms. Chicago University Press, Chicago (Sociol-

ogy 1942(1): 115–26)

Spezi V, Wakeling S, Pinfield S et al (2018) “Let the community 

decide”? The vision and reality of soundness-only peer review 

in open-access mega-journals. J Doc 74(1):137–161

Stathoulopoulos K, Mateos-Garcia JC (2019) Gender diversity in AI 

research. Available at SSRN 3428240.

The Royal Society (2018a) The AI revolution in scientific research. 

https:// royal socie ty. org/-/ media/ policy/ proje cts/ ai- and- socie ty/ 

AI- revol ution- in- scien ce. pdf? la= en- GB& hash= 5240F 21B56 

364A0 00535 38A0B C29FF 5F. Retrieved 16 Nov 2020

The Royal Society (2018b) The impact of artificial intelligence on 

work. https:// royal socie ty. org/-/ media/ policy/ proje cts/ ai- and- 

work/ evide nce- synth esis- the- impact- of- AI- on- work. PDF. 

Accessed 16 Nov 2020

The Royal Society (2019) The AI revolution in science. https:// royal 

socie ty. org/-/ media/ policy/ proje cts/ ai- and- socie ty/ AI- revol ution- 

in- scien ce. pdf? la= en- GB& hash= 5240F 21B56 364A0 00535 

38A0B C29FF 5F. Accessed 8 Aug 2021

The Royal Society (2020) Research culture. https:// royal socie ty. org/ 

topics- policy/ proje cts/ resea rch- cultu re/#: ~: text= Resea rch% 

20cul ture% 20enc ompas ses% 20the% 20beh aviou rs,resea rch% 

20is% 20con ducted% 20and% 20com munic ated. Retrieved 16 

Nov 2020

Tsamados A, Aggarwal N, Cowls J, Morley J, Roberts H, Taddeo M, 

Floridi L (2021) The ethics of algorithms: key problems and 

solutions. AI Soc. https:// doi. org/ 10. 1007/ s00146- 021- 01154-8

UKRI (2020) Corporate plan, 2020–21. https:// www. ukri. org/ wp- 

conte nt/ uploa ds/ 2020/ 10/ UKRI- 091020- Corpo rateP lan20 20- 

21. pdf. Accessed 17 Nov 2020

UKRI (2021) Transforming our world with AI. https:// www. ukri. org/ 

wp- conte nt/ uploa ds/ 2021/ 02/ UKRI- 120221- Trans formi ngOur 

World WithAI. pdf. Accessed 16 Mar 2021

Van Belkom R (2020a) The impact of artificial intelligence on the 

activities of a futurist. World Futur Rev 12(2):156–168

Van Belkon R (2020b) AI no longer has a plug: about ethics in the 

design process. https:// www. resea rchga te. net/ publi cation/ 

34310 6745_ AI_ no_ longer_ has_a_ plug_ about_ ethics_ in_ the_ 

design_ proce ss. Accessed 16 Nov 2020

Viglione G (2020) China is closing gap with United States on 

research spending. Nature. https:// doi. org/ 10. 1038/ d41586- 

020- 00084-7 (Retrieved 4 Mar 2021)

Vostal F (2016) Accelerating academia: the changing structure of 

academic time. Springer

Weis JW, Jacobson JM (2021) Learning on knowledge graph dynamics 

provides an early warning of impactful research. Nat Biotechnol. 

https:// doi. org/ 10. 1038/ s41587- 021- 00907-6

Wellcome Trust (2020) What researchers think about the culture they 

work in. https:// wellc ome. org/ sites/ defau lt/ files/ what- resea rch-

ers- think- about- the- cultu re- they- work- in. pd. Accessed 17 Nov 

2020

https://blogs.lse.ac.uk/impactofsocialsciences/2020/04/20/carrying-out-qualitative-research-under-lockdown-practical-and-ethical-considerations/
https://blogs.lse.ac.uk/impactofsocialsciences/2020/04/20/carrying-out-qualitative-research-under-lockdown-practical-and-ethical-considerations/
https://blogs.lse.ac.uk/impactofsocialsciences/2020/04/20/carrying-out-qualitative-research-under-lockdown-practical-and-ethical-considerations/
https://www.designinformatics.org/person/ewa-luger/
https://doi.org/10.1177/2053951716679679
https://www.hrmagazine.co.uk/article-details/workers-fear-losing-their-jobs-to-ai#:~:text=Over%20a%20third%20of%20workers,needed%2C%20according%20to%20YouGov%20research
https://www.hrmagazine.co.uk/article-details/workers-fear-losing-their-jobs-to-ai#:~:text=Over%20a%20third%20of%20workers,needed%2C%20according%20to%20YouGov%20research
https://www.hrmagazine.co.uk/article-details/workers-fear-losing-their-jobs-to-ai#:~:text=Over%20a%20third%20of%20workers,needed%2C%20according%20to%20YouGov%20research
https://www.nesta.org.uk/report/semantic-analysis-recent-evolution-ai-research/
https://www.nesta.org.uk/report/semantic-analysis-recent-evolution-ai-research/
https://demos.co.uk/wp-content/uploads/2020/09/Research-4.0-Report.pdf
https://demos.co.uk/wp-content/uploads/2020/09/Research-4.0-Report.pdf
https://singularityhub.com/2019/01/01/ai-will-create-millions-more-jobs-than-it-will-destroy-heres-how/
https://singularityhub.com/2019/01/01/ai-will-create-millions-more-jobs-than-it-will-destroy-heres-how/
https://doi.org/10.1177/15562646211002744
https://doi.org/10.1177/15562646211002744
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/-/media/policy/projects/ai-and-work/evidence-synthesis-the-impact-of-AI-on-work.PDF
https://royalsociety.org/-/media/policy/projects/ai-and-work/evidence-synthesis-the-impact-of-AI-on-work.PDF
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/-/media/policy/projects/ai-and-society/AI-revolution-in-science.pdf?la=en-GB&hash=5240F21B56364A00053538A0BC29FF5F
https://royalsociety.org/topics-policy/projects/research-culture/#:~:text=Research%20culture%20encompasses%20the%20behaviours,research%20is%20conducted%20and%20communicated
https://royalsociety.org/topics-policy/projects/research-culture/#:~:text=Research%20culture%20encompasses%20the%20behaviours,research%20is%20conducted%20and%20communicated
https://royalsociety.org/topics-policy/projects/research-culture/#:~:text=Research%20culture%20encompasses%20the%20behaviours,research%20is%20conducted%20and%20communicated
https://royalsociety.org/topics-policy/projects/research-culture/#:~:text=Research%20culture%20encompasses%20the%20behaviours,research%20is%20conducted%20and%20communicated
https://doi.org/10.1007/s00146-021-01154-8
https://www.ukri.org/wp-content/uploads/2020/10/UKRI-091020-CorporatePlan2020-21.pdf
https://www.ukri.org/wp-content/uploads/2020/10/UKRI-091020-CorporatePlan2020-21.pdf
https://www.ukri.org/wp-content/uploads/2020/10/UKRI-091020-CorporatePlan2020-21.pdf
https://www.ukri.org/wp-content/uploads/2021/02/UKRI-120221-TransformingOurWorldWithAI.pdf
https://www.ukri.org/wp-content/uploads/2021/02/UKRI-120221-TransformingOurWorldWithAI.pdf
https://www.ukri.org/wp-content/uploads/2021/02/UKRI-120221-TransformingOurWorldWithAI.pdf
https://www.researchgate.net/publication/343106745_AI_no_longer_has_a_plug_about_ethics_in_the_design_process
https://www.researchgate.net/publication/343106745_AI_no_longer_has_a_plug_about_ethics_in_the_design_process
https://www.researchgate.net/publication/343106745_AI_no_longer_has_a_plug_about_ethics_in_the_design_process
https://doi.org/10.1038/d41586-020-00084-7
https://doi.org/10.1038/d41586-020-00084-7
https://doi.org/10.1038/s41587-021-00907-6
https://wellcome.org/sites/default/files/what-researchers-think-about-the-culture-they-work-in.pd
https://wellcome.org/sites/default/files/what-researchers-think-about-the-culture-they-work-in.pd


AI & SOCIETY 

1 3

Williamson B (2015) Governing software: networks, databases and 

algorithmic power in the digital governance of public education. 

Learn Media Technol 40(1):83–105

Wilsdon J (2021) AI & machine learning in research assessment: can 

we draw lessons from debates over responsible metrics? In: RoRI 

& RCN workshop, Act One, 11 January 2021. https:// figsh are. 

shef. ac. uk/ accou nt/ artic les/ 14258 495. Accessed 22 Mar 2021

Wilsdon J, Allen L, Belfiore E, Campbell P, Curry S, Hill S et al. 

(2015) The metric tide. In: Report of the independent review 

of the role of metrics in research assessment and management.

Wilsdon JR, Bar-Ilan J, Frodeman R, Lex E, Peters I, Wouters P (2017) 

Next-generation metrics: responsible metrics and evaluation for 

open science.

Yee S (2017) “You bet she can fuck”–trends in female AI narratives 

within mainstream cinema: Ex Machina and Her Ekphrasis 

17(1):85–98

Zajko M (2021) Conservative AI and social inequality: conceptualizing 

alternatives to bias through social theory. AI Soc. https:// doi. org/ 

10. 1007/ s00146- 021- 01153-9

Publisher's Note Springer Nature remains neutral with regard to 

jurisdictional claims in published maps and institutional affiliations.

https://figshare.shef.ac.uk/account/articles/14258495
https://figshare.shef.ac.uk/account/articles/14258495
https://doi.org/10.1007/s00146-021-01153-9
https://doi.org/10.1007/s00146-021-01153-9

	Speeding up to keep up: exploring the use of AI in the research process
	Abstract
	1 Introduction
	2 Contemporary research and AI
	3 Current debates
	4 Defining AI
	5 Exploring the use of AI as a research tool
	6 Methods
	7 Limitations
	8 Findings
	8.1 AI for individual researcher use
	8.2 AI and narrow tasks
	8.3 AI and emotional labour
	8.4 Increasing personal productivity
	8.5 AI for collective use
	8.6 Modes of knowledge production
	8.7 AI and impact
	8.8 Inequality, fairness and bias
	8.9 AI and interdisciplinarity
	8.10 The academic role
	8.11 The future of academic labour

	9 Discussion
	9.1 Contemporary research and AI
	9.2 Productivity
	9.3 Impact, engagement and AI
	9.4 Interpretations of work and emotion
	9.5 Operationalising values in research

	10 Conclusion
	Acknowledgements 
	References


