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WINNING PROPERTY OF BADLY APPROXIMABLE POINTS

ON CURVES

VICTOR BERESNEVICH, EREZ NESHARIM, AND LEI YANG

Abstract. In this paper we prove that badly approximable points on any ana-
lytic non-degenerate curve in R

n is an absolute winning set. This confirms a key
conjecture in the area stated by Badziahin and Velani (2014) which represents
a far-reaching generalisation of Davenport’s problem from the 1960s. Amongst
various consequences of our main result is a solution to Bugeaud’s problem on
real numbers badly approximable by algebraic numbers of arbitrary degree. The
proof relies on new ideas from fractal geometry and homogeneous dynamics.

1. Introduction

The primary object of study in this paper will be the sets Bad(r) of r-badly
approximable points in R

n. Here and elsewhere r = (r1, . . . , rn) ∈ R
n is an n-tuple

of weights of approximation, which, by definition, satisfy the following conditions:

r1 + · · ·+ rn = 1 and ri ≥ 0 ∀ i . (1.1)

Recall that x = (x1, . . . , xn) ∈ Bad(r) if and only if there is exists c = c(x) > 0
such that

max
1≤i≤n

qri |qxi − pi| ≥ c (1.2)

for all q ∈ N and p = (p1, . . . , pn) ∈ Z
n. It is well known that when c = 1 then for

all x ∈ R
n the opposite to (1.2) holds for infinitely many (p, q) ∈ Z

n × N; see, for
instance, [BRV16, §1.4.2]. Thus, justifying their name, badly approximable points
exhibit the worst proximity by rational points p/q up to the constant factor c > 0.
When r =

(

1
n , . . . ,

1
n

)

, we will write Bad(n) for Bad
(

1
n , . . . ,

1
n

)

.

Badly approximable points represent one of the central concepts in Diophan-
tine approximation that has been studied for well over a century. Notably, in the
1980s Dani [Dan85] discovered a neat correspondence between points in Bad(n) and
bounded orbits of diagonal flows on the space of lattices in R

n+1. Ever since badly
approximable points have also been in the spotlight within homogeneous dynamics.

The holy grail of the theory of badly approximable points is the winning prop-
erty of the sets Bad(r) and their restrictions to natural geometric objects such as
curves, surfaces and fractals in R

n. The winning property is understood in the
sense of Schmidt’s game [Sch66] or its generalisations, which detailed account can
be found in [BHNS18]. Indeed, Schmidt’s games have long been the main vehicle for
many advances in both Diophantine approximation and homogeneous dynamics in-
cluding [Sch69, Dan88, KW05, Fis09, Tse09, KW10, McM10, Mos11, ET11, BFK11,
BFK+12, KW13, AGK15, An16, KL16, ABV18, FSU18, GY19, AGGL19] amongst
many others. More recently, stemming from the breakthrough proof of Schmidt’s
conjecture [BPV11], new approaches evolved, enabling several major developments.
These include the proof of Schmidt’s conjecture in higher dimensions [Ber15, Yan19],
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2 VICTOR BERESNEVICH, EREZ NESHARIM, AND LEI YANG

resolution to Davenport’s problem [BV14, Ber15, Yan19] and discoveries on mul-
tiplicative approximations [BV11, Bad13]. However, the property of being win-
ning, which is the strongest and thus most desirable, was largely non-attainable by
these developments, except in dimension n = 2 [An13, NS14, An16, ABV18]. In-
deed, for n > 2, the most general result, which encompasses previous milestones
[Sch66], [Fis09] and [BFK+12], is the Guan-Yu theorem [GY19] that Bad(r) with
r1 = · · · = rn−1 ≥ rn is hyperplane absolute winning. It is also worth mentioning
that Kleinbock and Weiss [KW10] proved that Bad(r) is modified winning, where
the notion of winning depends on r. The goal of this paper is to address the following
key challenge.

Problem 1 ([BV14, Conjecture B]). Prove that the set of r-badly approximable
points lying on a nondegenerate curve in R

n is winning.

Our main result (Theorem 1.1 below) settles this problem in full for analytic non-
degenerate curves in arbitrary dimensions. This represents the first result of its kind
beyond planar curves. In fact, even for n = 2 our result is new as we establish the
absolute winning property, which is stronger than Schmidt’s winning property that
was established in [ABV18] for all non-degenerate planar curves. As a consequence of
our main result, we are able to resolve Bugeaud’s problem [Bug16, Problem 2.9.11]1

on real numbers badly approximable by algebraic numbers of arbitrary degree.

Prior to stating our main result, recall that an analytic map ϕ = (ϕ1, . . . , ϕn) :
U → R

n, defined on an open interval U ⊂ R, is nondegenerate if ϕ1, . . . , ϕn together
with the constant function 1 are linearly independent over R. Also, recall that S ⊂ R

is absolute winning on U if and only if S ∪ (R \ U) is absolute winning.

Theorem 1.1. Let r be an n-tuple of weights of approximation, U ⊂ R be a non-
empty open interval and ϕ : U → R

n be a nondegenerate analytic map. Then the
set ϕ−1 (Bad(r)) is absolute winning on U .

1.1. Properties of absolute winning sets. Absolute winning sets were intro-
duced by McMullen in [McM10] in order to strengthen the notion of Schmidt’s
winning sets [Sch66]. Precise definitions and various properties of (absolute) win-
ning sets can be found in [Sch66, McM10, BFK+12, BHNS18]. In particular, we
have the following lemma that is assembled from known results that can be found in
[McM10, BFK+12, BHNS18]. In what follows, dim stands for Hausdorff dimension.

Lemma 1.2. The following properties hold for subsets of R:
(i) absolute winning sets are preserved by quasi-symmetric homeomorphisms,

including by-Lipschitz maps, and C1 diffeomorphisms;
(ii) any countable intersection of absolute winning sets is absolute winning;
(iii) any absolute winning set has full Hausdorff dimension; and furthermore
(iv) for any absolute winning set S ⊂ R, any open interval U and any Ahlfors

regular measure µ on R such that U ∩ suppµ 6= ∅ we have that

dim(S ∩ U ∩ suppµ) = dim(suppµ) . (1.3)

A Borel measure µ on R
d will be called (C,α)-Ahlfors regular, where C > 1 and

α > 0 are constants, if there exists ρ0 > 0 such that for any ball B(x, ρ) ⊂ R centred
at x ∈ suppµ of radius ρ > 0 we have that

C−1ρα ≤ µ(B(x, ρ)) ≤ Cρα if ρ ≤ ρ0 . (1.4)

1Problem 9.9 in the preprint version arXiv:1502.03052
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We say that µ is α-Ahlfors regular if there exists C > 1 such that µ is (C,α)-Ahlfors
regular; and we say that µ is Ahlfors regular if it is α-Ahlfors regular for some α > 0.
Recall that dim(suppµ) = α for any α-Ahlfors regular measure µ. In particular,
suppµ has the cardinality of continuum.

Property (iv) of Lemma 1.2 merits a special comment as understanding the in-
tersection of S = ϕ−1(Bad(r)) with the supports of Ahlfors regular measures will
underpin our approach to establishing Theorem 1.1. First of all, note that the
simplest and indeed weakest meaningful consequence of (1.3) is that

S ∩ U ∩ suppµ 6= ∅ . (1.5)

However, as it happens, the validity of (1.5) for every Ahlfors regular measure µ
such that suppµ ∩ U 6= ∅ is enough for ensuring the much stronger full-dimension
property (1.3), and furthermore the absolute winning property of S on U . This is a
consequence of the following two facts recently established in [BHNS18].

Lemma 1.3 (Corollary 4.2 in [BHNS18]). Let U ⊂ R be a non-empty open interval
and S ⊂ U be a Borel subset. Suppose that for every diffuse subset K ⊂ U we have
that S ∩K 6= ∅. Then S is absolute winning on U .

Lemma 1.4 (Proposition 2.18 in [BHNS18]). Let U ⊂ R be a non-empty open
interval and K ⊂ U be a diffuse set. Then K contains a closed subset that supports
an Ahlfors regular measure.

Thus, in view of Lemmas 1.2(iv), 1.3 and 1.4, we have that Theorem 1.1 is equiv-
alent to the following statement.

Theorem 1.5. Let r be an n-tuple of weights of approximation, U ⊂ R be an open
interval, µ be an Ahlfors regular measure such that U ∩ suppµ 6= ∅ and ϕ : U → R

n

be a nondegenerate analytic map. Then

ϕ−1(Bad(r)) ∩ suppµ 6= ∅. (1.6)

To sum up, we have that

Theorem 1.1 holds ⇐⇒ Theorem 1.5 holds. (1.7)

1.2. Corollaries to the main theorem. We begin with the following straightfor-
ward consequence of Theorem 1.1 combined with Lemma 1.2(ii)–(iv).

Corollary 1.6. Let U ⊂ R be an open interval and µ be an Ahlfors regular measure
such that suppµ ∩ U 6= ∅. Further for each i ∈ N let ni ∈ N be given, ri be an
ni-tuple of weights of approximation and fi : U → R

ni be an analytic nondegenerate
map. Then,

dim
⋂

i∈N
f−1
i (Bad(ri)) ∩ suppµ = dim(suppµ) .

In particular, when µ is Lebesgue measure, we have that

dim
⋂

i∈N
f−1
i (Bad(ri)) = 1 .

Our next corollary resolves a problem on real numbers badly approximable by
algebraic numbers of arbitrary degrees. In what follows, given a polynomial P =
anx

n + · · · + a0 ∈ Z[x], H(P ) = max{|a0|, . . . , |an|} will denote the height of P .
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Given an algebraic number α ∈ C, H(α) will denote the (naive) height of α, which,
by definition, is the height of the minimal defining polynomial P of α over Z.

To motivate the definition of real numbers badly approximable by algebraic num-
bers of degree n, recall the long standing Wirsing–Schmidt conjecture [Sch80, p.258]
which states that for any n ∈ N and any real transcendental number ξ there is a
constant C = C(ξ, n) > 0 such that

|ξ − α| ≤ C(n, ξ)H(α)−n−1 (1.8)

holds for infinitely many algebraic numbers α of degree ≤ n. The n = 1 case of the
conjecture is a trivial consequence of the theory of continued fractions; for n = 2
it was proved by Davenport and Schmidt. However, there are only partial results
for n > 2, see [BS19]. Furthermore, it was established in [Ber99] that the Wirsing–
Schmidt conjecture is true for almost every ξ ∈ R even if the right hand side of (1.8)
was replaced by a decreasing function Ψ of H(α) such that

∑∞
h=1 h

n−1Ψ(h) = ∞,

for example, Ψ(H(α) = H(α)−n−1 log−1H(α). Real numbers badly approximable
by algebraic numbers of degree n are introduced by reversing (1.8) with a suitably
small constant. Namely, we define the set of real numbers badly approximable by
algebraic numbers of degree n as follows:

B∗
n =

{

ξ ∈ R :
∃ c1 = c1(ξ, n) > 0 such that |ξ − α| ≥ c1H(α)−n−1

for all real algebraic α with degα ≤ n

}

.

Let us also introduce the set of real number for which the Wirsing–Schmidt conjec-
ture holds:

W∗
n =

{

ξ ∈ R :
∃ c2 = c2(ξ, n) > 0 such that |ξ − α| < c2H(α)−n−1

for infinitely many real algebraic α with degα ≤ n

}

and the following set of real numbers badly approximable in terms of small values
of integral polynomials of degree n:

Bn =

{

ξ ∈ R :
∃ c1 = c1(ξ, n) > 0 such that |P (ξ)| ≥ c1H(P )−n

for all non-zero P ∈ Z[x], degP ≤ n

}

.

It is well known, see for example [Ber15], that

Bn ⊂ W∗
n ∩ B∗

n. (1.9)

The existence of transcendental numbers lying in B∗
n and furthermore in Bn was

conjectured by Bugeaud in [Bug04, §10.2] and established in [Ber15]. More precisely,
it was proved in [Ber15] that the intersection of any finite number of the sets Bn

with any interval in R has full Hausdorff dimension. The strong form of Bugeaud’s
problem claims that the intersection of all the sets Bn has full dimension, see [Bug16,
Problem 2.9.11]. The following statement resolves this problem in full generality.

Corollary 1.7. Let U ⊂ R be any open interval and µ be any Ahlfors regular
measure such that suppµ ∩ U 6= ∅. Then,

dim

∞
⋂

n=1

Bn ∩ U ∩ suppµ = dim

∞
⋂

n=1

B∗
n ∩W∗

n ∩ U ∩ suppµ = dim(suppµ) .

In particular,

dim

∞
⋂

n=1

Bn ∩ U = dim

∞
⋂

n=1

B∗
n ∩ U = 1 .
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Proof. It is well known that Bn = f−1
n (Bad(n)), where fn(x) = (x, . . . , xn), see

[Ber15]. Therefore, in view of (1.9), Corollary 1.7 is a special case of Corollary 1.6.
�

Remark 1.8. Not only does Corollary 1.7 resolve the strong form of Bugeaud’s prob-
lem, it also allows one to detect numbers ξ badly approximable by algebraic num-
bers of arbitrary degree with additional properties. For example, if µ is the uniform
probability measure supported on the middle third Cantor set K3, then Corollary 1.7
implies that K3 contains a subset of ξ of Hausdorff dimension log 2/ log 3 = dim(K3)
such that ξ ∈ Bn for all n. Recall that ξ ∈ K3 if and only if the ternary expansion
of ξ does not contain the digit 1.

1.3. Outline of new ideas. First of all, note that establishing the winning property
of a set by investigating its intersections with fractals, which enables the reduction of
Theorem 1.1 to Theorem 1.5, has only existed as a theoretical principle introduced in
[BHNS18]. In this paper we develop an approach, which for the first time implements
this principle in practice and thus enables us to resolve outstanding problems. Our
approach has several novel features, which we will try to outline here.

To begin with, note that the techniques developed to date rely on counting ar-
guments. In particular, [Ber15] and [Yan19] utilise lattice point counting together
with a linearisation technique to estimate the number of the so-called ‘dangerous
intervals’. As a result, previously developed tools are only suitable for studying
badly approximable points in ‘continuous structures’ but not in fractals, ruling out
any possibility of using such tools for establishing Theorem 1.5. In this paper we
use instead a Quantitative Non-Divergence (QND) estimate for fractals derived from
the paper [KLW04] of Kleinbock, Lindenstrauss and Weiss. More precisely, we use
a ‘hybrid’ version of the QND estimate appearing as Theorem 2.4 below, in which
Case (1) is with respect to a given fractal measure µ, while Case (2) is with respect
to Lebesgue measure (i.e. x is not restricted to the support of µ). The required
estimate for the number of ‘dangerous intervals’ is deduced from the measure the-
oretic bound appearing as Case (1) of Theorem 2.4. Specifically this deduction is
done within (3.14)–(3.15) and (3.29)–(3.30) below. However, there is a challenge in
using the QND estimate: we have to rule out the algebraic obstructions appearing
as Case (2) of Theorem 2.4.

To outline how this is dealt with, first recall that the sets of badly approximable
points are routinely studied with the help of the so-called Dani correspondence.
This correspondence relates badly approximable points to bounded orbits of lattices
u(x)Zn+1, where u(x) is given by (2.14), under a certain diagonal flow. This paper
is no exception and the corresponding flow is denoted by a(t), see (2.15) for an
explicit definition. In short, a point x ∈ R

n is r-badly approximable if and only if
for some ε > 0 the orbit a(t)u(x)Zn+1 is contained in a compact set Kε, defined by
(2.13). However, in order to rule out the algebraic obstructions arising from Case (2)
of Theorem 2.4, we set up a second independent action by elements of a different
diagonal subgroup, which is denoted by b(t) and defined in (2.16). In short, we
allow the compact set Kε to expand (that is ε to shrink) as we act by this second
action. This is reflected in (2.30), which essentially appears to be a condition defining
‘dangerous intervals’. The expansion of Kε enables us to minimise the loss of µ-mass
in the corresponding Cantor set construction, which is defined in §2.5. At the same
time, we demonstrate that it can be chosen in such a way that the aforementioned
algebraic obstructions are ruled out. In fact, the algebraic obstructions at each step
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of the Cantor-like construction appear to be removed at previous steps of the Cantor
set construction. We expect that further study of the action of b(t) will lead to more
applications to Diophantine approximation.

1.4. Notation and conventions. Throughout this paper, ‖ · ‖ will denote the
Euclidean norm. Given k ∈ N, e1, . . . , ek will denote the standard basis of Rk. Given
two vectors a = (a1, . . . , ak) and b = (b1, . . . , bk) ∈ R

k, by a · b = a1b1 + · · ·+ akbk
we will denote the standard inner product of a and b.

Given an integer r such that 1 ≤ r ≤ k, as is well known, the collection

eI := ei1 ∧ · · · ∧ eir , where I = {i1 < . . . < ir}, (1.10)

forms the standard basis of
∧r (

R
k
)

– the rth exterior power of Rk. Given a multi-

vector a1 ∧ · · · ∧ ar ∈ ∧r (
R
k
)

, by (a1 ∧ · · · ∧ ar)I we will denote its eI -coordinate.

The inner product on R
k induces the inner product on

∧r (
R
k
)

, which we will also
denote by ‘ · ’, so that (1.10) becomes an orthonormal basis. Further, ‖a1 ∧ · · · ∧ar‖
will denote the Euclidean norm of a1 ∧ · · · ∧ ar. Given a k × k matrix L and a
multi-vector v = v1 ∧ · · · ∧ vr ∈ ∧r (

R
k
)

, we define Lv as Lv1 ∧ · · · ∧ Lvr, where

all vi are viewed as columns. Further, a collection v1, . . . ,vr ∈ Z
k will be called

primitive if v1, . . . ,vr are linearly independent and

SpanZ(v1, . . . ,vr) = Z
k ∩ SpanR(v1, . . . ,vr).

We will use the following form of the Bachmann–Landau notation. Given a normed
space X and ε > 0, OX(ε) will stand for an element of X which norm is ≤ Cε for
some constant C > 0. We will omit the subscript if there is no risk of confusion.

Given a set S, #S will denote the number of elements in S. Given an interval
I ⊂ R and a positive number λ, |I| will denote the length of I, and λI will denote
the interval of length λ|I| and centred at the same point as I.

Acknowledgements. LY is supported in part by NSFC grant 11801384 and the
Fundamental Research Funds for the Central Universities YJ201769. LY is also
grateful to the University of York for its hospitality during LY’s visit when part of
this work was completed. EN acknowledges support from ERC 2020 grant HomDyn
(grant no. 833423), ISF grant number 871/17, and ERC 2020 grant HD-App (grant
no. 754475).

2. Intersections with fractals

In view of the equivalence (1.7), establishing Theorem 1.5 will be the sole goal
for the rest of this paper. The proof will be based on finding an appropriate Cantor
set inside the left hand side of (1.6). The goal of this section is to introduce the
construction of such a Cantor set (§2.5). Establishing that it is non-empty will be
the subject of subsequent sections. To begin with, we introduce several useful as-
sumptions (§2.1), recall Badziahin-Velani’s generalised Cantor sets (§2.2) and Dani’s
correspondence (§2.3), and state quantitative non-divergence estimates (§2.4).

2.1. Preliminaries. From now on we fix any (C,α)-Ahlfors regular measure µ such
that suppµ∩U 6= ∅, where U is an open interval in R as in Theorem 1.5. Throughout,
without loss of generality, we will assume that

r1 ≥ . . . ≥ rn > 0 . (2.1)
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Indeed, if rn = 0, then Bad(r̂) × R ⊂ Bad(r), where r̂ = (r1, . . . , rn−1), and thus
ϕ̂−1(Bad(r̂)) ⊂ ϕ−1(Bad(r)), where ϕ̂ = (ϕ1, . . . , ϕn−1) : U → R

n−1 is analytic and
non-degenerate. Obviously, (1.6) follows from ϕ̂−1(Bad(r̂)) ∩ suppµ 6= ∅. Thus, if
rn = 0, we reduce the proof of Theorem 1.5 to a lower dimension.

Since ϕ is non-degenerate, ϕ′
1 is not identically zero. Since ϕ′

1 is analytic, it can
vanish only at a countable number of points. Since suppµ∩U 6= ∅ and U is open, the
set suppµ∩U is uncountable. Hence, there exists a point x0 ∈ suppµ∩U such that
ϕ′
1(x0) 6= 0. In what follows I0 ⊂ U will be a closed interval centred at x0. Clearly,

to establish (1.6) it suffices to prove that ϕ−1(Bad(r)) ∩ suppµ ∩ I0 6= ∅. Since
ϕ′
1(x0) 6= 0, by continuity, |ϕ′

1(x)| is bounded above and below by positive constants
for all x in a neighborhood of x0. Then, we can make a change of the variable x to
ensure that ϕ1(x) = x for all x in this neighborhood. Therefore, by shrinking I0 and
making the change of variable if necessary, we can ensure that 3n+1I0 ⊂ U and that

ϕ(x) = (x, ϕ2(x), . . . , ϕn(x)) for all x ∈ 3n+1I0 ⊂ U . (2.2)

We will also assume that

3|I0| ≤ ρ0 , (2.3)

where ρ0 is as in (1.4). Since I0 is centred at suppµ, by (1.4), we have that

C−1
(

1
2 |I0|

)α ≤ µ(I0) ≤ C
(

1
2 |I0|

)α
. (2.4)

Also, observe that for any interval I ⊂ I0, if x ∈ I ∩ suppµ then

I ⊂ B(x, |I|) ⊂ 3I , (2.5)

where B(x, |I|) is the closed ball centred at x of radius |I|. Then, by (1.4) and (2.5)
applied to B(x, |I|), we get that

µ(I) ≤ C|I|α and µ(3I) ≥ C−1|I|α (2.6)

for any interval I ⊂ I0 such that I ∩ suppµ 6= ∅.

2.2. Generalised Cantor sets. In this subsection we recall a construction of Can-
tor sets proposed in [BV11]. Let R ≥ 2 be an integer. Given any closed bounded
interval I, ParR(I) will denote the collection of closed intervals obtained by dividing
I to R closed subintervals of the same length R−1|I|. More generally, if we have a
finite collection J of closed bounded intervals, we define ParR(J ) to be the union
of ParR(I) over all I ∈ J . Thus, to obtain ParR(J ) we have to sub-divide each
interval in J into R closed sub-intervals of equal length.

Now, to begin the construction of a Cantor set, let J0 = {I0}, where I0 is a given
closed bounded interval. Then recurrently for q = 0, 1, 2, . . . we perform two steps:

• Split each interval in Jq into R closed equal subintervals to obtain Iq+1, i.e.

Iq+1 := ParR (Jq) .

• Remove a sub-collection Ĵq from Iq+1 to obtain

Jq+1 := Iq+1 \ Ĵq . (2.7)

Observe that

|I| = R−q−1|I0| for all I ∈ Iq+1 (2.8)

and that the intervals in Iq+1 can intersect each other only at end-points.



8 VICTOR BERESNEVICH, EREZ NESHARIM, AND LEI YANG

The sequence (Jq)q≥0 defines the limit set

K∞ :=

∞
⋂

q=0

⋃

I∈Jq

I . (2.9)

Now, let h = (hp,q)0≤p≤q be a sequence of non-negative integers indexed by p and q.

For q ≥ 0 write Ĵq as the following union

Ĵq =
⋃q

p=0 Ĵp,q . (2.10)

If for any 0 ≤ p ≤ q we have that

#
{

I ∈ Ĵp,q : I ⊂ J
}

≤ hp,q for all J ∈ Jp, (2.11)

then (Jq)q≥0 will be called an (R,h)-sequence and its limit set (2.9) will be called an

(R,h)-Cantor set. For obvious reasons, the parameter R will be called the splitting
rate and the quantities hp,q will be called removal rates of the construction of K∞.
We will use the following result established in [BV11].

Theorem 2.1 (Theorem 3 in [BV11]). Given an integer R ≥ 2 and a sequence of
non-negative integers h = (hp,q)0≤p≤q, let t0 = R− h0,0 and

tq := R− hq,q −
q

∑

j=1

hq−j,q
∏j

i=1 tq−i

for q ≥ 1 . (2.12)

Suppose that tq > 0 for all q ≥ 0. Then every (R,h)-Cantor set is nonempty.

2.3. Dani’s correspondence. In what follows Xn+1 = SLn+1(R)/SLn+1(Z) will
denote the homogeneous space of unimodular lattices in R

n+1. For every g ∈
SLn+1(R), the corresponding lattice is given by gZn+1 ∈ Xn+1. As is well known,
the space Xn+1 is not compact. By Mahler’s criterion, every compact subset of
Xn+1 is contained in

Kε :=

{

Λ ∈ Xn+1 : inf
v∈Λ,v 6=0

‖v‖ ≥ ε

}

(2.13)

for some ε > 0. As we have already mentioned, Dani [Dan85] discovered a corre-
spondence between points in Bad(n) and bounded orbits of diagonal flows on Xn+1.
In this paper we will use a more general version of this correspondence – Lemma 2.2
below, which was formally established in [Kle98]. Given x ∈ R

n, define the matrix

u(x) :=

[

1 x

In

]

∈ SLn+1(R) , (2.14)

where In stands for the n× n identity matrix and x is regarded as a row. Further,
for t ∈ R define the diagonal matrix

a(t) := diag
{

et, e−r1t, . . . , e−rnt
}

=











et

e−r1t

. . .

e−rnt











∈ SLn+1(R). (2.15)

Lemma 2.2. Let x ∈ R
n. Then, x ∈ Bad(r) if and only if

{

a(t)u(x)Zn+1 : t > 0
}

⊂ Kε for some ε > 0,

that is
{

a(t)u(x)Zn+1 : t > 0
}

is bounded in Xn+1.
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To be precise, Lemma 2.2 is a consequence of Mahler’s transference [Mah39] and
Theorem 1.5 in [Kle98]. See also [BPV11, Appendix] and [Ber15, Appendix A].

The proof of our main result will also make use of a linearisation technique on
Xn+1 which will utilize the action on Xn+1 by

b(t) := diag
{

e−t/n, et, e−t/n, . . . , e−t/n
}

∈ SLn+1(R) . (2.16)

The linearisation technique will also make use of the map z : I0 → SLn+1(R) given
by

z(x) := u1(ψ(x)) , (2.17)

where

ψ(x) :=
(

ϕ′
2(x), . . . , ϕ

′
n(x)

)

(2.18)

and

u1(y) :=















1 0 0 · · · 0
1 y2 · · · yn

1
. . .

1















∈ SLn+1(R)

for y = (y2, . . . , yn) ∈ R
n−1.

Before moving on, we state several conjugation equations, which involve the ac-
tions by a(t), b(t) and z(x).

Lemma 2.3. For any t > 0, x ∈ 3n+1I0, x = (x1, . . . , xn) ∈ R
n and y =

(y2, . . . , yn) ∈ R
n−1 we have that

a(t)u(x)a(−t) = u
(

e(1+r1)tx1, . . . , e
(1+rn)txn

)

, (2.19)

a(t)u1(y)a(−t) = u1

(

e(r2−r1)ty2, . . . , e
(rn−r1)tyn

)

, (2.20)

b(t)u(x)b(−t) = u
(

e−(1+1/n)tx1, x2, . . . , xn

)

, (2.21)

b(t)u1(y)b(−t) = u1

(

e(1+1/n)ty
)

, (2.22)

z(x)u
(

ϕ′(x)
)

z−1(x) = u(e1) . (2.23)

The proof of these equations is elementary and obtained by inspecting them one
by one. The details are left to the reader.

2.4. Quantitative non-divergence estimates. In this section we state auxiliary
tools that will be used to estimate the removal rates hp,q of the Cantor set that will
be constructed in §2.5. Let

W (τ, J, δ) :=
{

x ∈ J : gτz(x)u(ϕ(x))Z
n+1 6∈ Kδ

}

,

where J ⊂ I0 is an interval, z(x) is defined by (2.17), u(ϕ(x)) is given by (2.14) and

gτ := diag {eτ1 , eτ2 , . . . , eτn+1} ∈ SLn+1(R) (2.24)

for some τ = (τ1, τ2, . . . , τn+1). Note that gτ ∈ SLn+1(R) if and only if

τ1 + · · ·+ τn+1 = 0 . (2.25)
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Theorem 2.4 (Local Estimate). Suppose that µ, ϕ and I0 are the same as in §2.1.
Then, provided I0 is sufficiently small, there exist constants M1 > 0 and γ > 0 such
that any δ > 0, any τ = (τ1, τ2, . . . , τn+1) satisfying (2.25), any 0 ≤ ρ ≤ 1 and any
subinterval J ⊂ I0 at least one of the following two conclusions holds:

(1) µ(W (τ, J, δ)) ≤M1

(

δ

ρ

)γ

µ(3J);

(2) there exist 1 ≤ i ≤ n and v = v1 ∧ · · · ∧ vi ∈
∧i (

Z
n+1

)

\ {0} such that

sup
x∈J

‖gτz(x)u(ϕ(x))v‖ < ρ .

Theorem 2.5 (Global Estimate). Suppose that µ, ϕ and I0 are the same as in §2.1.
Then, provided I0 is sufficiently small, there exist constants M2 > 0 and γ > 0 such
that for any δ > 0 and any τ = (τ1, τ2, . . . , τn+1) satisfying (2.25) such that

τ1 > 0 and τi < 0 for i = 3, . . . , n+ 1 (2.26)

one has that µ(W (τ, I0, δ)) ≤M2δ
γ .

The proof of these theorems is independent from the rest of this paper and is
therefore deferred till §5 in order to maintain the flow of the proof of the main
theorem.

2.5. The construction of a suitable Cantor set. First fix a large enough integer
R and two auxiliary parameters β, β′ > 1 defined by

e(1+r1)β = R and e(1+1/n)β′

= R. (2.27)

Note that since r1 ≥ 1/n, we have that β ≤ β′. As in §2.2, R will be the splitting
rate of our construction of a Cantor set. The parameters β and β′ will determine
the ‘speed of travel’ through a(t)- and b(t)-orbits in relation to the Cantor set con-
struction – see (2.30). Next, fix any

0 < ε ≤ rn
3n

. (2.28)

As in §2.2, to begin the construction of a Cantor set, we let J0 = {I0}, where
I0 ⊂ U is as in §2.1 and is sufficiently small so that Theorems 2.4 and 2.5 are
applicable. In particular, (2.2), (2.3), (2.4) and (2.6) are satisfied. Subsequently,
for q = 0, 1, . . . in order to define Jq+1 we are required to specify the collections

Ĵq of the removed intervals at each step – see (2.7). In view of (2.10), this will be

accomplished if we specify the components Ĵp,q of Ĵq. With this in mind, let us
assume that q ≥ 0 and J0, . . . ,Jq have been constructed.

First, for p = q define

Ĵq,q =
{

I ∈ Iq+1 : µ(I) < (3C)−1|I|α
}

. (2.29)

Next, for any q ≥ 1 define Ĵp,q = ∅ if 0 < p ≤ q/2 or 0 < p < q with p 6≡ q

(mod 4), define Ĵ0,q to be the collection of I ∈ Iq+1 \ Ĵq,q such that there exists
l ∈ Z with max(1, q/8) ≤ l ≤ q/4 satisfying

b
(

β′l
)

a(β(q + 1))z(x)u(ϕ(x))Zn+1 6∈ Ke−εβl for some x ∈ I , (2.30)

and finally if q/2 < p < q and p = q − 4l for some l ∈ Z define

Ĵp,q :=
{

I ∈ Iq+1 \
(

Ĵq,q ∪
⋃

0≤p′<p Ĵp′,q

)

: (2.30) holds
}

.
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Note that in the latter case 1 ≤ l < q/8. This completes the definition of the sets

Ĵp,q for all possible choices of 0 ≤ p ≤ q. As in §2.2, K∞ will be given by (2.9).

Proposition 2.6. With reference to the above construction, we have that

µ(J) ≥ (3C)−1|J |α (2.31)

for all J ∈ Jq+1 and q ≥ 0, and

K∞ ⊂ suppµ and K∞ ⊂ ϕ−1(Bad(r)) . (2.32)

Proof. Regarding (2.31), this follows from (2.7), (2.10) and (2.29). Regarding (2.32),
the first inclusion is a consequence of (2.31), which implies that J ∩ suppµ 6= ∅ for
all intervals J in the construction of the Cantor set K∞. Next, note that by (2.1),
(2.17) and (2.20), we have that a(β(q + 1))z(x) = u1(O(1))a(β(q + 1)). So,

b
(

β′l
)

a(β(q + 1))z(x)u(ϕ(x)) = b
(

β′l
)

u1(O(1))a(β(q + 1))u(ϕ(x)). (2.33)

Now, by definition, for all q ≥ 8, for all I ∈ Jq+1 and all l such that 1 ≤ l ≤ q/8
condition (2.30) does not hold. Therefore, using (2.33) with l = 1 we obtain that
for any q ≥ 8, I ∈ Jq+1 and any x ∈ I we have that

a(β(q + 1))u(ϕ(x)) ∈ u1(O(1))−1b
(

−β′
)

Ke−εβ . (2.34)

In particular, (2.34) holds for any x ∈ K∞ and all q ≥ 8. It is readily seen that
the right hand side of (2.34) is contained in a bounded subset of Xn+1 independent
of q and x. Therefore,

{

a(βq)u(ϕ(x))Zn+1 : q ∈ N
}

is bounded in Xn+1, and hence

the orbit
{

a(t)u(ϕ(x))Zn+1 : t > 0
}

is bounded in Xn+1. By Lemma 2.2, this shows
that ϕ(x) ∈ Bad(r). Since this is true for any x ∈ K∞, the right hand side of (2.32)
follows. �

In view of (2.32), our main task will be to prove that K∞ 6= ∅. This will be done
by making use of Theorem 2.1. Naturally, to accomplish this goal we will need to
estimate the removal rates hp,q. We end this section by doing this when p = q.

Proposition 2.7. Suppose that Rα ≥ 21C2. Then for every q ≥ 0 we have that
(2.11) holds for p = q with

hq,q ≤ R− (4C)−2Rα . (2.35)

Proof. Let q ≥ 0 and take any J ∈ Jq. Then, µ(J) ≥ (3C)−1|J |α. This follows from
(2.4) when q = 0 and from Proposition 2.6 when q > 0. Hence, using the left hand
side of (2.6) and the fact that |I| = R−1|J | for every I ∈ ParR(J) gives

(3C)−1|J |α ≤ µ(J) =
∑

I∈ParR(J)

I∩suppµ 6=∅

µ(I)
(2.6)

≤ NJ × C
(

R−1|J |
)α

, (2.36)

where NJ is the number of summands above. Therefore, (2.36) implies that NJ ≥
1
3C

−2Rα. If I ∈ ParR(J) and I ∩ suppµ 6= ∅ and is not the leftmost or rightmost
interval of ParR (J), let I− ∈ ParR(J) and I

+ ∈ ParR(J) be the adjacent intervals
to the left and to the right of I. Thus, 3I = I−∪ I ∪ I+ ⊂ J . By the right hand side
of (2.6), at least one of these 3 intervals satisfies (2.31), in particular, the one of the
three intervals I−, I, I+ that has the largest µ-measure will satisfy (2.31). Hence,
at least

(NJ − 2) /3 ≥
(

1
3C

−2Rα − 2
)

/3 > (3C)−2Rα − 1 ≥ (4C)−2Rα
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intervals I ∈ ParR(J) will satisfy (2.31). This immediately implies (2.11) for p = q
with hq,q given by (2.35). �

3. Estimates for removal rates

Within this section we estimate the removal rates hp,q for p < q. We separately
consider the case p = 0 (Proposition 3.3) and p > 0 (Proposition 3.4). Before we
proceed we shall prove two auxiliary statements.

Lemma 3.1. There exists R0 such that for all R ≥ R0, q ≥ 0, 0 ≤ l, l′ ≤ q/2,

x0, x ∈ I0 such that x = x0+θR
−q−1+l′ for some |θ| ≤ |I0| and any v = v1∧· · ·∧vi ∈

∧i (
R
n+1

)

\ {0} we have that

1

2
≤

∥

∥

∥
u
(

θRl′−le1

)

H(x0)v
∥

∥

∥

‖H(x)v‖ ≤ 2 , (3.1)

where

H(x) = Hl,q(x) := b
(

β′l
)

a(β(q + 1))z(x)u(ϕ(x)) . (3.2)

Proof. Using Taylor’s expansion and the well-known and easily verified equations

u(x+ x̃) = u(x)u(x̃) and u1(y + ỹ) = u1(y)u1(ỹ)

valid for all x, x̃ ∈ R
n and all y, ỹ ∈ R

n−1, we obtain that

u(ϕ(x)) = u
(

ϕ(x0) + θR−q−1+l′ϕ′(x0) +O
(

R−2q−2+2l′
))

= u
(

θR−q−1+l′ϕ′(x0) +O
(

R−2q−2+2l′
))

u(ϕ(x0)) , (3.3)

where O
(

R−2q−2+2l′
)

= ORn

(

R−2q−2+2l′
)

– see §1.4 for notation. Similarly,

z(x)
(2.18)
= u1(ψ(x)) = u1

(

ψ(x0) +O
(

R−q−1+l′
))

= u1

(

O
(

R−q−1+l′
))

u1(ψ(x0))
(2.18)
= u1

(

O
(

R−q−1+l′
))

z(x0) , (3.4)

where O
(

R−q−1+l′
)

= ORn−1

(

R−q−1+l′
)

. Using (3.4) together with (2.1), (2.20),

(2.22) and (2.27), we find that

b
(

β′l
)

a(β(q + 1))z(x)
(3.4)
= b

(

β′l
)

a(β(q + 1))u1

(

O
(

R−q−1+l′
))

z(x0)

(2.1)&(2.20)
= b

(

β′l
)

u1

(

O
(

R−q−1+l′
))

a(β(q + 1))z(x0)

(2.22)&(2.27)
= u1

(

O
(

R−q−1+l′+l
))

b
(

β′l
)

a(β(q + 1))z(x0) . (3.5)
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Further, using (3.3) together with (2.19), (2.21) and (2.23) we find that

b
(

β′l
)

a(β(q + 1))z(x0)u(ϕ(x))

(3.3)
= b

(

β′l
)

a(β(q + 1))z(x0)u
(

θR−q−1+l′ϕ′(x0) +O
(

R−2q−2+2l′
))

u(ϕ(x0))

(2.23)
= b

(

β′l
)

a(β(q + 1))u
(

θR−q−1+l′e1 +O
(

R−2q−2+2l′
))

z(x0)u(ϕ(x0))

(2.19)
= b

(

β′l
)

u
(

θRl′e1 +O
(

R−q−1+2l′
))

a(β(q + 1))z(x0)u(ϕ(x0))

(2.21)&(2.27)
= u

(

O
(

R−q−1+2l′
))

u
(

θRl′−le1

)

b
(

β′l
)

a(β(q + 1))z(x0)u(ϕ(x0)) .

(3.6)

Combining this with (3.5) gives that

H(x) = b
(

β′l
)

a(β(q + 1))z(x)u(ϕ(x))

(3.5)
= u1

(

O
(

R−q−1+l′+l
))

b
(

β′l
)

a(β(q + 1))z(x0)u(ϕ(x))

(3.6)
= Oe

(

R−1
)

u
(

θRl′−le1

)

b
(

β′l
)

a(β(q + 1))z(x0)u(ϕ(x0))

= Oe

(

R−1
)

u
(

θRl′−le1

)

H(x0) , (3.7)

where

Oe

(

R−1
)

= u1

(

O
(

R−q−1+l′+l
))

u
(

O
(

R−q−1+2l′
))

.

Since 0 ≤ l, l′ ≤ q/2, the matrix Oe

(

R−1
)

gets within SLn+1(R) arbitrarily close to
the identity matrix if R ≥ R0 and R0 is sufficiently large. In this case (3.7) implies
(3.1), thus completing the proof. �

Lemma 3.2. There exists R′
0 such that for all R ≥ R′

0, q ≥ 0, 1 ≤ l ≤ q/4 and any
interval I ⊂ I0 of length |I0|R−q−1 for which there exists x0 ∈ I satisfying

H(x0)Z
n+1 6∈ Ke−εβl (3.8)

we have that

H(x)Zn+1 6∈ K3e−εβl for all x ∈ I . (3.9)

Proof. By (3.8), there exists v ∈ Z
n+1 \ {0} such that

‖H(x0)v‖ < e−εβl . (3.10)

Since l ≥ 1 there exists R′
0 such that for any R ≥ R′

0 the operator norm of
u
(

−θR−le1
)

is less than 3/2 for any θ satisfying |θ| ≤ |I0|. Hence, for any such
θ, by (3.10), we get that

∥

∥

∥
u
(

θR−le1

)

H(x0)v
∥

∥

∥
< 3

2e
−εβl . (3.11)

Take any point x ∈ I. Then, x = x0 + θR−q−1 for some θ with |θ| ≤ |I0|. Let
R′

0 ≥ R0, where R0 arises from Lemma 3.1. Note that Lemma 3.1 is applicable with

l′ = 0, in which case u
(

θRl′−le1

)

= u
(

θR−le1
)

. Then, the left hand side of (3.1)

together with (3.11) imply (3.9), as required. �
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Proposition 3.3. There exist constants R1 ≥ 1, C1 > 0 and η1 > 0 such that if
R ≥ R1 then, with reference to the Cantor set defined in §2.5, for any q > 0 we have
that (2.11) holds for p = 0 with

h0,q ≤ C1R
α(1−η1)(q+1) . (3.12)

Proof. Recall from §2.5 that we only need to verify (3.12) for q ≥ 4 since otherwise

Ĵ0,q = ∅. Let lmin := max(1, q/8) ≤ l ≤ q/4, and Nl be the number of intervals

I ∈ Iq+1 = ParR (Jq) such that I 6∈ Ĵq,q and (2.30) holds. Let I be any of these

intervals. Since I 6∈ Ĵq,q, by (2.8) and (2.29), we have that

µ(I) ≥ (3C)−1|I|α = (3C)−1|I0|αR−α(q+1) . (3.13)

Furthermore, by (2.30) and Lemma 3.2, we have that (3.9) holds for any x ∈ I. Let
τ = (τ1, τ2, . . . , τn+1) be such that gτ := b (β′l) a(β(q+1)) with gτ given by (2.24). It
is readily seen that conditions (2.25) and (2.26) are satisfied. Then, by Theorem 2.5,
we have that

µ
({

x ∈ I0 : H(x)Zn+1 6∈ K3e−εβl

})

≤M23
γe−γεβl . (3.14)

On the other hand, by (3.13) and Lemma 3.2, this measure is greater than or equal

to Nl × (3C)−1|I0|αR−α(q+1). Hence, using (2.27) gives

Nl ≤M23
γe−γεβl × 3C|I0|−αRα(q+1) = 3CM23

γ |I0|−αR
α(q+1)− γε

1+r1
l
. (3.15)

Let η′1 :=
γε

1+r1
. Summing up (3.15) over l = lmin, . . . , q/4 gives

#Ĵ0,q ≤ 3CM23
γ |I0|−α

q/4
∑

l=lmin

Rα(q+1)−η′1l

= 3CM23
γ |I0|−αRα(q+1)−η′1lmin

q/4
∑

l=lmin

R−η′1(l−lmin) . (3.16)

If R is sufficiently large then

q/4
∑

l=lmin

R−η′1(l−lmin) ≤
∞
∑

i=0

R−η′1i =
1

1−R−η′1
≤ 2 .

Also recall that lmin ≥ q/8. Therefore, by (3.16), we get the desired upper bound

with η1 =
η′1
8α and C1 = 6CM23

γ |I0|−α. This completes the proof of Proposition 3.3.
�

Proposition 3.4. There exist constants R2 ≥ 1, C2 > 0 and η2 > 0 such that if
R ≥ R2 then, with reference to the Cantor set defined in §2.5, for any q > 0 and
0 < p < q we have that (2.11) holds with

hp,q ≤ C2R
α(1−η2)(q+1−p) .

The proof will make use of the following generalisation of Lemma 5.8 in [Yan19].

Lemma 3.5. LetW be the subspace of R
n+1 spanned by the basis vectors e2, . . . , en+1,

ρ > 0, L ≥ 1, 1 ≤ i ≤ n and a1, . . . ,ai ∈ R
n+1 be such that

‖u(Θe1)(a1 ∧ · · · ∧ ai)‖ ≤ ρi (3.17)

for all Θ ∈ [0, L]. Then at least one of the following two statements holds:
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(A) there exists a = (a1, a2, . . . , an+1) ∈ SpanZ(a1, . . . ,ai) such that ‖a‖ ≤ ρ and

|a2| ≤ ρL− 1
2 ;

(B) i ≥ 2 and there exist w(i−1) ∈ ∧i−1W and w(i) ∈ ∧iW such that

a1 ∧ · · · ∧ ai = e1 ∧w(i−1) +w(i) , (3.18)

‖w(i−1)‖ ≤ ρi and ‖w(i)‖ ≤ 4
√
nρiL− 1

2 . (3.19)

Proof. For convenience, let a(i) = a1 ∧ · · · ∧ ai. By (3.17) with Θ = 0, we have that

‖a(i)‖ ≤ ρi. (3.20)

We will assume that a(i) 6= 0 as otherwise (B) holds with w(i−1) = 0 and w(i) = 0.
By (3.20), the sublattice Λ = SpanZ(a1, . . . ,ai) of SpanR(a1, . . . ,ai) has determinant
≤ ρi. By Minkowski’s theorem for convex bodies, Λ contains a non-zero vector of
length ≤

√
iρ. Without loss of generality, we can assume that

‖a1‖ ≤
√
iρ (3.21)

as otherwise we can replace a1, . . . ,ai with any reduced basis of Λ. Note that a(i)

does not depend on the choice of the basis of Λ.

First of all, let us deal with the case i = 1. Let a = a1. Then, by (3.21), ‖a‖ ≤ ρ.
Further, computing the action on a by u (Θe1) gives that u (Θe1)a = a + Θa2e1.
Then, by (3.17), we have that ‖a+Θa2e1‖ ≤ ρi = ρ for all Θ ∈ [0, L]. For Θ = L
this implies that |a1 + a2L| ≤ ρ. By the triangle inequality, L |a2| ≤ ρ + |a1| ≤
ρ + ‖a‖ ≤ 2ρ and we finally conclude that |a2| ≤ 2ρL−1 ≤ ρL− 1

2 . Thus (A) always
holds in the case i = 1.

Now suppose that i ≥ 2. Let W̃ denote the subspace of R
n+1 spanned by

{e3, . . . , en+1}. For j = 1, . . . , i, write aj = aj,1e1+aj,2e2+ w̃j , where w̃j ∈ W̃ . For

the rest of the proof we will assume that |a1,2| > ρL− 1
2 as otherwise (A) holds with

a = a1 and we are done. Next, using the basic properties of the wedge product we
get that

a(i) = (a1,1e1 + a1,2e2 + w̃1) ∧ · · · ∧ (ai,1e1 + ai,2e2 + w̃i)

= e1 ∧ e2 ∧ w̃(i−2) + e1 ∧ w̃
(i−1)
1 + e2 ∧ w̃

(i−1)
2 + w̃(i) , (3.22)

where

w̃(i−2) =
∑

1≤j 6=l≤i

(−1)j+l+1aj,1al,2
∧

j′ 6=j,l

w̃j′ ∈
∧i−2

W̃ ,

w̃
(i−1)
k =

i
∑

j=1

(−1)j+1aj,k
∧

j′ 6=j

w̃j′ ∈
∧i−1

W̃ (k = 1, 2),

w̃(i) =

i
∧

j=1

w̃j ∈
∧i

W̃ .

Let w(i−1) = w̃
(i−1)
1 +e2∧ w̃(i−2) and w(i) = e2∧ w̃

(i−1)
2 + w̃(i). It is easily seen that

w(i−1) ∈ ∧i−1W and w(i) ∈ ∧iW . Further, by (3.22), (3.18) holds. Since (1.10)
is an orthonormal basis, the four multivectors in the sum (3.22) are orthogonal.
Therefore, (3.20) immediately implies the left hand side of (3.19).
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To prove the right hand side of (3.19), first note that u(Θe1)e1 = e1, u(Θe1)e2 =

e2 +Θe1 and u(Θe1)w̃ = w̃ for any w̃ ∈ W̃ and any Θ ∈ R. Then

u(Θe1)a
(i) = a(i) +Θe1 ∧ w̃

(i−1)
2 . (3.23)

Using (3.17) with Θ = L, (3.20) and (3.23) gives

L‖e1 ∧ w̃
(i−1)
2 ‖ ≤ 2ρi . (3.24)

Observe that ‖e1 ∧ w̃
(i−1)
2 ‖ = ‖w̃(i−1)

2 ‖ =
∥

∥

∥e2 ∧ w̃
(i−1)
2

∥

∥

∥. This together with (3.24)

gives
∥

∥

∥w̃
(i−1)
2

∥

∥

∥ =
∥

∥

∥e2 ∧ w̃
(i−1)
2

∥

∥

∥ ≤ 2ρiL−1 . (3.25)

Recall that

‖u ∧ v‖ ≤ ‖u‖ · ‖v‖ for all u ∈ R
n+1 and all v ∈

∧i−1 (
R
n+1

)

. (3.26)

By (3.21), we have that ‖w̃1‖ ≤ ‖a1‖ ≤
√
iρ. Also, observe that w̃1 ∧ w̃

(i−1)
2 =

a1,2w̃
(i). Then, using (3.25) and the earlier made assumption |a1,2| > ρL− 1

2 , we get
that

∥

∥

∥w̃
(i)
∥

∥

∥ =
1

|a1,2|
∥

∥

∥w̃1 ∧ w̃
(i−1)
2

∥

∥

∥

(3.26)

≤ 1

|a1,2|
‖w̃1‖

∥

∥

∥w̃
(i−1)
2

∥

∥

∥

‖w̃1‖≤
√
iρ

≤
√
iρ

|a1,2|
∥

∥

∥w̃
(i−1)
2

∥

∥

∥

|a1,2|>ρL−
1
2

≤
√
iL

1
2

∥

∥

∥w̃
(i−1)
2

∥

∥

∥

(3.25)

≤
√
iL

1
2 · 2ρiL−1 = 2

√
iρiL− 1

2 . (3.27)

Then, using (3.25), (3.27), the definition of w(i) and the condition L ≥ 1 we get that

‖w(i)‖ ≤ ‖e2 ∧ w̃
(i−1)
2 ‖+ ‖w̃(i)‖ ≤ 2ρiL−1 + 2

√
iρiL− 1

2 ≤ 4
√
nρiL− 1

2 .

This verifies the right hand side of (3.19) and completes the proof of Lemma 3.5. �

Now we are fully equipped to establish Proposition 3.4.

Proof of Proposition 3.4. Recall from §2.5 that we only need to prove it for q > 8
and p = q − 4l, where 1 ≤ l < q/8 since otherwise Ĵp,q = ∅. With this in mind,
fix any interval I ′ ∈ Jp. Let Nl denote the number of intervals I ∈ Iq+1 such that

I ⊂ I ′, I 6∈ Ĵp′,q for p′ = q and any 0 ≤ p′ < p and such that (2.30) holds. By
(2.8) and (2.29), we have that (3.13) holds. In turn, by (2.30) and Lemma 3.2, we
have that for any x ∈ I (3.9) holds for any of these intervals I. Suppose that for all

1 ≤ i ≤ n and v = v1 ∧ · · · ∧ vi ∈
∧i (

Z
n+1

)

\ {0} we have that

max
x∈I′

‖H(x)v‖ ≥ 1 , (3.28)

where H is given by (3.2). Then, letting ρ = 1, gτ = b (β′l) a(β(q + 1)), by Theo-
rem 2.4 and (2.6), we obtain that

µ
({

x ∈ I ′ : H(x)Zn+1 6∈ K3e−εβl

})

≤ CM13
α+γe−γεβl|I0|αR−pα . (3.29)
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On the other hand, by (3.13) and Lemma 3.2, we have that this measure is ≥
Nl × (3C)−1|I0|αR−α(q+1). Hence, using (2.27) and q − p = 4l gives

Nl ≤ CM13
α+γe−γεβl|I0|αR−pα · 3C|I0|−αRα(q+1)

= C2M13
1+α+γR

α(q+1−p)− γε
4(1+r1)

(q−p)
. (3.30)

Note that since p < q we have that 1
2(q + 1− p) ≤ (q − p). Then (3.30) implies the

desired estimate with η2 = γε
8α(1+r1)

and C2 = C2M13
1+α+γ . Thus, to complete the

proof of this proposition, it is enough to demonstrate that (3.28) always takes place
for the intervals I ′ and the multi-vectors v in question. We will show this under the
assumption that Nl ≥ 1 since, if Nl = 0, then the required bound holds anyway.

Suppose, for a contradiction, that there exists v = v1 ∧ · · · ∧vi ∈
∧i (

Z
n+1

)

\ {0}
with 1 ≤ i ≤ n such that

max
x∈I′

‖H(x)v‖ < 1 . (3.31)

Since Nl ≥ 1, there exists an interval of the Cantor construction I ⊂ I ′ such that
I ∈ Ĵp,q. Take any x0 ∈ I. Then the point x = x0 + θR−q−1+l′ belongs to I ′

for either all θ ∈
[

0, 12 |I0|
]

or all θ ∈
[

−1
2 |I0|, 0

]

and l′ = 4l + 1. Without loss of

generality we will assume that this holds for any θ ∈
[

0, 12 |I0|
]

. Then, by (3.31) and
Lemma 3.1, namely the right hand side of (3.1), we get that

∥

∥u
(

θR3l+1e1
)

H(x0)v
∥

∥ ≤ 2 for all θ ∈
[

0, 12 |I0|
]

, (3.32)

when R is sufficiently large. Let aj = H(x0)vj for j = 1, . . . , i, ρ = 2
1
2 and L =

1
2 |I0|R3l+1. Assuming that R ≥ |I0|−1, we have that L ≥ 1. Then, in view of (3.32),
Lemma 3.5 is applicable. Thus, by Lemma 3.5, for the remainder of the proof we
can assume the validity of either case (A) or case (B) of the lemma.

Case (A). Let a be as in Case (A) of Lemma 3.5. Then

a = H(x0)v for some v ∈ Z
n+1 \ {0} , (3.33)

|a2| ≤ ρL− 1
2 ≤ 2

(

2|I0|−1R−3l−1
) 1

2 ≤ R−3l/2 = e−
3
2
(1+1/n)β′l , (3.34)

provided that R ≥ 8|I0|−1. Furthermore, ‖a‖ ≤ ρ ≤ 2. Then, using (2.16), (2.27),
(3.34) and ‖a‖ ≤ 2, we get that

∥

∥b
(

β′l
)

a
∥

∥ ≤ e−β′l/n‖a‖+ eβ
′l|a2| ≤ 3e−3εβl < e−2εβl (3.35)

provided that R ≥ 3
1+r1

ε . In (3.35) we used the facts that β′l/n > 3εβl and eβ =

R
1

1+r1 which follow from (2.27) and (2.28). Then, by (3.33) and (3.35), we get that

b
(

β′l
)

H(x0)Z
n+1 (3.2)

= b
(

β′(2l)
)

a(β(q + 1))z(x0)u(ϕ(x0))Z
n+1 6∈ Ke−εβ(2l) . (3.36)

Recall that 1 ≤ l < q/8. Then, by (3.36), we have that I ∈ Ĵp′,q with p
′ = q−8l < p

if l < q/16 and with p′ = 0 if l ≥ q/16. In view of the definition of Ĵp,q (see §2.5),
this leads to a contradiction. The proof in Case (A) is thus completed.

Case (B). In this case there exist w(i−1) ∈ ∧i−1W and w(i) ∈ ∧iW , where W is

the same as in Lemma 3.5, satisfying (3.18), ‖w(i−1)‖ ≤ ρi = 2 and

‖w(i)‖ ≤ 8
√
n · 2 1

2 |I0|−
1
2R−(3l+1)/2 ≤ 12

√
n |I0|−

1
2R−(3l+1)/2 . (3.37)
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Next, using (1.1), (2.27), (3.37) and basic properties of actions on linear maps on
multivectors we calculate that

∥

∥

∥
a (−βl)

(

e1 ∧w(i−1)
)∥

∥

∥
≤ e−rnβl

∥

∥

∥
e1 ∧w(i−1)

∥

∥

∥
= e−rnβl

∥

∥

∥
w(i−1)

∥

∥

∥
≤ 2R

− rn
1+r1

l
,

∥

∥

∥a (−βl)w(i)
∥

∥

∥ ≤ eβl
∥

∥

∥w
(i)
∥

∥

∥ ≤ 12
√
n |I0|−

1
2R−( 3

2
l+ 1

2)R
l

1+r1

= 12
√
n |I0|−

1
2R− 1

2R
−
(

3
2
− 1

1+r1

)

l
.

Note that 0 < r1 < 1. Then combining the above two estimates with (3.18) gives

‖a (−βl) (a1 ∧ · · · ∧ ai)‖ ≤ n−
n
2R− rnl

2

provided that R is sufficiently large. Therefore, by Minkowski’s Theorem, there
exists

c ∈ SpanZ (a (−βl)a1, . . . , a (−βl)ai) \ {0}

such that ‖c‖ ≤ R− rnl
2i . Therefore, by (2.27) and (2.28), we have that

‖c‖ ≤ e−εβl. (3.38)

In view of the definition of the vectors aj and the choice of c, we have that c =
a(−βl)H(x0)v for some v ∈ Z

n+1 \ {0}. This together with (3.2), (3.38) and the
trivial fact that a (−βl) and b(β′l) commute implies that

b
(

β′l
)

a(β(q + 1− l))z(x0)u(ϕ(x0))Z
n+1 6∈ Ke−εβl . (3.39)

Recall that 1 ≤ l < q/8 and so l < (q−l)/4. Then, by (3.39) and the fact that x0 ∈ I,

we have that I is contained in an interval from Ĵp′,q−l with p
′ = (q−l)−4l < p = q−4l

if l < (q − l)/8 and with p′ = 0 otherwise. However, this is impossible since, by the
construction of the Cantor set (see §2.5) any such interval would have been removed
earlier than at step q of the Cantor set construction. This completes the proof in
Case (B) and thus completes the proof of this proposition. �

4. Proof of the main theorem

By Propositions 3.3 and 3.4, if R is sufficiently large then there exist positive
constants R3, C3 and η3 such that whenever R ≥ R3 we have that for all 0 ≤ p < q,
(2.11) holds with

hp,q ≤ C3R
α(1−η3)(q+1−p). (4.1)

Note that, by Proposition 2.7, (2.11) holds for p = q with hq,q ≤ R− (4C)−2Rα. Let
(tq)q∈N be defined as in Theorem 2.1. We shall prove that

tq ≥ (6C)−2Rα (4.2)

for all q ∈ N. Recall that here C and α are the parameters characterising µ, that is
µ is (C,α)-Ahlfors regular.

We shall prove (4.2) by induction. To begin with, note that t0 = R − h0,0 ≥
(4C)−2Rα and so (4.2) holds for q = 0. Now suppose that q1 > 0 and (4.2) holds
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for every q ≤ q1 − 1. By (2.12), (2.35), (4.1) and (4.2) for q = 1, . . . , q1 − 1, we have
that

tq1 = R− hq1,q1 −
q1
∑

j=1

hq1−j,q1
∏j

i=1 tq1−i

≥ (4C)−2Rα −
q1
∑

j=1

C3R
α(1−η3)(j+1)

((6C)−2Rα)j

≥ (4C)−2Rα −Rα



C3R
−η3α

∞
∑

j=1

(

(6C)2

Rη3α

)j


 . (4.3)

By choosing R large enough, we can ensure that C3R
−η3α ≤ 1

2(4C)
−2 and

∞
∑

j=1

(

(6C)2

Rη3α

)j

≤ 1 .

Then, by (4.3), we get that tq1 ≥ (4C)−2Rα− 1
2(4C)

−2Rα ≥ (6C)−2Rα. This verifies
(4.2) for q = q1 and completes the induction step. By Theorem 2.1, we have that
K∞ 6= ∅. Hence, by Proposition 2.6, we have (1.6). This completes the proof of
Theorem 1.5, and, by (1.7), completes the proof of Theorem 1.1.

5. Quantitative non-divergence estimates

Throughout this section, B(x, r) will denote a ball in R
d of radius r centred at x,

Kε is defined as in (2.13) and µ is a locally finite Borel measure on R
d. Given a ball

B = B(x, r) and λ > 0, λB will denote the ball B(x, λr). The primary goal of this
section is to prove Theorems 2.4 and 2.5. Furthermore, we will obtain more general
quantitative non-divergence estimates, which are of independent interest. We start
by recalling a general result established in [KLW04].

5.1. A general quantitative non-divergence estimate. To begin with, we recall
some definitions from [KLW04].

Definition 5.1 (See [KLW04, §2]). Given an open subset U ⊂ R
d, a measure µ is

calledD-Federer on U if for any x ∈ suppµ∩U and any r > 0 such that B(x, 3r) ⊂ U
one has that

µ(B(x, 3r)) < Dµ(B(x, r)) .

Definition 5.2 (See [KLW04, §4]). Given an open subset U ⊂ R
d, a µ-measurable

function f : U → R is called (C,α)-good with respect to (abbr. w.r.t.) µ if for any
non-empty open ball B ⊂ U centred in suppµ one has that

∀ ε > 0 µ ({x ∈ B : |f(x)| < ε}) ≤ C

(

ε

‖f‖µ,B

)α

µ(B) ,

where

‖f‖µ,B = sup {|f(x)| : x ∈ suppµ ∩B} .
Remark 5.3. Note that in Definition 5.2 and in other definitions of this section
the constants C and α are not necessarily the same as those used in §2 with the
(C,α)-Ahlfors regular measure µ.
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The following theorem is a slightly simplified version of Theorem 4.3 from [KLW04],
which is a generalisation of the quantitative non-divergence estimate of Kleinbock
and Margulis [KM98] for Lebesgue measure.

Theorem 5.4. Let n, d ∈ N and C,D, α > 0. Then there exists a positive constant
C ′ with the following property. Suppose that 0 < ρ ≤ 1, µ is a locally finite Borel
measure and B is a non-empty open ball in R

d centred in suppµ. Suppose µ is
D-Federer on B̃ = 3n+1B and suppose that h : B̃ → SLn+1(R) is a continuous map
such that for any primitive collection v1, . . . ,vr ∈ Z

n+1

(i) the function x 7→ ‖h(x)v1 ∧ · · · ∧ h(x)vr‖ is (C,α)-good on B̃ w.r.t. µ; and

(ii) sup
x∈suppµ∩B

‖h(x)v1 ∧ · · · ∧ h(x)vr‖ ≥ ρ.

Then for any ε > 0

µ
({

x ∈ B : h(x)Zn+1 6∈ Kε

})

≤ C ′
(

ε

ρ

)α

µ(B) .

Remark 5.5. Note that C ′ can be taken to be (n+1)C
(

NdD
2
)n+1

, where Nd is the
Besicovitch constant, see [Kle08, Theorem 2.2].

Now we state and prove a version of Theorem 5.4 in which condition (ii) is relaxed
at the expense of a more restrictive version of condition (i) utilising the notion of
absolutely good functions which is now recalled.

Definition 5.6 (See [KLW04, §7]). Given an open subset U ⊂ R
d, a µ-measurable

function f : U → R is called absolutely (C,α)-good on U w.r.t µ if for any non-empty
open ball B ⊂ U centred in suppµ one has that

∀ ε > 0 µ({x ∈ B : |f(x)| < ε}) ≤ C

(

ε

‖f‖B

)α

µ(B) ,

where ‖f‖B := supx∈B |f(x)|. We say that f is (absolutely) good on U w.r.t. µ if f
is (absolutely) (C,α)-good on U w.r.t. µ for some C > 0 and α > 0.

Note that since obviously ‖f‖µ,B ≤ ‖f‖B we trivially have the following lemma.

Lemma 5.7. Any function f : U → R defined on an open set U ⊂ R
d, which is

absolutely (C,α)-good on U w.r.t a measure µ, is (C,α)-good on U w.r.t µ.

Theorem 5.8. Let n, d ∈ N and C,D, α > 0. Then there exists a positive constant
C ′′ = C ′′(n, d, C,D, α) with the following property. Suppose that 0 < ρ ≤ 1, µ is a
locally finite Borel measure and B is a non-empty open ball in R

d centred in suppµ.
Suppose µ is D-Federer on B̃ = 3n+1B and suppose that h : B̃ → SLn+1(R) is a
continuous map such that for any primitive collection v1, . . . ,vr ∈ Z

n+1

(i*) the function x 7→ ‖h(x)v1∧· · ·∧h(x)vr‖ is absolutely (C,α)-good on B̃ w.r.t.
µ; and

(ii*) sup
x∈B

‖h(x)v1 ∧ · · · ∧ h(x)vr‖ ≥ ρ.

Then for any ε > 0

µ
({

x ∈ B : h(x)Zn+1 6∈ Kε

})

≤ C ′′
(

ε

ρ

)α

µ(B) . (5.1)
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Proof. First of all, by Lemma 5.7, condition (i*) verifies condition (i) of Theorem 5.4.
Now we verify condition (ii) of Theorem 5.4. Let v1, . . . ,vr ∈ Z

n+1 be a primitive
collection and let f(x) = ‖h(x)v1 ∧ · · · ∧ h(x)vr‖. Then, by (ii*), ‖f‖B ≥ ρ. Let ρ′

be such that max{1, C} · (ρ′/ρ)α = 1
2 . Since 0 < ρ ≤ 1, we have that 0 < ρ′ ≤ 1.

By (i*), f is absolutely (C,α)-good on B w.r.t. µ. Therefore, since B is centred in
suppµ, by Definition 5.6, we have that

µ
(

{x ∈ B : |f(x)| < ρ′}
)

≤ C

(

ρ′

‖f‖B

)α

µ(B) ≤ C

(

ρ′

ρ

)α

µ(B) ≤ 1
2µ(B) < µ(B) .

Therefore, there exists x ∈ suppµ ∩B such that |f(x)| ≥ ρ′. This verifies condition
(ii) in Theorem 5.4 with ρ replaced by ρ′. Hence, by Theorem 5.4, we get (5.1) with
C ′′ = 2C ′max{1, C} and the proof is complete. �

5.2. Quantitative non-divergence estimate for analytic maps. Now the goal
is to specialise Theorem 5.8 to the case of analytic maps. We begin by recalling the
notion of decaying measures. In what follows dH(x) = inf{‖x− x′‖ : x′ ∈ H} is the
Euclidean distance of x ∈ R

d from H ⊂ R
d and B(H, ε) = {x ∈ R

d : dH(x) < ε} is
the ε-neighborhood of H.

Definition 5.9 (See [KLW04, §2]). Given an open subset U ⊂ R
d, a measure µ

on R
d is called (C,α)-decaying on U if for any open ball B ⊂ U of radius rB > 0

centred in suppµ and any hyperplane H ⊂ R
d one has that

∀ ε > 0 µ(B ∩B(H, ε)) ≤ C

(

ε

‖dH‖µ,B

)α

µ(B) ,

where ‖dH‖µ,B = sup{dH(x) : x ∈ suppµ ∩ B}. The measure µ is called absolutely
(C,α)-decaying on U if for any non-empty open ball B ⊂ U of radius rB > 0 centred
in suppµ and any hyperplane H ⊂ R

d one has that

∀ ε > 0 µ(B ∩B(H, ε)) ≤ C

(

ε

rB

)α

µ(B) .

We say that µ is (absolutely) decaying on U if µ is (absolutely) (C,α)-decaying on
U for some C > 0 and α > 0.

Note that ‖dH‖µ,B ≤ 2rB and therefore we have the following lemma.

Lemma 5.10. Any measure µ, which is absolutely (C,α)-decaying on an open set
U ⊂ R

d, is (2αC,α)-decaying on U .

Theorem 5.11. Let n, d ∈ N, D > 0, U ⊂ R
d be open, h0 : U → SLn+1(R) be

a map such that every entry of h0 is a real analytic function and let µ be a locally
finite Borel measure, which is absolutely decaying and D-Federer on U . Then for
any x0 ∈ suppµ ∩ U there exists a ball B(x0) ⊂ U centred at x0 and constants
C0, α0 > 0 such that for any ball B ⊂ B(x0), any diagonal matrix g ∈ SLn+1(R) and
any 0 < ρ ≤ 1 at least one of the following two conclusions holds for h(x) = gh0(x)

(1) for all ε > 0

µ
({

x ∈ B : h(x)Zn+1 6∈ Kε

})

≤ C0

(

ε

ρ

)α0

µ(3B) . (5.2)

(2) there exists a primitive collection v1, . . . ,vr ∈ Z
n+1 with 1 ≤ r ≤ n such

that
sup
x∈B

‖h(x)v1 ∧ · · · ∧ h(x)vr‖ < ρ .
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The proof will require several auxiliary results. We start with the following two
lemmas that easily follow from the definitions of good functions.

Lemma 5.12. Let U ⊂ R
d be open, C,α > 0 and f : U → R be a µ-measurable

function. If f is (absolutely) (C,α)-good on U w.r.t. µ, then λf is (absolutely)
(C ′, α′)-good on U ′ w.r.t. µ for every C ′ ≥ max{C, 1}, 0 < α′ ≤ α, any open subset
U ′ ⊂ U and any λ ∈ R. Furthermore, f is (absolutely) (C,α)-good on U w.r.t. µ if
and only if so is |f |.

Proof. In the case of (C,α)-good functions the proof of this lemma can be found in
[KT07, Lemma 2.1] and [BKM01, Lemma 3.1]. The proof in the case of absolutely
(C,α)-good functions is nearly identical with the only change is that the supremum
norm ‖ · ‖B of functions is replaced by their µ-essential supremum ‖ · ‖µ,B. We leave
further details to the reader. �

Lemma 5.13. Suppose that the functions f1, . . . , fN are (absolutely) (C,α)-good

on an open subset U ⊂ R
d w.r.t. µ, then f =

(

f21 + · · ·+ f2N
)1/2

is (absolutely)
(

Nα/2C,α
)

-good on U w.r.t. µ.

Proof. For (C,α)-good functions this can be found in [KLW04, Lemma 4.1]. In the
case of absolutely (C,α)-good functions the proof is adapted as in Lemma 5.12. �

The following statement uses the definition of non-degeneracy of maps introduced
in [KM98], which is now recalled.

Definition 5.14 (See [KLW04, §2]). Given an open subset U ⊂ R
d and l ∈ N, a

map f = (f1, . . . , fN ) : U → R
N is called l-nondegenerate at x0 ∈ U if there is an

open neighborhood V ⊂ U of x0 such that f is C l on V and

SpanR

{

∂k1+···+kdf

∂xk11 . . . ∂xkdd
(x0) : 1 ≤ k1 + · · ·+ kd ≤ l

}

= R
N . (5.3)

Proposition 5.15 (Proposition 7.3 in [KLW04]). Let U ⊂ R
d be open and let

f : U → R
N be a C l+1 map which is l-nondegenerate at x0 ∈ U . Let µ be a measure

which is D-Federer and absolutely (C,α)-decaying on U for some C,D, α > 0. Then,

there exists an open neighborhood V ⊂ U of x0 and constant C̃ > 0 such that any

f ∈ Sf :=
{

c0 + c1f1 + · · ·+ cNfN : c = (c0, . . . , cN ) ∈ R
N+1, ‖c‖ = 1

}

is absolutely
(

C̃, α
2l+1−2

)

-good on V w.r.t. µ.

Corollary 5.16. Let U ⊂ R
d be open and let g1, . . . , gM : U → R be real analytic

functions. Let µ be a measure which is absolutely decaying and D-Federer on U for
some D > 0. Then, for every x0 ∈ U there exists an open neighborhood V ⊂ U of
x0 and constants C̃, α0 > 0 such that any linear combination of g1, . . . , gM with real

coefficients is absolutely
(

C̃, α0

)

-good on V w.r.t. µ.

Proof. Fix any x0 ∈ U . Since g1, . . . , gM are analytic, there exists a neighborhood
U ′ ⊂ U of x0 such that each of these functions can be expanded into a Taylor series
at x0 for all x ∈ U ′. Let f1, . . . , fN be any maximal sub-collection of g1, . . . , gM such
that

1, f1, . . . , fN (5.4)
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are linearly independent over R as functions of x ∈ U ′. Then the map f =
(f1, . . . , fN ) is l-non-degenerate at x0 for some l ∈ N. Indeed, if this was not the
case, then the span on the left of (5.3) would be a proper linear subspace, say L, of
R
N . By the Taylor expansion of f , we would then have that f(x) ∈ f(x0) +L for all

x ∈ U ′, contrary to the linear independence of (5.4). Since f is l-non-degenerate at
x0 and µ is absolutely decaying, by Proposition 5.15, there exists a neighborhood
V ⊂ U ′ of x0 and some positive constants C̃ and α0 such that every function in Sf

is absolutely
(

C̃, α0

)

-good on V w.r.t. µ. By the maximality of the sub-collection

(5.4), any linear combination of g1, . . . , gM with real coefficients is a constant multi-
ple of an element from Sf . Therefore, by Lemma 5.12, any such linear combination

is also absolutely
(

C̃, α0

)

-good on V w.r.t. µ. The proof is thus complete. �

Proof of Theorem 5.11. Let g1, . . . , gM : U → R be the collection of all minors
of h0. Since h0 is analytic, g1, . . . , gM are analytic. Take any x0 ∈ suppµ ∩ U .
Then, by Corollary 5.16, there exists an open neighborhood V ⊂ U of x0 and
constants C̃, α0 > 0 such that any linear combination of g1, . . . , gM over R is ab-

solutely
(

C̃, α0

)

-good on V w.r.t. µ. Let B(x0) be a ball centred at x0 such that

3n+2B(x0) ⊂ V and let C0 = C ′′(n, d, C,D, α0), where C
′′ is as in Theorem 5.8 and

C = 2(n+1)α0/2C̃. We claim that B(x0), C0 and α0 satisfy Theorem 5.11.

To prove this claim take any ball B ⊂ B(x0) and any 0 < ρ ≤ 1. If µ(B) = 0
then (5.2) is trivially true and we are done. Otherwise, there exists x′ ∈ suppµ∩B.
Let B′ be the ball of radius twice the radius of B centred at x′. Then, B ⊂ B′ ⊂ 3B
and also 3n+1B′ ⊂ 3n+2B ⊂ 3n+2B(x0) ⊂ V .

Take a primitive collection v1, . . . ,vr ∈ Z
n+1. Then, since h(x) = gh0(x) and g is

constant, the coordinate functions of h(x)v1 ∧ · · · ∧ h(x)vr are linear combinations

of g1, . . . , gM and thus, by what we have shown above, they are absolutely
(

C̃, α0

)

-

good on B̃′ = 3n+1B′ w.r.t. µ. By Lemma 5.13, x 7→ ‖h(x)v1 ∧ · · · ∧ h(x)vr‖ is

absolutely
(

2(n+1)α0/2C̃, α0

)

-good on B̃′ w.r.t. µ. This verifies condition (i*) of

Theorem 5.8 with B′ in place of B.

Further, we can assume that supx∈B′ ‖h(x)v1 ∧ · · · ∧ h(x)vr‖ ≥ ρ as otherwise,
since B ⊂ B′, conclusion (2) of Theorem 5.11 holds and we are done. This verifies
condition (ii*) of Theorem 5.8 with B′ in place of B. Hence, by Theorem 5.8, we
get that for any ε > 0

µ
({

x ∈ B′ : h(x)Zn+1 6∈ Kε

})

≤ C ′′
(

ε

ρ

)α0

µ(B′) . (5.5)

Since B ⊂ B′ ⊂ 3B, (5.5) implies (5.2) and completes the proof. �

5.3. Proof of the local estimate. Now the goal is to prove Theorem 2.4. We will
need the following two well known statements, which we prove for completeness.

Lemma 5.17. Suppose that µ is a (C,α)-Ahlfors regular measure on R
d. Then µ

is D-Federer for any D > C23α.

Proof. Let x ∈ suppµ and r > 0. Then, by (1.4), µ(B(x, 3r)) ≤ C(3r)α and
µ(B(x, r)) ≥ C−1rα. Consequently, µ(B(x, 3r))/µ(B(x, r)) ≤ C23α and thus µ is
D-Federer for any D > C23α. �
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Lemma 5.18. Suppose that µ is a (C,α)-Ahlfors regular measure on R. Then µ is
absolutely

(

2αC2, α
)

-decaying on R.

Proof. To begin with note that any hyperplane in R is just a singleton. Take any
open ball B of radius r > 0 centred in suppµ, any y ∈ R and any ε > 0. If there exists
y′ ∈ B(y, ε) ∩ suppµ then B(y, ε) ⊂ B(y′, 2ε) and, since µ(B(y, ε)) ≤ µ(B(y′, 2ε)),
by (1.4), we have that µ(B(y, ε)) ≤ C(2ε)α . Clearly, this also holds if y′ does not
exist, as in this case µ(B(y, ε)) = 0. Again, by (1.4), µ(B) ≥ C−1rα. Then,

µ(B ∩B(y, ε)) ≤ µ(B(y, ε)) ≤ C(2ε)α ≤ C(2ε)α
µ(B)

C−1rα
= 2αC2

(ε

r

)α
µ(B) .

Therefore µ is absolutely
(

2αC2, α
)

-decaying. �

Proof of Theorem 2.4. Suppose that µ, ϕ and I0 are the same as in §2.1 and let

h0(x) = z(x)u(ϕ(x)) and h(x) = gτh0(x) , (5.6)

where z(x) is given by (2.17), u(ϕ(x)) is given by (2.14) and gτ is given by (2.24).
Observe that

W (τ, J, δ) =
{

x ∈ J : h(x)Zn+1 6∈ Kδ

}

.

By Lemmas 5.17 and 5.18, µ is absolutely decaying and D-Federer with D > C23α.
Since ϕ is analytic, h0 is analytic. Then, Theorem 2.4 becomes a special case of
Theorem 5.11. The proof is thus complete. �

5.4. Proof of the global estimate. The goal now is to prove Theorem 2.5. We
begin with several auxiliary lemmas.

Lemma 5.19 (Laplace identity, [Sch80, p. 105]). For any 1 ≤ r ≤ n + 1 and any
vectors u1, . . . ,ur,v1, . . . ,vr ∈ R

n+1 we have that

|(u1 ∧ · · · ∧ ur) · (v1 ∧ · · · ∧ vr)| =
∣

∣

∣
det (ui · vj)1≤i,j≤r

∣

∣

∣
.

Lemma 5.20. Let 1 ≤ r ≤ n, vectors v1, . . . ,vr ∈ R
n+1 and u1, . . . ,un+1−r ∈ R

n+1

be linearly independent and satisfy the following two conditions:

vi · uj = 0 (1 ≤ i ≤ r, 1 ≤ j ≤ n+ 1− r) (5.7)

and

‖v1 ∧ · · · ∧ vr‖ = ‖u1 ∧ · · · ∧ un+1−r‖ . (5.8)

Then for any w1, . . . ,wr ∈ R
n+1

|(w1 ∧ · · · ∧wr) · (v1 ∧ · · · ∧ vr)| = ‖w1 ∧ · · · ∧wr ∧ u1 ∧ · · · ∧ un+1−r‖ . (5.9)

Proof. Equation (5.9) is well known. For example, it is a partial case of Equation
(3.10) in [Ber12], bearing in mind that conditions (5.7) and (5.8) mean that v1 ∧
· · · ∧ vr is ± the Hodge dual to u1 ∧ · · · ∧ un+1−r. The latter can be seen using
Lemmas 3.1 and 3.2 in [Ber12] and the well known fact that the Hodge operator is
an isometry, see [Ber12, p.201]. �

Lemma 5.21 (Lemma 5G in [Sch91]). Let 1 ≤ r ≤ n and v1, . . . ,vr ∈ Z
n+1 be a

primitive collection. Then there exists a primitive collection u1, . . . ,un+1−r ∈ Z
n+1

satisfying (5.7) and (5.8).
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Proposition 5.22. Let ϕ and I0 be the same as in §2.1, h be given by (5.6) and
r ≥ 2. Then for any primitive collection v1, . . . ,vr ∈ Z

n+1 there exists a multi-index
I = {1, 2, i3, . . . , ir} ⊂ {1, . . . , n+ 1} and a ∧ b ∈ ∧2 (

Z
n+1

)

\ {0} such that

|(h(x)v1 ∧ · · · ∧ h(x)vr)I | = e
∑

i∈I τi
∣

∣

(

ϕ̃(x) ∧ ϕ̃′(x)
)

· (a ∧ b)
∣

∣ ,

where ϕ̃(x) = (1, ϕ(x)) = (1, x, ϕ2(x), . . . , ϕn(x)).

Proof. Let v1, . . . ,vr ∈ Z
n+1 be a primitive collection, r ≥ 2. By Lemma 5.21,

choose a primitive collection u1, . . . ,un+1−r ∈ Z
n+1 satisfying (5.7) and (5.8). If

r = n + 1 this will be empty. For i = 1, . . . , n + 1 let hi denote the ith row of h.
Using the explicit form of z(x) and u(ϕ(x)) given by (2.2), (2.14) and (2.17), we
readily calculate that h1 = eτ1ϕ̃(x), h2 = eτ2ϕ̃′(x) and hi = eτiei for i = 3, . . . , n+1.
Therefore, for every I = {1, 2, i3, . . . , ir} ⊂ {1, . . . , n+ 1} we have that

|h(x)v1 ∧ · · · ∧ h(x)vr)I | =
∣

∣

∣det (hil · vj)1≤l,j≤r

∣

∣

∣

Lemma 5.19
= e

∑

i∈I τi
∣

∣

(

ϕ̃(x) ∧ ϕ̃′(x) ∧ ei3 · · · ∧ eir
)

· (v1 ∧ · · · ∧ vr)
∣

∣

Lemma 5.20
= e

∑

i∈I τi
∥

∥ϕ̃(x) ∧ ϕ̃′(x) ∧ ei3 · · · ∧ eir ∧ u1 ∧ · · · ∧ un+1−r

∥

∥ . (5.10)

Choose i3, . . . , ir ≥ 3 so that

ei3 ∧ · · · ∧ eir ∧ u1 ∧ · · · ∧ un+1−r ∈
∧n−1 (

Z
n+1

)

6= 0 . (5.11)

By Lemma 5.21, there exist vectors a,b ∈ Z
n+1 orthogonal to every vector appearing

in (5.11) such that ‖a∧b‖ is equal to the norm of the multi-vector in (5.11). Then,
using Lemma 5.20, we find that

∥

∥ϕ̃(x) ∧ ϕ̃′(x) ∧ ei3 · · · ∧ eir ∧ u1 ∧ · · · ∧ un+1−r

∥

∥ = |(ϕ̃(x) ∧ ϕ̃′(x)) · (a ∧ b)| .
This together with (5.10) completes the proof. �

Proposition 5.23. Let ϕ and I0 be the same as in §2.1, h be given by (5.6). Further
suppose that (2.25) and (2.26) hold. Then there exists 0 < ρ∗ ≤ 1 such that for any
primitive collection v1, . . . ,vr ∈ Z

n+1

sup
x∈I0

‖h(x)v1 ∧ · · · ∧ h(x)vr‖ ≥ ρ∗.

Proof. First let r = 1. Take any non-zero v1 ∈ Z
n+1. By the non-degeneracy of ϕ,

we have that ϕ̃(x) · v1 is not identically zero. Then, using τ1 > 0 and ‖v1‖ ≥ 1 we
have that

sup
x∈I0

‖h(x)v1‖ ≥ eτ1 sup
x∈I0

|ϕ̃(x) · v1|≥ inf
‖v‖=1

sup
x∈I0

|ϕ̃(x) · v| =: ρ1 . (5.12)

Observe that ρ1 > 0, since in (5.12) we are taking infimum over a compact set of a
positive continuous function of v.

Now let r ≥ 2 and v1, . . . ,vr ∈ Z
n+1 be any primitive collection. Let I =

{1, 2, i3, . . . , ir} and a ∧ b ∈ ∧2(Zn+1) \ {0} arise from Proposition 5.22. By
Lemma 5.19 and the fact that w1(x) = ϕ̃(x), w2(x) = ϕ̃′(x), we have that

(

ϕ̃(x) ∧ ϕ̃′(x)
)

· (a ∧ b) =

∣

∣

∣

∣

ϕ̃(x) · a ϕ̃(x) · b
ϕ̃′(x) · a ϕ̃′(x) · b

∣

∣

∣

∣

.
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This is a Wronskian of two linearly independent analytic functions and hence it must
be non-zero. Therefore,

sup
x∈I0

‖h(x)v1 ∧ · · · ∧ h(x)vr‖ ≥ e
∑

i∈I τi sup
x∈I0

∣

∣

(

ϕ̃(x) ∧ ϕ̃′(x)
)

· (a ∧ b)
∣

∣

(2.25)& (2.26)

≥ sup
x∈I0

∣

∣

(

ϕ̃(x) ∧ ϕ̃′(x)
)

· (a ∧ b)
∣

∣

‖a∧b‖≥1

≥ inf
‖u∧v‖=1

sup
x∈I0

∣

∣

(

ϕ̃(x) ∧ ϕ̃′(x)
)

· (u ∧ v)
∣

∣ =: ρ2 . (5.13)

Observe that ρ2 > 0, since in (5.13) we are taking infimum over a compact set of
a positive continuous function of u ∧ v. Taking ρ∗ = min{1, ρ1, ρ2} and putting
together (5.12) and (5.13) completes the proof of the proposition. �

Proof of Theorem 2.5. In view of Proposition 5.23, Theorem 2.5 follows immediately
from Theorem 2.4 with γ as in Theorem 2.4 and M2 =M1ρ

−γ
∗ µ(3I0). �

6. Final remarks

While the primary purpose of this paper is to resolve specific problems in the
theory of Diophantine approximation, the methods we presented lay the foundation
for a comprehensive theory of badly approximable points and of bounded orbits of
diagonal flows on homogenous spaces. The next natural step in the direction of
such a theory is to understand whether the sets Bad(r) (this time unrestricted
to any submanifold of Rn) are winning. As we mentioned in the introduction it is
currently known from [GY19] that Bad(r) is hyperplane absolute winning in the
case r1 = · · · = rn−1 ≥ rn. Further developing the ideas of this paper in [BNY20]
we establish the following unconditional result.

Theorem 6.1. For any n-tuple of weights of approximation r the set Bad(r) is
hyperplane absolute winning.

In particular, in [BNY20] we further develop the framework of intersections with
fractals which requires suitable extensions of Lemmas 1.3 and 1.4 underlining the
equivalence (1.7). Also, in [BNY20] we demonstrate an equivalent approach that
uses Cantor winning sets instead of generalised Cantor sets discussed in §2.2 above.

We end this paper by noting several natural follow-up problems.

Problem 2. Generalise the results of this paper to arbitrary non-degenerate curves
that are not analytic.

Most of the proof presented this paper will work for the non-analytic case. The
sticking ‘technical’ point is to obtain Corollary 5.16 in the non-analytic case, which
would require generalising Proposition 5.15 to the skew-gradients introduced in
[BKM01].

Problem 3 ([BV14, Conjecture D]). Prove that the set of r-badly approximable
points lying on any nondegenerate submanifold of Rn is winning.

This more general version of Problem 1, which we will attempt to address in
subsequent publications, will require further generalisation of the framework of in-
tersection with fractals, adapting the notion of hyperplane absolute winning and
developing suitable quantitative non-divergence estimates.



WINNING PROPERTY OF BADLY APPROXIMABLE POINTS ON CURVES 27

Finally we note that all of the aforementioned problems can be extended to other
settings: inhomogeneous approximations, Diophantine approximation over locally
compact field, p-adic and more generally S-arithmetic setting. Examples of Diophan-
tine approximation in these settings can be found for instance in [Gho07, ABV18,
KT07]. To what extent the techniques presented in this paper can be generalised to
these settings remains an appealing open question.
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