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Current-limiting Virtual Synchronous Control and

Stability Analysis Considering DC-link Dynamics

Under Normal and Faulty Grid Conditions
Seyfullah Dedeoglu, Student Member, IEEE, George C. Konstantopoulos, Member, IEEE,

Hasan Komurcugil, Senior Member, IEEE

Abstract—An improved nonlinear virtual synchronous control
for three-phase grid-connected inverters, that can maintain a
reliable operation under both normal and faulty grid conditions,
i.e. balanced grid voltage sags, is proposed. The proposed
controller can ensure a desired RMS current limitation at all
times, provide virtual inertia and damping via the DC-link
voltage and AC system frequency coupling, and realize the
desired real and reactive power regulation without requiring
accurate knowledge of the system parameters. Opposed to the
conventional methods that use saturated PI controllers with or
without anti-windup techniques to limit the reference value of
the inverter current, the proposed controller includes a nonlinear
bounded integrator, which limits the actual value (instead of the
reference) of the inverter RMS current and leads to a fast system
recovery even after significant grid voltage sags. The closed-loop
stability of entire system is rigorously proven using nonlinear
singular perturbation theory. Moreover, analytic conditions for
the controller parameter selection to guarantee the stability of
entire inverter system with the DC-link dynamics are provided.
To prove the effectiveness of proposed controller and its superior
performance compared to the traditional approaches, extensive
Matlab/Simulink-based simulations are performed, followed by
Typhoon-HIL hardware-in-the loop implementation using a TI
microcontroller.

Index Terms—Nonlinear droop control, RMS current limita-
tion, virtual synchronous control, DC-link voltage control, grid
faults, stability analysis, three-phase inverter.

I. INTRODUCTION

T
HE notion of renewable energy (RE) based distributed

generation (DG) has gained considerable popularity in

the research community to modernize the conventional power

grid due to the environmental and technical concerns during

the last decades [1]–[3]. Although the increased number of

DG units may seem harmless from the non-technical point of

view, it can have a significant impact on the grid stability if not

properly managed in case of system transients [4], [5]. Since

the DGs, such as photovoltaic and storage units, generally
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require power converter interface devices, which have faster

dynamics and lack of a physical inertia, for grid connection,

suitable control design for these devices is essential for the

reliability and stability of the power network [6]–[8].

In order to address the stability and reliability problems

in modern power networks, the control algorithms of the

power interface devices, which are mainly inverters in RE

applications, can be designed to include the well-known droop

control operation, virtual synchronous generator (VSG), and

virtual oscillator control (VOC) [9], [10]. Since the traditional

power systems employ high power rated synchronous genera-

tors (SGs), which can provide or extract energy to or from the

power network due to their high physical inertia capability, the

conventional P − ω and Q − V droop method can maintain

the balanced and stable operation in these systems. However,

in DG applications, low power rated grid-connected inverters

lack physical inertia and are sensitive against large system

transients due to their switch-based structures [11], [12].

Therefore, significant efforts have been made to embed the

inertia dynamics into the grid-connected inverters by imitating

either the behavior or the physical characteristics of the SGs.

The behavioral characteristics of the SGs can be mimicked

via the droop control approaches, such as conventional, adap-

tive, robust and universal droop control [13], while physical

SG dynamics can be resembled via VSG methods, such as

synchronverter, virtual synchronous machine, and synchronous

power controller [3]. Although droop control techniques can

improve the voltage and frequency control and VSG methods

can provide synthetic inertia to balance the system for stability

enhancement, both approaches may suffer from the overshoots,

current limit violations, and stability problems if a large

disturbance, such as a drastic voltage sag, occurs [10], [14].

Therefore, virtual synchronous control (ViSynC) approaches

have started to gain attention, since they can merge the useful

features of the droop control and VSG techniques by utilizing

both the DC and AC side system dynamics [15], [16] and offer

better disturbance rejection ability compared to the previously

mentioned approaches in case of system faults [1], [10].

Opposed to SGs, VSGs are responsible for the reactive

power regulation through their separate reactive power control

(RPC) loops. Therefore, RPC can have a considerable effect

on the system stability under the grid voltage sags due to the

shifting of the operating point [17], [18]. Furthermore, inverter

current limitation in case of abnormal system conditions is

another important issue for a safe and reliable DG operation
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Fig. 1: DER-sourced grid-connected three-phase inverter.

and it is generally realized either via switching between

different control algorithms [19] in VSGs or by using adaptive

saturation methods [16], [20] in ViSynC approaches. Since

the current limitation is a critical issue for a reliable power

transfer operation in RE applications, considerable research

effort is allocated in this topic. Virtual impedance-based meth-

ods [21]–[23] are one of the main approaches, which can

be used for the purpose of current limitation for particular

applications. However, those approaches use saturation units

to limit the reference values of the inverter current instead

of the instantaneous values, may not maintain the system

stability, which is a critical issue for the converter based power

generation after a substantial system fault, and examines the

system stability using root-locus and bode diagram approaches

around a given equilibrium point. In particular, a virtual

impedance-based current-limiting algorithm is proposed for

grid-forming converters in [24]. However, this method requires

the threshold and maximum current values to be different;

hence, it may need higher power rated circuit components

for lower power applications. Moreover, the authors in [25]

propose a method which has inherent current-limiting property

for grid-forming inverters, but no analytic stability condition

is provided to guide the prospective users for controller

parameter selection, i.e., the stability is guaranteed only for

a given set of system parameters and cannot be generalized

for any converter. Furthermore, the authors in [26]–[28] offer

current-limiting algorithms specifically for VSG converters

considering various grid and load conditions. Even though the

method in [26] can limit the harmonic and inrush fault current,

it uses limiters in the control algorithm and requires knowledge

of the grid-side line parameters in the control design process.

In [27], a method that can limit transient inrush currents in

synchronverters is proposed. However, this method does not

include stability analysis and it may be difficult to implement

since there are many algorithm changes. An MPC based fault

current limiter is proposed in [28], which offers satisfactory

results, but significantly increases the computational cost of

the controller implementation. To this end, the previously

mentioned techniques do not offer a rigorous stability analysis,

cannot guarantee the desired instantaneous current limitation

at all times, including large transients, cannot ensure that the

system will recover to its stable operating points after a large

disturbance due to unresolved integrator windup issue, and

may eventually lead to system instability [29]. To address the

integrator windup issue and guarantee the closed-loop system

stability, the bounded integral control (BIC) concept has been

proposed in [30], and applied to synchronverters [31] and

three-phase rectifiers [32]. Recently, as an enhancement to

the original BIC, a state-limiting PI (sl-PI) controller [33],

which introduces less controller states and leads to easier

implementation, has been proposed and applied to three-

phase inverters [34]. However, all of these applications assume

constant DC input voltage dynamics and do not examine the

effect of intermittent RE sources on the system stability.

In this paper, a nonlinear control method is proposed for the

three-phase VSG inverters that can both inherently limit the

inverter RMS current and provide virtual inertia and damping

by combining the ViSynC and droop control dynamics. The

proposed approach does not employ any saturation units, does

not require a power or current reference change, and does

not switch between different control algorithms, e.g., from

grid-forming to grid-following, in case of grid voltage sags

as in [19], [20] to avoid integrator windup and eventually the

system instability [29]. The structure of the proposed technique

includes two parts:

1) The implementation of the droop control via sl-PI con-

troller for accurate Q ∼ V control, and RMS current-

limiting property,

2) The integration of the ViSynC for providing virtual inertia

and damping via Vdc ∼ ω droop dynamics.

The RMS current-limiting property holds independently from

the grid and ViSynC parameters. The closed-loop stability

of the whole system is rigorously proven for the first time

for ViSynC inverters using singular perturbation theory for

nonlinear systems [35]. In order to decrease the complexity of

the system dynamics and stability analysis, the local inverter

current is aligned with the d axis via controller design as in

[34] contrary to the conventional approaches that align the

inverter voltage with the d axis [36].

The main contributions offered in this paper are outlined

in the following: 1) the DC-link dynamics are incorporated

into the existing three-phase grid-connected inverter dynamics,

which is also equipped with sl-PI controller, to build a more

realistic nonlinear system model, provide virtual inertia and

damping to the system, and achieve bidirectional power trans-

fer opposed to [31], [32] and [34], which assume a constant

DC voltage; 2) the current-limiting property is guaranteed

for the instantaneous values of the current instead of the

reference values without employing saturation based methods

contrary to [16], [20] and [26] and without assuming small-

signal stability as in virtual impedance and saturation unit

based methods [21]–[23]; 3) the closed-loop stability of the
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entire system is proven using singular perturbation theory

instead of root-locus or bode diagram methods as in [25]–

[27] for the first time for RE-sourced three-phase inverters,

according to the author’s knowledge, and analytic stability and

system parameter selection conditions are provided to guide

the prospective users; 4) comprehensive comparison studies

with the commonly-used current-limiting techniques consid-

ering the effect of well-known clamping anti-windup method

are performed via Matlab/Simulink software; and 5) extensive

Hardware-In-the-Loop (HIL) results using a Typhoon-HIL

device and a TI F28379D launchpad are presented to prove

the effectiveness of the proposed approach compared to state-

of-the-art current-limiting algorithms.

II. MODELING OF DER-BASED INVERTER SYSTEM

The system under inspection is a distributed energy resource

(DER)-sourced grid-connected three-phase inverter as shown

in Fig. 1. The inverter is connected to a point of common

coupling (PCC) through an output LC filter whose parasitic

resistance, inductance, and capacitor are given as Rf , Lf , and

Cf , respectively, while the grid line parasitic resistance and

inductance are given as Rg and Lg . The DC-link capacitor

and voltage are Cdc and Vdc, respectively. The DER side

is designed as a bidirectional power source, which can pro-

vide/absorb power to/from the AC side and its power is shown

as Ps. The balanced abc frame three-phase PCC voltages and

their phase angle are denoted as vpccabc and θg , respectively.

Assuming the global dq frame PCC voltages are in the form

of V pcc
d =

√
2Vrms and V pcc

q = 0, using the reference frame

transformation [36] as illustrated in Fig. 2, the local (inverter)

dq frame PCC voltages can be expressed as

[

V pcc
dl

V pcc
ql

]

=

[

V pcc
d cos δ

−V pcc
d sin δ

]

, (1)

where δ = θ − θg is the phase angle difference between

the DER-sourced inverter and the PCC. Hence, the voltage

dynamics of the system in the local inverter dq frame becomes

Lf

did
dt

= −Rf id + ωLf iq − V pcc
dl + Vd (2)

Lf

diq
dt

= −Rf iq − ωLf id − V pcc
ql + Vq (3)

where id, iq and Vd, Vq are the local dq frame inverter currents

and voltages, while ω = θ̇ is the angular frequency of

the inverter. Thus, considering (1) and local frame inverter

currents, the inverter active and reactive power can be obtained

as

P =
3√
2
Vrms(id cos δ − iq sin δ)

Q = − 3√
2
Vrms(id sin δ + iq cos δ).

(4)

It is clear from (4) that the power equations include nonlin-

ear terms. Hence, nonlinear control design and analysis are

essential to guarantee a stable behavior of the inverter when

power control is required as pointed out in [37], [38]. It is

important to mention that since the filter capacitor has very

small values in real applications, in this paper, the real and

reactive power arriving at the filter capacitor are almost equal

to the ones injected to the grid, as mentioned in [39]. Power

control is generally implemented via droop control by either

coupling P ∼ ω and Q ∼ V in high power or inductive output

applications or coupling P ∼ V and Q ∼ ω in low power

or resistive output applications [13], [34]. However, DC-link

dynamics are generally ignored by assuming a constant DC

voltage in the DER side, which is not realistic in practical

applications. To this end, this paper proposes a method, which

combines the grid supporting features of the ViSynC approach

combined with Q ∼ V droop control to introduce virtual

inertia and damping, achieve RMS current limitation, and

accurate reactive power control, while guaranteeing the closed-

loop system stability under balanced grid voltage sags.

III. PROPOSED NONLINEAR CONTROLLER, RMS

CURRENT LIMITATION, AND VISYNC INTEGRATION

A. Proposed Nonlinear Controller and Current Limitation

In this part, the recently proposed sl-PI controller [33] is

formulated in a way to achieve both the Q ∼ V droop

control and the RMS inverter current limitation without using

any saturation limits and additional anti-windup techniques.

Contrary to the existing approaches [36], which align the local

inverter voltage to the d-axis, the proposed control structure is

based on the idea of aligning the local inverter current to the

d-axis as shown in Fig. 2, i.e. iq = 0, in order to simplify the

control implementation and facilitate the closed-loop system

stability. To this end, the local dq frame inverter voltages are

used as control inputs and formed as

Vd = V pcc
dl + Emax sinσ − rvid − ωLf iq (5)

Vq = V pcc
ql − rviq + ωLf id (6)

where rv and Emax are the main parameters for the sl-PI

controller and introduced as virtual resistor and voltage, re-

spectively, to the DER-sourced inverter system. While ωLf id
and ωLf iq represent the dq transformation decoupling terms,

σ is the sl-PI controller state and designed as

σ̇ =
c

Emax

[

(E
∗ − Vrms)− n(Q−Qset)

]

cosσ (7)

where c is the positive integral gain. As it is proven in [33],

if the initial controller state σ0 is chosen as σ0 ∈ [−π
2 ,

π
2 ],

it is ensured that σ(t) ∈ [−π
2 ,

π
2 ], ∀t ≥ 0. Furthermore, since

σ̇ → 0 when σ → ±π
2 , then the controller inherently pro-

vides an integrator anti-windup property by slowing down the
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integration near the limits, opposed to conventional saturated

integrators.

Note that the Q ∼ V droop operation is achieved by

regulating the expression (E
∗ − Vrms) − n(Q − Qset) to

zero using the integrator feature of the sl-PI controller. In this

expression, E∗, Vrms, n, and Qset denote the rated RMS grid

voltage, PCC RMS voltage, reactive power droop coefficient,

and reactive power set value, respectively.

Replacing the proposed controller dynamics (5)-(6) in the

system dynamics (2)-(3), the closed-loop system current dy-

namics can be obtained as

Lf

did
dt

= −(rv +Rf )id + Emax sinσ (8)

Lf

diq
dt

= −(rv +Rf )iq (9)

The solution of q axis current dynamics (9) can be ob-

tained independently from the closed-loop system dynamics

as iq(t) = iq(0)e
−

(rv+Rf )

Lf
t
, thus if initially iq(0) = 0,

then iq(t) = 0, ∀t ≥ 0. In order to ensure RMS current

limitation and closed-loop stability, the controller parameter

can be selected as Emax = (rv + Rf )I
max
d , where Imax

d =√
2Imax

rms and Imax
rms is the maximum RMS current that the

inverter can handle. More precisely, for ∀t ≥ 0, it holds true

that d axis current id and the controller state σ remain in

the intervals [−
√
2Imax

rms ,
√
2Imax

rms ] and [−π
2 ,

π
2 ], respectively.

Note that the current-limiting property holds for the original

nonlinear system and it is also guaranteed independently of

the large-signal system faults. The readers can refer to [40]

for the current-limiting property and [33] for the controller

state limitation, which are realized using nonlinear ultimate

boundedness theory.

B. ViSynC Integration

In this part, the ViSynC dynamics, which create an inter-

action between the DC and AC sides via the Vdc ∼ ω droop

operation, is combined with the remaining system dynamics

(4)-(9) to provide virtual damping and inertia to the system

in addition to accurate Q ∼ V droop operation and RMS

inverter current limitation property, which are ensured via sl-

PI controller. To this end, considering iq = 0 ∀t ≥ 0, as

proven in the previous section and replacing it in the power

equation (4), the ViSynC dynamics can be obtained as

d

dt
V 2
dc =

2Ps − 3
√
2Vrmsid cos δ

Cdc

(10)

d
dt
ω = 2Ps−3

√
2Vrmsid cos δ

CdcKJ
+

KT (Vdc
2−Vdcref

2)+KD(ωg−ω)
KJ

(11)

where Ps is the bidirectional DER power, KT , KJ , and

KD are DC voltage tracking, inertia, and damping gains,

respectively, and ωg is the rated grid angular frequency. The

readers can refer to [16] to explore the SG emulation capability

of the ViSynC. The implementation diagram of the proposed

controller integrated with the ViSynC is provided in Fig. 3.

IV. STABILITY ANALYSIS

Although the proposed controller can ensure a desired RMS

current-limitation of the inverter based on the sl-PI control

structure, the stability of the closed-loop system including

the DC link dynamics has not been proven yet. Opposed to

conventional approaches that use root locus analysis which

investigates the stability of an inverter system for a specific

set of parameters, here, singular perturbation theory [35], [38]

will be used to obtain analytic stability conditions that can

also inform the controller parameter selection (e.g. relationship

between virtual inertia and damping values).

A. Closed-Loop System

By considering (7), (8), (10), (11) and δ̇ = ω − ωg , and

omitting the iq dynamics (9) from the system since iq(t) =
0, ∀t ≥ 0, the closed-loop system can be formed as




i̇d

σ̇



 =





L−1
f (rv +Rf )(−id +

√
2Imax

rms sinσ)

cE−1
max

[

(E
∗ − Vrms)− n(Q−Qset)

]

cosσ





(12)












˙V 2
dc

ω̇

δ̇













=













C−1
dc (2Ps − 3

√
2Vrmsid cos δ)

C−1
dc K−1

J (2Ps − 3
√
2Vrmsid cos δ

+Cdc(KT (Vdc
2 − Vdcref

2) +KD(ωg − ω)))

ω − ωg













(13)

For the above system, consider the following assumption.

Assumption 1 (Time-scale separation): The parameters of

the equations (7), (8), and (10) should satisfy

max

{

Lf

rv +Rf

,
1

c

}

≪ Cdc (14)

Assumption 1 is necessary in order to separate the equa-

tions (7) and (8) from the ViSynC dynamics (10), (11), and

δ̇ = ω − ωg for a simple closed-loop stability analysis. Note

that Assumption 1 can be easily satisfied by choosing the
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appropriate values for the controller parameters (rv and c),
which can be accomplished by the control operator, compared

to the system parameters (Lf and Cdc). To ensure the time-

scale separation, Cdc should have much larger values than

max
{

Lf

rv+Rf
, 1
c

}

, e.g., at least ten times larger as a rule of

thumb. As an example, one can check that this condition is

satisfied in the system parameters provided in the simulation

and HIL implementation cases (Table I).

Consider an equilibrium point xe = [ide σe V 2
dce ωe δe]

T

obtained from (12)-(13) at the steady state where σe ∈
(−π

2 ,
π
2 ). By setting ǫ = 1

min
{

rv+Rf
Lf

,c
} , there exist γa ≥ 0

and γb ≥ 0 such that
rv+Rf

Lf
= (1/ǫ)+γa and c = (1/ǫ)+γb.

Thus, (12) can be rewritten as




ǫi̇d

ǫσ̇



 =

[

1 + ǫγa 0
0 1 + ǫγb

]





(−id +
√
2Imax

rms sinσ)

E−1
max

[

(E
∗ − Vrms)− n(Q−Qset)

]

cosσ



 .

(15)

Thus, the closed-loop system equations (13) and (15) can be

written in the form of

ẋ = f(x, z) (16)

ǫż = g(x, z, ǫ) (17)

x =





V 2
dc − V 2

dce

ω − ωe

δ − δe



 z =

[

id − ide
σ − σe

]

.

For the arbitrarily large values of the virtual resistor rv and

integral gain c, which are the controller parameters, the ǫ value

is small and, thus, (16)-(17) can be examined as a singularly

perturbed system through the two-time-scale analysis [35]. The

system (15) is called as boundary layer, because it represents

the immediate vicinity of a bounding surface as mentioned in

[35], [41].

B. Boundary Layer Analysis

Considering f, g are continuously differentiable in the do-

main (x, z, ǫ) ∈ Dx × Dz × [0, ǫ0], when the system and

controller parameters are selected according to Assumption

1, then ǫ → 0 and, based on singular perturbation theory, g
will have an algebraic form of 0 = g(x, z). The roots of the

system can be calculated as

īd =
√
2Imax

rms sin σ̄

σ̄ = sin−1

(

1

3Vrms sin δImax
rms

(

Vrms − E∗

n
−Qset

))

(18)

These roots can be assigned as z = h(x) with īde ∈
[−

√
2Imax

rms ,
√
2Imax

rms ], and σ̄e ∈ (−π
2 ,

π
2 ), such that h(0) = 0.

Thus, the roots can also be regarded as the equilibrium points

of the nonlinear systems (12) and (13). Exponential stability

at the origin can be examined using the boundary layer system

Jacobian matrix as below

J1 =

[

− (rv+Rf )
Lf

Emax cos σ̄
Lf

3c√
2Emax

n cos σ̄Vrms sin δ 0

]

(19)

The characteristic equation of the system (19)

λ2 +
(rv +Rf )

Lf

λ− 3
√
2cncos2σ̄Vrms sin δ

2Lf

= 0 (20)

By applying the Routh-Hurwitz criterion, in order for all

eigenvalues to have negative real parts, the following two

stability conditions are obtained:

sin δ < 0 (21)

σ̄ ∈
(

−π

2
,
π

2

)

(22)

Although (22) can be guaranteed by the proposed controller

and the equilibrium point under consideration, condition (21)

will be investigated in the sequel.

C. Reduced System Analysis

The reduced model can be found by replacing the roots īd
and σ̄ in (13) as












˙V 2
dc

ω̇

δ̇













=













C−1
dc

(

2Ps − 2 cot δ
(

Vrms−E∗

n
−Qset

))

C−1
dc K−1

J

(

2Ps − 2 cot δ
(

Vrms−E∗

n
−Qset

)

+Cdc(KT (Vdc
2 − Vdcref

2) +KD(ωg − ω))
)

ω − ωg













(23)

The model (23) is usually called as quasi-steady-state model,

since īd and σ̄ introduce a velocity [˙̄id ˙̄σ] = ǫ−1g being very

large when ǫ is small and g 6= 0, inducing a rapid convergence

to a root h(V 2
dc, ω, δ), which is also the equilibrium of the

boundary layer system.

Considering (23), the equilibrium point vector of the re-

duced system xe = [V 2
dce ωe δe] can be computed as

a) V 2
dce = V 2

dcref (24)

b) ωe = ωg (25)

c) δe = cot−1

(

Ps
(

Vrms−E∗

n
−Qset

)

)

(26)

To investigate the reduced model closed-loop stability, its

Jacobian matrix is given below

J2 =









0 0 2
Cdcsin2δe

(

Vrms−E∗

n
−Qset

)

KT

KJ
−KD

KJ

2
CdcKJ sin2δe

(

Vrms−E∗

n
−Qset

)

0 1 0









.

(27)

The characteristic equation of the system (27) can be obtained

as

λ3 + KD

KJ
λ2 −

2
(

Vrms−E∗

n
−Qset

)

CdcKJ sin2δe
λ−

2KT

(

Vrms−E∗

n
−Qset

)

CdcKJ sin2δe
= 0
(28)

By employing the Routh-Hurwitz criterion, for all system

eigenvalues to have negative real parts, the following three

stability conditions are obtained:

KD

KJ

> 0 (29)

(

Vrms − E∗

n
−Qset

)

< 0 (30)

KD > KJKT (31)
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Fig. 4: Regions for selecting Ps and Qset to ensure closed-loop
stability.

TABLE I: System and Controller Parameters for Comparison and
HIL Studies

Parameters Values Parameters Values

Power System Parameters

Lf 5.8 mH Lg 2.2 mH
Rf , Rg 0.5 Ω Vdcref 350 V
ωg 2π50 rad/s Cf 1 µF

Simulation HIL
S 990 VA S 2970 VA
E∗ 155 V E∗ 110 V
Imax
rms 3 A Imax

rms 9 A
Cdc 1000 µF Cdc 2000 µF

Proposed Controller Parameters

Simulation HIL
n 0.0314 V/VAr n 0.0037 V/VAr
rv 200 Ω rv 30 Ω

c 15000 c 20000

Existing ViSynC Parameters

kpi, kii 0.5, 12 kpv , kiv 0.02, 0.2
KQ 0.1 V/VAr Vqref 100 V
Rv 0.05 Ω Lv 0.5 mH

DC-link Controller Parameters

Simulation HIL

KT 4 Nm/V2 KT 4 Nm/V2

KJ 10 kgm2 KJ 10 kgm2

KD 2500 Nms KD 3000 Nms

Comparison HIL Parameters

RCS CSA
kpi, kii 10, 50 kpi, kii 10, 50
kpv , kiv 10, 100 kpv , kiv 10, 100

Since the gains KD and KJ are positive, condition (29)

always holds. Condition (31) can be guaranteed with the

choice of ViSynC gains and it also gives guidance to the users

for the appropriate gain selection. Finally, conditions (30) and

(21) can be combined considering (26) and following intervals

for the power angle can be derived,

π (2n− 1) < δe <
π
2 (4n− 1) n ∈ Z (32a)

π
2 (4n− 1) < δe < 2πn n ∈ Z (32b)

Equation (32a) is valid when the DER power (Ps) is positive,

while equation (32b) shows the case when Ps is negative,

underlining that stability can be guaranteed for a bidirectional

flow of the real power, as required in energy storage devices.

Note also that (32a) and (32b) validate condition (21) for the

desired equilibrium point, as originally required.

Remark 1: Fig. 4 is plotted considering (26) and gives a

guidance on selecting the DER power (Ps) and reactive power

set value (Qset) for various values of Vrms to guarantee the

conditions (21) and (30), using the HIL system parameters

provided in Table I.

Therefore, based on the above conditions, the matrices J1
and J2 are Hurwitz, and there exist η1 > 0 and η2 > 0 and

domains D̃z = {z ∈ R
2, ‖z‖2 < η1}, where D̃z ⊆ Dz and

D̃x = {x ∈ R
3, ‖x‖2 < η2}, where D̃x ⊆ Dx, such that both

the boundary layer model (17) and reduced system (16) are

exponentially stable at the origin.

To this end, according to Theorem 11.4 in [35], there

exists ǫ∗ such that for all ǫ < ǫ∗, the equilibrium point

xe = [ide σe V 2
dce ωe δe]

T of (16)-(17) with ide ∈
[−

√
2Imax

rms ,
√
2Imax

rms ] and σe ∈ (−π
2 ,

π
2 ) is exponentially

stable; thus completing the stability analysis of the entire

system.

It should be underlined that since the final stability con-

ditions are found using the Routh-Hurwitz criterion under

the worst-case scenarios (i.e., if these conditions hold, then

stability is certainly guaranteed), the provided conditions

represent the sufficient conditions to guarantee closed-loop

system stability and not necessary conditions. Therefore, if

the conditions hold, the system will be stable, but if they do

not hold, this does not necessarily mean that the system will

be certainly led to instability.

V. COMPARISON WITH THE COMMONLY USED METHODS

In this section, comparison simulation studies based on

Matlab/Simulink are realized to justify the theoretical analysis

and underline the superior features of the proposed controller

scheme compared to existing approaches. In particular, the

current-limiting capability and effect of the ViSynC gains on

the dynamic system performance are investigated by compar-

ing the proposed method and original method [16], which uses

an adaptive current limitation algorithm. The power system

and controller parameters are given in Table I. In the following

part, the comparison test scenarios are explained in detail.

Scenario I: The simulation starts with 600W DER input

power (Ps) and 400VAr reactive power reference (Qset).

Then, at t = 4s, Ps is increased to 800W, at t = 8s,

Ps is changed to −500W to demonstrate the bidirectional

active power flow capability of the proposed approach, and at

t = 12s, Ps is recovered to 600W. Finally, at t = 16s, 40%
balanced grid voltage sag is applied and cleared at t = 17s.

The simulation ends at t = 20s. Fig. 5 illustrates this scenario

for various values of inertia (KJ ) gains. For the original

system [16], clamping anti-windup technique is applied in

the inner voltage and current PI controllers as mentioned in

[20]. The upper (a, b, c, d) subfigures in Fig. 5 show that

the original controller [16] can lead to inaccurate reactive

power control due to the saturated PI controllers in the inner

voltage loop when the DER source demands power, aggressive

transients, and current limit violation, while the proposed

controller can ensure smooth transients and current limitation

at all times as the ViSynC gains are chosen according to the

stability conditions. Although increasing KJ can decrease the

frequency fluctuation due to higher inertia provision as in Fig.

7, it can have detrimental effects on the original controller

performance as presented in the lower subfigures (e, f, g, h)

in Fig. 5, while the proposed controller can always guarantee

smooth and safe operation.
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Fig. 5: Performance comparison of the original [16] and the proposed controller. (a), (b), (c), and (d) with KJ = 10 kgm2, (e), (f), (g), and
(h) with KJ = 50 kgm2, while KT = 4 Nm/V2 and KD = 2500 Nms.
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Fig. 6: Performance comparison of the original [16], with (orig.) and without (naw) anti-windup techniques, and the proposed controller in
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KD = 2500 Nms.
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Fig. 7: Frequency comparison of the original [16], with (orig.) and without (naw) anti-windup techniques, and the proposed controller in
case of entire scenario (a) with KJ = 10 kgm2 (b) with KJ = 50 kgm2, and in case of a 40% balanced grid fault (c) with KJ = 10 kgm2

(d) with KJ = 50 kgm2, while KT = 4 Nm/V2 and KD = 2500 Nms.

Scenario II: This part focuses on the effect of severe grid

voltage sags to the performance of the proposed method and

original controller with and without anti-windup techniques

when the ViSynC gains vary. The simulation starts with 600W

Ps and 400VAr Qset. Then, at t = 2s, a short circuit grid

fault is applied and cleared at t = 2.2s. The simulation

ends at t = 6s. Fig. 6 depicts that the proposed approach

shows better performance compared to the original controller,

which is either equipped or not-equipped with the anti-windup

techniques, by limiting the RMS inverter current at all times

and guaranteeing a smooth and fast transient responses. More-

over, Fig. 7 illustrates the frequency damping ability of the

proposed approach compared to the original controller. As

can be understood from the frequency performances of both

the entire case (Scenario I) in Figs. 7 (a) and (b) and 40%
balanced voltage sag case in Figs. 7 (c) and (d), the proposed

approach leads to lower amplitude frequency oscillations when

the inertia gain (KJ ) increases. To this end, the superior

performance of the proposed method is verified for a number

of cases with extensive simulation results compared to the

existing methods.

VI. EXPERIMENTAL STUDIES

In this section, the effectiveness of the proposed method

is examined and its advantages compared to the existing

state-of-the-art current-limiting methods are demonstrated via

hardware-in-the-loop studies.

A. Hardware-In-The-Loop (HIL) Results

In order to verify the dynamic performance of the proposed

controller and validate the theoretical stability analysis, a
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Typhoon HIL Software 

Oscilloscope 

  TI F28379D Launchpad 

Typhoon 402 HIL 

Fig. 8: HIL experimental setup.

DER-sourced three-phase inverter connected to grid is de-

signed using Typhoon-HIL 402 device and the control algo-

rithms, as shown in Fig. 3, are implemented in the TI F28379D

launchpad. The experiment setup is provided in Fig. 8. Both

the controller sampling and PWM switching frequencies are 20

kHz, while the remained system and controller parameters are

provided in Table. I. It should be emphasized here that in a real

implementation of the proposed controller, phase-lead low-

pass filter can be added to the PCC voltage measurements to

overcome small delay and noise issues caused by the inclusion

of the feedforward terms in the control algorithm (see [39],

[42]).

The following scenario is carried out through HIL imple-

mentation. The operation starts with the values of 1200W

DER input power (Ps) and 1200VAr reactive power reference

(Qset). At t = 1s, Ps is increased to 1800W, which represents

a demand rise in the grid side, at t = 3s, Ps is changed to

−1000W to test the bidirectional power transfer ability of the

proposed method, and at t = 5s, Ps is recovered to 1800W.

In order to verify the integrator windup-free operation and

current-limiting property under a considerable system fault, at

t = 7s, a 40% balanced grid voltage sag is applied, and at

t = 9s, the fault is cleared. The operation ends at t = 10s.

Note that since the Q ∼ V droop is always enabled during the

operation, reactive power is not regulated to exact Qset values

to support the grid voltage.

As can be seen in Figs. 9 and 10, the proposed control

scheme can rapidly regulate both the active and reactive power

and limit the inverter RMS current without any controller

saturation even after a grid voltage sag. In order to guide the

prospective users about the ViSynC gain selections, Fig. 9

illustrates the effect of various damping gain (KD) values on

the system behavior, while Fig. 10 demonstrates the influence

of inertia (KJ ) and DC voltage tracking (KT ) gains on

the dynamic system performance. The results are taken by

considering constant KJ = 10 kgm2 and KT = 4 Nm/V2 and

variable KD in Fig. 9. Although increasing KD can decrease

the steady state system oscillations as shown in Fig. 9a and

9b, it increases DC voltage (Vdc) fluctuation when the DER

source demands power as in Fig. 9c. Therefore, KD is chosen

as 3000 Nms while taking the results in Fig. 10. Choosing

large KJ values can cause surges in oscillation magnitudes as

shown in Fig. 10a and 10b, while selecting large KT gain can

lead to faster dynamic response. The transient performance

of the proposed current-limiting method is illustrated through

             

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(a) Time response of P , Q, Irms and Vdc when KD =

2000 Nms

           

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(b) Time response of P , Q, Irms and Vdc when KD =

3000 Nms

             

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(c) Time response of P , Q, Irms and Vdc when KD =

5000 Nms

Fig. 9: HIL results of a DER-sourced inverter under the
proposed controller with different KD gains.

instantaneous inverter current and PCC voltage waveforms

in Fig. 11 when Ps = 1800W. While Fig. 11a shows that the

inverter currents are limited during the grid fault appearance,

Fig. 11b also demonstrates that there is no current limit

violation during the grid fault recovery. It is important to note

that due to the four available channels in the oscilloscope,

one phase PCC voltage (va) and three-phase inverter currents

(ia, ib, ic) are shown in Fig. 11. However, since the balanced

grid fault is applied, the other voltage phases follow the same

voltage drop as phase a. In order to test the proposed controller

performance under grid frequency (ωg) changes, by selecting
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P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(a) Time response of P , Q, Irms and Vdc when KT =

4 Nm/V2 and KJ = 20 kgm2

         

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(b) Time response of P , Q, Irms and Vdc when KT =

4 Nm/V2 and KJ = 50 kgm2

          

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(c) Time response of P , Q, Irms and Vdc when KT =

10 Nm/V2 and KJ = 30 kgm2

Fig. 10: HIL results of a DER-sourced inverter under
the proposed controller with different KJ and KT

gains.

KT = 4 Nm/V2, KJ = 10 kgm2, KD = 3000 Nms, and the

frequency weighting coefficient m = 0.1 as explained in [16],

an other HIL scenario is realized in Fig. 12. By keeping the

other changes same with the previous results, at t = 7s, the

grid frequency is decreased to 49 Hz in Fig. 12a and increased

to 51 Hz in Fig. 12b, and at t = 9s, the grid frequency

comes back to its nominal value. Thus, it is proven that the

proposed controller maintains the system stability and provides

virtual inertia via Vdc ∼ ω coupling as proven in Section IV.

Furthermore, the boundary of ViSynC gain selection is verified

to prove the validity of stability condition (31) in Fig. 13.

 

va: [50 V/div] 

ia: [10 A/div] 

(a) Three-phase instantaneous inverter currents (iabc) and PCC
voltage (va) waveforms when the grid fault occurs

 

va: [50 V/div] 

ia: [10 A/div] 

(b) Three-phase instantaneous inverter currents (iabc) and PCC
voltage (va) waveforms when the grid fault is cleared

Fig. 11: HIL results of a DER-sourced inverter under
the proposed controller in case of a balanced voltage
sag (a) 110 V → 70 V and recovery (b) 70 V →

110 V

.Fig. 13a shows that the system becomes oscillatory in both

transients and steady-state when the gains are chosen close

to the stability boundary, while Fig. 13b demonstrates that

the system loses its stability if the gains violate inequality

(31). However, in both oscillatory and unstable cases, the

proposed method limits the inverter current without the need of

algorithm change and saturation blocks as seen in Fig. 13. As

a result, it is verified that the proposed approach can limit the

RMS inverter current without any dependence on the ViSynC

gains, and the selection of the ViSynC gains KJ , KD and KT

in order to satisfy the stability condition (31) further supports

the theoretic analysis presented in this work.

B. Comparison Studies via Hardware-In-The-Loop Results

In this section, the superior features of the proposed method

are emphasized by comparing it with two state-of-the-art

current-limiting algorithms. The methods, which are used

for comparison, are reference current saturation (RCS) [36]

and d-axis priority based-current saturation algorithm (CSA)

[43]. The system and controller parameters are provided in

Table I. The same system scenario with the Section VI-A is

implemented in this part. Even though the proposed method is

stable for smaller damping gain (KD), since the comparison

methods need very high damping gain for stability, a larger

damping gain (KD = 30000 Nms) is used while taking the
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P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(a) Time response of P , Q, Irms and Vdc in case of grid
frequency drop

           

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(b) Time response of P , Q, Irms and Vdc in case of grid
frequency swell

Fig. 12: HIL results of a DER-sourced inverter under
the proposed controller when the grid frequency (ωg)
changes.

results for all three controllers. As shown in Fig. 14, although

all three methods maintain the stable operation of the system,

only the proposed method can always guarantee the desired

current-limiting property and damped system response, as

shown in Fig. 14a. Both the d-axis priority based-CSA and

RCS violate the current limit (9 A), when the grid fault occurs

and is cleared as can be seen in Figs. 14b and 14c, respectively.

Besides, when the Ps value is changed from positive to

negative and from negative to positive, d-axis priority based-

CSA method leads to an oscillatory response as illustrated

in Fig. 14b. Thus, it is verified that the proposed method

can guarantee the current limitation and closed-loop system

stability, when the gains are selected to satisfy (31), while the

other methods fail to provide those properties throughout the

entire operation.

VII. CONCLUSION

A nonlinear current-limiting controller, which combines the

ViSynC and droop control dynamics, has been proposed in this

paper for a three-phase inverter-integrated DER unit. The RMS

current-limiting property was ensured throughout the opera-

tion, even under severe balanced voltage sags, independently

from the controller and ViSynC parameters without the need

of an algorithm change or saturation units. The closed-loop

system stability has been rigorously proven using the singular

           

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(a) Time response of P , Q, Irms and Vdc when KD =

3000 Nms, KJ = 200 kgm2, and KT = 10 Nm/V2

           

 

P: [1000 W/div] 

Irms: [4.5 A/div] 

Q: [1000 Var/div] 

Vdc -Vdcref : [100 V/div] 

𝐼𝑟𝑚𝑠𝑚𝑎𝑥: [9 A] 

(b) Time response of P , Q, Irms and Vdc when KD =

3000 Nms, KJ = 200 kgm2, and KT = 20 Nm/V2

Fig. 13: HIL results of a DER-sourced inverter under
the proposed controller when the stability condition
(31) is tested.

perturbation theory, while analytic stability conditions, which

guide the users for controller gain and reference power se-

lections to guarantee the closed-loop stability, were provided.

The proposed method has been compared with the state-

of-the-art current-limiting methods and its superior features

have been highlighted with extensive simulation studies. The

stability conditions and dynamic performance of the proposed

controller were also verified via comprehensive HIL results

and compared to the existing techniques.
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