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Abstract. Abnormal biological tissues possess unknown properties that must be estimated

in order to decide the appropriate method of treatment in terms of amount of dosage and

appropriate place of inoculation. The current work numerically investigates, for the first

time, the simultaneous estimation of several thermo-physical properties of multi-layered tis-

sues from internal temperature measurements. The heat propagation within the tissues is

modelled by the thermal-wave model of bio-heat transfer, accounting for the finite speed of

heat propagation. On the skin surface, a convective boundary condition holds taking into

account the heat exchange with the environment, whilst on the most inner wall of the tissues

a Dirichlet boundary temperature condition is prescribed. Accurate and stable reconstruc-

tion of the piecewise constant properties given by the thermal conductivity, heat capacity

and blood perfusion rate is successfully achieved for two physical examples concerning three-

and four-layered, one-dimensional tissues, subjected to externally induced aggression.

Keywords: Inverse problem; bio-heat transfer; thermal-wave model; stratified tissue.

1. Introduction

Cancer is recognised as the leading cause of death globally, [1]. It has been the fo-

cus of extensive research concerning its presence, spread and treatment in the past decades.

Determining its early presence and how it might grow can significantly assist in evaluating

the efficiency of medical treatments. Many therapeutic procedures such as thermotherapy,

cryosurgery and chemotherapy have been utilised to treat cancer. For instance, in hyperther-

mia treatment, to eradicate tumours, clinical therapists aim to elevate the temperature of the

unhealthy tissues to about 42-46 °C, while maintaining the healthy tissues unharmed, [1, 2].

The use of mathematical modelling has been a success in most practical biomedical

applications such as identifying the characteristics of tumours, optimising the thermal dose

required in cancer treatments or computing the thermal damage caused by medical thera-

pies. In this regard, the parabolic Pennes’ bio-heat model [3] has been the most widely used

model. In spite of this wide acceptance, the Pennes’ bio-heat model breaks down because it

assumes that the propagation of heat is infinite. However, as observed experimentally, heat

in biological bodies propagates at a finite speed, [4–6]. This realistic feature is accounted

for by the thermal-wave model of bio-heat transfer (or sometimes called the single-phase-lag

model) developed by Liu et al. [7]. More recently, the dual-phase-lag model has been in-

creasingly used in modelling of bioheat transfer, [8–10]. To mention a few studies, Tunç et

al. [1] obtained the temperature profile of a four-layered thigh tissue irradiated by external

heating using the Pennes’ bio-heat model in order to assist medical practitioners in treating

cancer. Based on the Pennes’ bio-heat model and an Arrhenius-type integral, Autrique and
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Lormel [11] were able to evaluate the thermal damage due to a burn injury.

In most biomedical situations related to biological tissues, parts of the data, such as

the thermo-physical properties of the tissues considered, are unknown and cannot be di-

rectly measured by experiments, [12]. Nevertheless, inverse analysis has been a useful tool

to indirectly estimate such missing input. Research in this direction proceeds by recast-

ing the inverse problem at hand as a constrained non-linear minimisation problem which

is solved by invoking an optimisation method such as the golden section search method

(GSSM) [13], genetic algorithms [14], or the conjugate gradient method (CGM) [15]. Other

important methodologies are based on Bayesian analysis such as the Markov Chain Monte

Carlo (MCMC) method [16].

Previous inverse problems in biomedical engineering and medical physics have looked

at several applications such as tumour detection, the identification of thermo-physical prop-

erties and optimising cancer treatments. To mention a few applications, Panda and Das [13]

retrieved the metabolism of both healthy and unhealthy tissues to identify a tumour by

utilising the parabolic Pennes’ bio-heat model and the GSSM. Similarly, Das and Mishra [14]

identified the size, location and properties of a tumour using a genetic algorithm. The iden-

tification of tumour size and location on the basis of the knowledge of temperature on the

skin surface was investigated in [17] and [18] based on steady-state and transient thermal

analysis, respectively. Panda and Das [19] non-intrusively reconstructed the blood perfusion

rate in a single-layered tissue from its surface temperature using the thermal-wave model

of bio-heat transfer in conjunction with the differential evolution algorithm. Baghban and

Ayani [2] estimated the intensity of a laser applied to a three-layered skin tissue using the

parabolic Pennes’ bio-heat model and a sequential method. Very recently, the retrieval of

several thermo-physical properties of a single-layer tissue entering a thermal-wave model of

bioheat transfer has been investigated by Alosaimi et al. [20]. These previous studies either

neglected the stratified structure of the tissues investigated or did not consider the thermal-

wave model of bio-heat transfer. It is the purpose of this work to account for these extra

characteristics, in addition to investigating the simultaneous estimation of several thermo-

physical properties of multi-layered tissues, as illustrated in Figure 1.

Figure 1: Triple-layered skin tissue, [21].
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The rest of the paper is organised as follows. In Section 2, the thermal-wave model of

bio-heat transfer for multi-layered tissues is formulated. In Section 3, the finite-difference

method (FDM) used as a direct solver is developed, then two direct problems concerning

three- and four-layered, one-dimensional tissues subjected to externally induced aggression

are numerically solved using the proposed direct solver. Section 4 describes the inversion

approach subsequently utilised to recover the thermo-physical properties of interest. Results

of the inversion of both exact and noisy data are presented and discussed. Conclusions are

given in Section 5.

2. Mathematical formulation

The partial differential equation (PDE) governing the heat propagation in biological

tissues is described by the thermal-wave model of bio-heat transfer given by, [7],

ρtctτ
∂2T

∂t2
+ (ρtct + τwbρbcb)

∂T

∂t
= k∇2T + wbρbcb(Ta − T ) +Qm +Qe + τ

∂

∂t
(Qm +Qe),

in Ω × (0, tf], (1)

where Ω represents the tissue domain, tf > 0 denotes the final time of the transient process,

T , ρt, ct and k are the temperature [K or °C], density [kg/m3], specific heat [Joule/(kg K) or

Joule/(kg °C)] and thermal conductivity [W/(m K) or W/(m °C)] of the tissue, respectively,

ρb, cb and wb stand for the density [kg/m3], specific heat [Joule/(kg K) or Joule/(kg °C)]

and perfusion rate [s−1] of the blood, respectively, τ is the relaxation time [s], ∇2 is the

Laplace operator, t is the time [s] and Ta is the (arterial) blood temperature [K or °C]. Qm

and Qe are the metabolic and external heats [W/m3]. Also, we denote by α = k/(ρtct)

the thermal diffusivity of the tissue [m2/s]. Equation (1) has been derived by modifying

the parabolic Pennes’ bio-heat reaction-diffusion equation to take into account for the finite

speed (equal to
√

α/τ) of energy propagation present in biological tissues through the non-

negligible relaxation time τ in between 15-30 s for biological bodies, [22]. This gives rise to

the generalised Fourier’s law (or the Maxwell-Cattaneo equation) expressing the heat flux

q(x, t) as:

−k∇T (x, t) = q(x, t+ τ) ≈ q(x, t) + τ
∂q

∂t
(x, t), (x, t) ∈ Ω × (0, tf]. (2)

It is interesting to note that the zero-flux boundary condition q(x, t) · ν(x) = 0 on

∂Ω × (0, tf], where ν is the outward unit normal to the boundary ∂Ω, maintains as the zero-

Neumann boundary condition −k∂νT = 0, but a non-zero flux prescription does not maintain

its usual form in terms of the normal derivative of T , see Yu [23]. On the other hand, the

invariance holds for a Robin boundary condition that arises from a generalised Newton’s law

of the form, see Maurer and Thompson [24],
(

q(x, t) + τ
∂q

∂t
(x, t)

)

· ν(x) = −h(T∞ − T (x, t)), (x, t) ∈ ∂Ω × (0, tf], (3)

where h is the heat transfer coefficient [W/(m2 K) or W/(m2
°C)] and T∞ represents the

ambient temperature [K or °C]. The boundary condition (3) models the transfer of heat from

the environment into the biological body by taking into account for the time scale of thermal

relaxation, [25, 26]. Then, assuming that (2) holds at the boundary we obtain the usual

Newton’s law boundary condition, see Hennessy et al. [27],

k∇T · ν = h(T∞ − T ) on ∂Ω × (0, tf]. (4)
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Assuming that the tissue Ω is a one-dimensional composite material formed of J disjoint

layers [Ll−1, Ll] for l = 1, J, (notation for l = 1, . . ., J), equation (1) transforms into, [28],

C l
tτl
∂2Tl
∂t2

+
(

C l
t + τlw

l
bCb

)∂Tl
∂t

= kl
∂2Tl
∂x2

+ wl
bCb(Ta − Tl) +Ql

m +Ql
e + τl

∂

∂t
(Ql

m +Ql
e),

(x, t) ∈ [Ll−1, Ll] × (0, tf], l = 1, J, (5)

with the corresponding thermo-physical properties annotated by the super/sub-script l for

each layer, and C l
t = ρltc

l
t [Joule/(m3 K) or Joule/(m3

°C)] and Cb = ρbcb [Joule/(m3 K) or

Joule/(m3
°C)] denoting the heat capacity of the tissue layer l and blood, respectively.

The above equations are coupled through the usual continuity of the temperature at the

interfaces, namely,

Tl(Ll, t) = Tl+1(Ll, t), t ∈ [0, tf], l = 1, (J − 1), (6)

and of the heat flux. This latter condition needs to be considered more carefully since

in the case of the Maxwell-Cattaneo equation (1) (or (5)), the heat flux is given by the

generalised Fourier’s law (2). Then, on imposing the continuity of the heat flux at the

interface ql(Ll, t) = ql+1(Ll, t), we also have that ∂ql
∂t

(Ll, t) = ∂ql+1

∂t
(Ll, t) and equation (2)

implies that:

kl
∂Tl
∂x

(Ll, t) = kl+1
∂Tl+1

∂x
(Ll, t), t ∈ [0, tf], l = 1, (J − 1), (7)

provided that τl = τl+1 for l = 1, (J − 1), i.e. the relaxation time is the constant τ > 0 over

each layer, which we shall assume from now on.

For the governing hyperbolic PDE (5), we assume that the initial temperature is uniform

and equal to a constant T0 while the heating process is initiated from rest, in which case the

initial conditions are given by:

Tl(x, 0) = T0,
∂Tl
∂t

(x, 0) = 0, x ∈ [Ll−1, Ll], l = 1, J. (8)

The upstream end of the tissue x = L0 is assumed in contact with the ambient air while

the downstream end x = LJ is kept at a fixed temperature equal to the constant T0, such

that the boundary conditions are given by:

−k1
∂T1
∂x

(L0, t) = h (T∞ − T1(L0, t)) , TJ(LJ, t) = T0, t ∈ [0, tf]. (9)

The case of an adiabatic zero-flux Neumann condition ∂xTJ(LJ, t) = 0, instead of the

Dirichlet condition TJ(LJ, t) = T0 in (9), has been considered elsewhere, [29].

The next subsection presents a dimensionless version of the thermal-wave model (5)-(9).

2.1 Dimensionless model

The thermal-wave model (5)-(9) can be non-dimensionalised using the change of vari-

ables:

(x̄,Ll) =
(x, Ll)

LJ

, t̄ =
t

tf
, θl =

Tl − T0
T0

, θ∞ =
T∞ − T0

T0
, F l =

Ql
e +Ql

m

Q0

, (10)
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where Q0 is the maximum value of the heating applied and generated. Then, the dimension-

less version of the thermal-wave model (omitting the bars on x and t for clarity) is obtained

as:

∂2θl
∂t2

+ al1
∂θl
∂t

= al2
∂2θl
∂x2

− al3

(

θl +
T0 − Ta
T0

)

+ al4

(

F l +
τ

tf

∂F l

∂t

)

,

(x, t) ∈ [Ll−1,Ll] × (0, 1], l = 1, J, (11)

subject to the initial conditions:

θl(x, 0) = 0,
∂θl
∂t

(x, 0) = 0, x ∈ [Ll−1,Ll], l = 1, J, (12)

the interface conditions:

θl(Ll, t) = θl+1(Ll, t), t ∈ [0, 1], l = 1, (J − 1),

al5
∂θl
∂x

(Ll, t) =
∂θl+1

∂x
(Ll, t), t ∈ [0, 1], l = 1, (J − 1),

(13)

and the mixed boundary conditions:

θ1(L0, t) − a6
∂θ1
∂x

(L0, t) = θ∞, θJ(1, t) = 0, t ∈
[

0, 1], (14)

where:

al1 =
tf
τ

+
wl

bCbtf
C l

t

, al2 =
klt

2
f

τC l
tL

2
J

, al3 =
tf
τ

(

al1 −
tf
τ

)

, al4 =
Q0t

2
f

τT0C l
t

, l = 1, J,

al5 =
al2a

l+1
4

al4a
l+1
2

, l = 1, (J − 1), a6 =
Q0LJa

1
2

hT0a14
. (15)

The inversion of the above algebraic equations is given by:

C l
t =

Q0t
2
f

τT0al4
, kl =

τC l
tL

2
Ja

l
2

t2f
, wl

b =
C l

t

Cbtf

(

al1 −
tf
τ

)

, l = 1, J. (16)

The next section develops an absolutely stable FDM used as a direct solver, after which

two direct problems concerning three- and four-layered, one-dimensional tissues are solved.

3. Numerical solution of direct problem

Denoting Ql := [Ll−1,Ll] × (0, 1] for l = 1, J, we consider the more generic hyperbolic

direct problem associated with (11)-(14) given by:

∂2ul
∂t2

(x, t) + bl
∂ul
∂t

(x, t) = cl
∂2ul
∂x2

(x, t) − dlul(x, t) + fl(x, t), (x, t) ∈ Ql, (17)

where bl, cl and dl are given positive constants, and fl are given source functions for l = 1, J,

subject to the initial conditions:

ul(x, 0) = φl(x),
∂ul
∂t

(x, 0) = ψl(x), x ∈ [Ll−1,Ll], (18)

where φl(x) and ψl(x) are prescribed functions for l = 1, J, the interface conditions:

ul(Ll, t) = ul+1(Ll, t), t ∈ [0, 1],

γl
∂ul
∂x

(Ll, t) =
∂ul+1

∂x
(Ll, t), t ∈ [0, 1],

(19)
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where γl are prescribed positive constants for l = 1, (J − 1), and the mixed boundary condi-

tions:

u1(L0, t) + β
∂u1
∂x

(L0, t) = R(t), uJ(LJ, t) = 0, t ∈ [0, 1], (20)

where LJ = 1, β 6= 0 is a prescribed constant and R(t) is a prescribed function.

As an alternative to the hyperbolic wave-type equation (17), we introduce the interme-

diate variable vl, [30], as:

vl(x, t) :=
∂ul
∂t

(x, t) + blul(x, t), (x, t) ∈ Ql, l = 1, J, (21)

such that equation (17) can be written as:

∂vl
∂t

(x, t) = cl
∂2ul
∂x2

(x, t) − dlul(x, t) + fl(x, t), (x, t) ∈ Ql, l = 1, J. (22)

From (18) and (21), we obtain the initial condition:

vl(x, 0) = ψl(x) + blφl(x), x ∈ [Ll−1,Ll], l = 1, J. (23)

We subdivide the domain Ql into M l and N uniform meshes ∆xl = (Ll −Ll−1)/M
l and

∆t = 1/N , respectively. We let P0 = 0 and Pl =
l

∑

r=1

M r for l = 1, J. At the grid node

(xi, tj), we denote uli,j := ul(xi, tj), v
l
i,j := vl(xi, tj),

(

uli,j
)

x
:=

∂ul
∂x

(xi, tj) and f l
i,j := fl(xi, tj),

where xi = Ll−1 + (i− Pl−1)∆xl, tj = j∆t for i = Pl−1, Pl, j = 0, N .

The FDM discretises (21) and (22) as:

uli,j+1 − uli,j
∆t

=
1

2

(

vli,j − blu
l
i,j + vli,j+1 − blu

l
i,j+1

)

,

i = Pl−1, Pl, j = 0, (N − 1), l = 1, J, (24)

vli,j+1 − vli,j
∆t

=
1

2

(

cl
(∆xl)2

δ2xu
l
i,j − dlu

l
i,j + f l

i,j +
cl

(∆xl)2
δ2xu

l
i,j+1 − dlu

l
i,j+1 + f l

i,j+1

)

,

i = (Pl−1 + 1), (Pl − 1), j = 0, (N − 1), l = 1, J, (25)

vli,j+1 − vli,j
∆t

=
1

2

(

2cl
(∆xl)2

δ̃2xu
l
i,j − dlu

l
i,j + f l

i,j +
2cl

(∆xl)2
δ̃2xu

l
i,j+1 − dlu

l
i,j+1 + f l

i,j+1

)

,

i = Pl−1, j = 0, (N − 1), l = 1, J, (26)

vli,j+1 − vli,j
∆t

=
1

2

(

2cl
(∆xl)2

δ̄2xu
l
i,j − dlu

l
i,j + f l

i,j +
2cl

(∆xl)2
δ̄2xu

l
i,j+1 − dlu

l
i,j+1 + f l

i,j+1

)

,

i = Pl, j = 0, (N − 1), l = 1, (J−1), (27)

where:

δ2xu
l
i,j = uli−1,j − 2uli,j + uli+1,j, δ̃2xu

l
i,j = uli+1,j − uli,j − ∆xl

(

uli,j
)

x
,

δ̄2xu
l
i,j = uli−1,j − uli,j + ∆xl

(

uli,j
)

x
.

Equations (18), (23), (19) and (20) are discretised as:

uli,0 = φl(xi), vli,0 = ψl(xi) + blφl(xi), i = Pl−1, Pl, l = 1, J, (28)
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ulPl,j
= ul+1

Pl,j
, γl

(

ulPl,j

)

x
=

(

ul+1
Pl,j

)

x
, j = 0, N, l = 1, (J − 1), (29)

u10,j + β
(

u10,j
)

x
= R(tj), uJPJ,j

= 0, j = 0, N. (30)

Solving (24) for vli,j+1, we obtain:

vli,j+1 =

(

bl +
2

∆t

)

uli,j+1 +

(

bl −
2

∆t

)

uli,j − vli,j, (31)

for i = Pl−1, Pl, j = 0, (N − 1), l = 1, J.

Introducing (31) in (25), we obtain:

−Alu
l
i−1,j+1 +Blu

l
i,j+1 − Alu

l
i+1,j+1 =Alu

l
i−1,j + Clu

l
i,j + Alu

l
i+1,j + 2vli,j

+
∆t

2

(

f l
i,j + f l

i,j+1

)

, (32)

where i = (Pl−1 + 1), (Pl − 1), j = 0, (N − 1), l = 1, J, Al =
cl∆t

2(∆xl)2
, Bl =

(

2

∆t
+ bl

)

+

cl∆t

(∆xl)2
+
dl∆t

2
and Cl =

(

2

∆t
− bl

)

−

(

cl∆t

(∆xl)2
+
dl∆t

2

)

.

Similarly, introducing (31) in (26), we obtain:

2∆xl+1Al+1

(

ul+1
Pl,j+1

)

x
+Bl+1u

l+1
Pl,j+1 − 2Al+1u

l+1
Pl+1,j+1 = −2∆xl+1Al+1

(

ul+1
Pl,j

)

x
+ Cl+1u

l+1
Pl,j

+ 2Al+1u
l+1
Pl+1,j + 2vl+1

Pl,j
+

∆t

2

(

f l+1
Pl,j

+ f l+1
Pl,j+1

)

, (33)

for j = 0, (N − 1), l = 0, (J − 1), and in (27), we obtain:

−2Alu
l
Pl−1,j+1 +Blu

l
Pl,j+1 − 2∆xlAl

(

ulPl,j+1

)

x
=2Alu

l
Pl−1,j + Clu

l
Pl,j

+ 2∆xlAl

(

ulPl,j

)

x

+ 2vlPl,j
+

∆t

2

(

f l
Pl,j

+ f l
Pl,j+1

)

, (34)

for j = 0, (N − 1), l = 1, (J − 1). From (30), the difference equation (33) for l = 0 becomes:

(B1 − λ)u10,j+1 − 2A1u
1
1,j+1 =(C1 + λ)u10,j + 2A1u

1
1,j + 2v10,j +

∆t

2

(

f 1
0,j + f 1

0,j+1

)

− λ (R(tj) +R(tj+1)) , (35)

where λ = 2A1∆x1/β. For j = 0, (N − 1), l = 1, (J − 1), multiplying equations (33) and

(34) by η̄l := ∆xlAl and by η̃l := γl∆xl+1Al+1, respectively, summing the resulting equations

and then using the continuity conditions given by (29), we obtain:

−Ãlu
l
Pl−1,j+1 + B̃lu

l
Pl,j+1 − Āl+1u

l+1
Pl+1,j+1 = Ãlu

l
Pl−1,j + C̃lu

l
Pl,j

+ Āl+1u
l+1
Pl+1,j

+ 2(η̃lv
l
Pl,j

+ η̄lv
l+1
Pl,j

) +
∆t

2

(

η̃l(f
l
Pl,j

+ f l
Pl,j+1) + η̄l(f

l+1
Pl,j

+ f l+1
Pl,j+1)

)

, (36)

where Ãl = 2η̃lAl, Āl+1 = 2η̄lAl+1, B̃l = η̃lBl + η̄lBl+1 and C̃l = η̃lCl + η̄lCl+1.

At each time step tj+1 = (j + 1)∆t for j = 0, (N − 1), the difference equations given by

(31), (32), (35) and (36) can be reformulated as an implicit FDM procedure of the form:

L̃ũj+1 = Ẽũj + 2ṽj + b̃
j, (37)
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v
l
j+1 =

(

bl +
2

∆t

)

u
l
j+1 +

(

bl −
2

∆t

)

u
l
j − v

l
j, l = 1, J, (38)

where:

u
l
j = (ulPl−1,j

, . . . , ulPl,j
)T, v

l
j = (vlPl−1,j

, . . . , vlPl,j
)T, ũj = (u10,j, . . . , u

J
PJ−1,j)

T,

ṽj = (v10,j, . . . , η̃1v
1
P1,j

+ η̄1v
2
P1,j

, v2P1+1,j, . . . , η̃J−1v
J−1
PJ−1,j

+ η̄J−1v
J
PJ−1,j

, vJPJ−1+1,j, . . . , v
J
PJ−1,j)

T,

L̃ =







































B1 − λ −2A1

−A1 B1 −A1

. . . . . . . . .

−Ã1 B̃1 −Ā2

−A2 B2 −A2

. . . . . . . . .

−ÃJ−1 B̃J−1 −ĀJ

−AJ BJ −AJ

. . . . . . . . .

−AJ BJ







































,

Ẽ =







































C1 + λ 2A1

A1 C1 A1

. . . . . . . . .

Ã1 C̃1 Ā2

A2 C2 A2

. . . . . . . . .

ÃJ−1 C̃J−1 ĀJ

AJ CJ AJ

. . . . . . . . .

AJ CJ







































,

b̃
j =

























































∆t

2

(

f 1
0,j + f 1

0,j+1

)

− λ (R(tj) +R(tj+1))

∆t

2

(

f 1
1,j + f 1

1,j+1

)

...
∆t

2

(

η̃1
(

f 1
P1,j

+ f 1
P1,j+1

)

+ η̄1
(

f 2
P1,j

+ f 2
P1,j+1

))

∆t

2

(

f 2
P1+1,j + f 2

P1+1,j+1

)

...
∆t

2

(

η̃J−1

(

fJ−1
PJ−1,j

+ fJ−1
PJ−1,j+1

)

+ η̄J−1

(

fJ
PJ−1,j

+ fJ
PJ−1,j+1

))

∆t

2

(

fJ
PJ−1+1,j + fJ

PJ−1+1,j+1

)

...
∆t

2

(

fJ
PJ−1,j + fJ

PJ−1,j+1

)

























































.
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The above FDM scheme is second-order accurate in both space and time in the L∞-

norm and is unconditionally stable, [31].

Depending on the organ that is imaged the stratified specimen may have J = 3 layers,

[11], J = 4 layers, [1], or even J = 7 layers, [32], for the skin, thigh or eye, respectively.

In the next two subsections we investigate a triple- and a four-layer tissue.

3.1 Three-layered tissue

In this physical example, we consider a one-dimensional, three-layered (J = 3) human

skin tissue subjected to a short-time laser irradiation of the form, [11],

Ql
e(x, t) = µI0H(tp − t)e−µx, (x, t) ∈ [Ll−1, Ll] × (0, tf], l = 1, J, (39)

where µ is the extinction coefficient of the tissue [m−1], I0 denotes the intensity of the laser

[W/m2], tp represents the laser irradiation’s duration [s] and H(t) is the Heaviside step

function, and, for simplicity, the heat generation due to metabolism is neglected, i.e. Ql
m = 0

for l = 1, J. In computations, the Heaviside step function H(t) is approximated via the

hyperbolic tangent function as:

H(tp − t) ≈
1

2

[

1 + tanh

(

50 (tp − t)

tf

)]

, t ∈ (0, tf]. (40)

The thermo-physical properties of the tissue layers given in Table 1 are taken from Table

III of Autrique and Lormel [11]. The values of the other parameters are taken from the same

reference as: Cb = 3.9962 × 106 Joule/(m3 K), T0 = Ta = T∞ = 306 K, h = 10 W/(m2 K),

µ = 700 m−1, I0 = 130 × 103 W/m2, tp = 1 s and tf = 20 s. Further, we take the relaxation

time τ = 20 s, which is characteristic to biological bodies, [33, 34].

Table 1: Thermo-physical properties of a three-layered tissue, [11]. Note that 1 W = 1

Joule/s and L0 = 0.

Epidermis Dermis Hypodermis Unit

(L1 − L0) (L2 − L1) (L3 − L2)

Thickness 6×10−4 1.4×10−3 2×10−3 m

k 0.235 0.425 0.185 W/(m K)

Ct 3.96×106 3.65×106 2.80×106 Joule/(m3 K)

wb 0 9.6592×10−4 0 s−1

To validate the FDM described in Section 3, we solve the dimensionless model (11)-(14)

using various discretisations N = M l ∈ {20, 30, 40} for l = 1, 3 with J = 3 and the above

input, which, via (10) and (15), yields:

a11 = a31 = 1, a21 = 1.0212, a12 = 7.4179 × 10−2, a22 = 1.4555 × 10−1, a32 = 8.2589 × 10−2,

a13 = a33 = 0, a23 = 0.0212, a14 = 1.5019, a24 = 1.6295, a34 = 2.1242, a15 = 0.5529,

a25 = 2.2973, a6 = 5.875, θ∞ = 0,L0 = 0,L1 = 0.15,L2 = 0.5,L3 = 1,

F l ≈ 0.5 (1 + tanh(2.5 − 50t)) e−2.8x, (x, t) ∈ [Ll−1,Ll] × (0, 1], l = 1, 3.

(41)

Figure 2 shows the dimensionless temperature at the tissue surface x = L0 = 0 and at the

midpoint of the hypodermis layer. From this figure, it can be clearly seen that the numerical

9



solution is convergent as the mesh size is reduced. Although the external heating radiates

according to the short-time laser aggression (39), the negative non-dimensional temperature

in Figure 2 indicates, see (10) with T0 = T∞, that the actual dimensional temperatures

T1(0, t) and T3(0.003, t) are lower than the ambient temperature T∞ = 306 K. This is due to

the hyperbolic model of bio-heat transfer given by equation (1), in which the negativeness of

the time derivative ∂Ql
e

∂t
(x, t) makes the free term in equation (11) act as a sink rather than

a source if the relaxation time τl > 0 is taken into account. This type of anomaly in the

analysis of hyperbolic heat conduction was previously highlighted by [35].

In contrast, the external heating (42) that is considered in the next subsection acts like

a source making the dimensionless temperature in Figure 3 positive.

0 0.2 0.4 0.6 0.8 1
-0.8

-0.6

-0.4

-0.2

0

0 0.2 0.4 0.6 0.8 1
-0.25

-0.2

-0.15

-0.1

-0.05

0

Figure 2: Numerical dimensionless temperatures θ1(0, t) and θ3(0.75, t), for various N =

M l ∈ {20, 30, 40} for l = 1, 3, for the direct problem of the three-layered tissue.

3.2 Four-layered tissue

In this physical example, we consider a one-dimensional, four-layered (skin, fat, muscles

and bone) human thigh tissue subjected to an electromagnetic (EM) aggression of the form,

[1],

Ql
e(x, t) = ρltκΛ0e

g(x−0.01), (x, t) ∈ [Ll−1, Ll] × (0, tf], l = 1, J, (42)

where κ [kg−1] and g [m−1] are constants of microwave antenna and Λ0 is the EM aggression

power [W]. For simplicity, the heat generation due to metabolism, Ql
m for l = 1, 4, has been

neglected. The tissue’s properties given in Table 2 are taken from Tunç et al. [1]. The values

of the other parameters are taken from the same reference as: Cb = 3.822 × 106 Joule/(m3

°C), T0 = Ta = 37 °C, T∞ = 20 °C, h = 10 W/(m2
°C), κ = 12.5 kg−1, g = −127 m−1,

Λ0 = 20 W and tf = 300 s. Further, we take τ = 20 s as before in the previous example.

To confirm the convergence of the FDM described in Section 3, we solve the dimen-

sionless model (11)-(14) using various discretisations N = M l ∈ {5, 10, 20} for l = 1, 4 with

10



Table 2: Thermo-physical properties of a four-layered tissue, [1].

Skin Fat Muscle Bone Unit

(L1 − L0) (L2 − L1) (L3 − L2) (L4 − L3)

Thickness 2.5 × 10−3 10−2 2.75 × 10−2 10−2 m

k 0.376 0.450 0.642 0.116 W/(m °C)

ρt 1000 850 1050 1500 kg/m3

ct 3770 2300 3750 1590 Joule/(kg °C)

Ct 3.77 × 106 1.955 × 106 3.9375 × 106 2.385 × 106 Joule/(m3
°C)

wb 9.3333 × 10−3 6.0714 × 10−3 2.6190 × 10−3 0 s−1

J = 4 and the above input, which, via (10) and (15), yields:

a11 = 17.8386, a21 = 18.5609, a31 = 15.7627, a41 = 15, a12 = 0.1795, a22 = 0.4143,

a32 = 0.2935, a42 = 0.0875, a13 = 42.5793, a23 = 53.413, a33 = 11.44, a43 = 0, a14 = 28.7186,

a24 = 55.3806, a34 = 27.4969, a44 = 45.3959, a15 = 0.8356, a25 = 0.7009, a35 = 5.5345,

a6 = 0.752, θ∞ = −0.4595,L0 = 0,L1 = 0.05,L2 = 0.25,L3 = 0.8,L4 = 1,

F 1 = 0.2808e−6.35(x−0.2), F 2 = 0.2387e−6.35(x−0.2), F 3 = 0.2949e−6.35(x−0.2),

F 4 = 0.4212e−6.35(x−0.2).

(43)

Figure 3 depicts the dimensionless temperature at the tissue surface x = L0 = 0 and

at the midpoint of the muscle layer. From this figure, it can be clearly observed that the

numerical solution is convergent as the mesh size is reduced.
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Figure 3: Numerical dimensionless temperatures θ1(0, t) and θ3(0.525, t), for various N =

M l ∈ {5, 10, 20} for l = 1, 4, for the direct problem of the four-layered tissue.

The next section presents a numerical optimisation approach used for the inversion of

the thermo-physical parameters, after which two inverse problems, associated with the direct

problems of Section 3, are solved.

4. Numerical approach to solve the inverse problem

For notational convenience, in what follows, we denote the solution of the direct problem

(11)-(14) by θ(x, t), which is piecewisely equal to θl over the lth-layer for l = 1, J. The inverse

11



problem considered is that of reconstructing the physical parameters
(

kl, C
l
t, w

l
b

)

l=1,J
of the

dimensional model (5)-(9) from point-wise observations of the tissue temperature supplied

at the distinct internal points ξn for n = 1, I. These internal temperature measurements are

numerically simulated prior to inversion by solving the direct problem (11)-(14) using the

FDM solver described in Section 3 with N = M l = 640 for l = 1, J. Afterwards, the inverse

problem is solved with a coarser mesh of Ninv = M l
inv = 320 for l = 1, J, which is different

from the previous mesh in order to avoid committing an inverse crime. Furthermore, to

mimic practical measurements in which errors are inherently present, random noise is added

to the numerically simulated data as:

θǫ(ξn, tj) = θ(ξn, tj) + ǫnj , j = 1, Ninv, n = 1, I, (44)

where ǫnj are random variables generated from a Gaussian normal distribution with zero mean

and standard deviations σn given by:

σn = p× max
j=1,Ninv

|θ(ξn, tj)|, n = 1, I, (45)

where p denotes the percentage of noise. The MATLAB command normrnd(0, σn, Ninv) is

employed to produce the random variables
(

ǫnj
)

j=1,Ninv

for n = 1, I.

Therefore, in the inversion below, we attempt to recover the vector a:=
(

al1, a
l
2, a

l
4

)

l=1,J
of

the dimensionless model (11)-(14) by minimising the least-squares objective function defined

by:

G(a) =
I

∑

n=1

Ninv
∑

j=1

[

θ(ξn, tj) − θc(ξn, tj;a)
]2

, (46)

where θc(ξn, tj;a) for n = 1, I stand for the computed temperatures at each iteration of the

minimisation procedure. In the case of noisy measurements, θ(ξn, tj) for n = 1, I are replaced

by θǫ(ξn, tj) (defined in (44)) in (46).

To this end, we invoke the MATLAB lsqnonlin subroutine which attempts to find the

minimum of a sum of squares subject to simple physical constraints on the unknowns by

starting from an arbitrary initial guess, [36]. We prescribe the lower and upper bounds for
(

al1
)

l=1,J
to be tf/τ and 103, respectively, and for

(

al2
)

l=1,J
and

(

al4
)

l=1,J
to be 10−3 and

103, respectively. The initial guess for
(

al1
)

l=1,J
is taken to be 1.5tf/τ , and for

(

al2
)

l=1,J
and

(

al4
)

l=1,J
to be 0.5, which are reasonably far from their true values given in (41) or (43).

Other parameters associated with the built-in MATLAB lsqnonlin subroutine are specified

as follows:

• Algorithm is the Trust-Region-Reflective (TRR) minimisation, [37].

• Maximum number of iterations = 150.

• Maximum number of objective function evaluations = 103 × (number of variables).

• Termination tolerance on the function value = 10−20.

• Solution tolerance = 10−20.
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To examine the accuracy of the identified parameters, the relative error (RE%) is used,

as defined by:

RE(ζ) =
|ζnumerical − ζexact|

|ζexact|
× 100%, (47)

where ζnumerical stands for the numerical value obtained and ζexact denotes the exact value of

the parameter of interest, if available.

4.1 Three-layered tissue

In this first example, we solve the inverse problem of reconstructing the physical param-

eters
(

kl, C
l
t, w

l
b

)

l=1,3
of the dimensional model (5)-(9) for the three-layered tissue considered

in Section 3.1 from measurements of the tissue temperature at ξn for n = 1, I. For the

present inverse problem, we assume that the temperature measurements are taken at the

tissue surface x = L0 = 0 and at the midpoints of the epidermis, dermis and hypodermis

layers (the dimensionless positions of the measurements are 0, 0.075, 0.325 and 0.75, respec-

tively). Precisely, we investigate I = 1 (ξ1 = 0), I = 2 (ξ1 = 0 and ξ2 = 0.75), I = 3 (ξ1 = 0,

ξ2 = 0.325 and ξ3 = 0.75) and I = 4 (ξ1 = 0, ξ2 = 0.075, ξ3 = 0.325 and ξ4 = 0.75) point-wise

observations.

We first consider noiseless data, i.e. p = 0 in (45), and run the MATLAB built-in

lsqnonlin subroutine for I ∈ {1, 2, 3, 4} point-wise observations. Figure 4 depicts the conver-

gence of the objective function G defined in (46), as a function of the number of iterations,

for I ∈ {1, 2, 3, 4} point-wise observations. From this figure, it can be concluded that the

objective function G attains lower minimal values when considering I = 3 measurements

compared to the cases I ∈ {1, 2}. Moreover, the behaviour of the objective function G is

similar when I = 3 or I = 4. We thus choose the solution found for I = 3, as the desired

physical solution. We next consider p = 0.1% noise in (45) with I = 3 and employ the MAT-

LAB built-in lsqnonlin subroutine. Figure 4 shows the convergence of the objective function

G, as a function of the number of iterations, for this case of noisy data.
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Figure 4: The objective function G defined in (46), as a function of the number of iterations,

for I ∈ {1, 2, 4} and p = 0, and for I = 3 and p ∈ {0, 0.1%} noise, for the inverse problem of

the three-layered tissue.

Tables 3 and 4 show the reconstructed values of the dimensionless parameters
(

al1, a
l
2, a

l
4

)

l=1,3

for I ∈ {1, 2, 4} and p = 0, and for I = 3 and p ∈ {0, 0.1%} noise, respectively. Additional
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details regarding the minimisation of the objective function (46), such as its values at the

identified solutions, the number of iterations and the elapsed time are also included in Table

4. The values of the dimensional constant parameters
(

kl, C
l
t, w

l
b

)

l=1,3
of the thermal-wave

model given by equations (5)-(9) can be found from the formulae given by equation (16),

and they are presented in Table 5. Clearly, from Table 3 it can be seen that the numerically

retrieved values of the coefficients are far from their true values for I ∈ {1, 2}. This indicates

that not enough information has been supplied in order to retrieve uniquely the unknown

coefficients. Consequently, the number of measurements has been increased to I = 3 and 4

and accurate reconstructions for the unknowns can be observed from Tables 3-5 in case of er-

rorless measured temperature data with p = 0. Furthermore, reconstructions are also shown

to be stable when inverting data contaminated with p = 0.1% noise, as can be seen from

Tables 4 and 5. Note that since the blood perfusion rates wl
b for l = 1, 3 are O(10−4) small,

the use of the absolute error instead of the relative error might be more appropriate in order

to interpret and discuss the very good accuracy and stability in the numerical reconstructions

presented in Table 5.

Table 3: Identified values of
(

al1, a
l
2, a

l
4

)

l=1,3
when I ∈ {1, 2, 4} and p = 0, for the inverse

problem of the three-layered tissue.

I = 1 I = 2 I = 4

Exact Identified RE (%) Identified RE (%) Identified RE (%)

a11 1 1.0002 0.02 1.0000 5×10−5 1.0000 4×10−12

a21 1.0212 1.0003 2.04 1.1920 16.73 1.0212 9×10−4

a31 1 6.8242 582.4 1.0000 2×10−12 1.0000 4×10−12

a12 7.4179×10−2 10.725 14359 6.3706 8488 0.0742 0.01

a22 1.4555×10−1 0.7207 395.2 0.0667 54.15 0.1455 7×10−5

a32 8.2589×10−2 1.1544 1298 0.0823 0.34 0.0827 0.12

a14 1.5019 1.7051 13.52 1.7983 19.73 1.5020 5.8×10−3

a24 1.6295 2.4642 51.22 1.5429 5.31 1.6296 5.1×10−3

a34 2.1242 9.8169 362.2 2.1247 0.02 2.1243 6.3×10−3

G 6.48×10−4 9.43×10−4 2.82×10−7

4.2 Four-layered tissue

In this second example, we solve the inverse problem of identifying the physical parame-

ters
(

kl, C
l
t, w

l
b

)

l=1,4
of the dimensional model (5)-(9) for the four-layered tissue considered in

Section 3.2 from measurements of the tissue temperature at ξn for n = 1, I. For the current

inverse problem, we assume that the temperature measurements are supplied at the tissue

surface x = L0 = 0 and at the midpoints of the fat, muscle and bone layers (the dimen-

sionless positions of the measurements are 0, 0.15, 0.525 and 0.9, respectively). Precisely,

we investigate I = 1 (ξ1 = 0), I = 2 (ξ1 = 0 and ξ2 = 0.9), I = 3 (ξ1 = 0, ξ2 = 0.525 and

ξ3 = 0.9) and I = 4 (ξ1 = 0, ξ2 = 0.15, ξ3 = 0.525 and ξ4 = 0.9) point-wise observations.

We first consider noiseless data, i.e. p = 0 in (45), and invoke the MATLAB built-in

lsqnonlin subroutine for I ∈ {1, 2, 3, 4} point-wise observations. Figure 5 displays the conver-

gence of the objective function G, as a function of the number of iterations, for I ∈ {1, 2, 3, 4}

point-wise observations. From this figure, it can be seen that the objective function (46)

attains lower minimal values when considering I = 4 measurements compared to the other
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Table 4: Identified values of
(

al1, a
l
2, a

l
4

)

l=1,3
and the relative errors (RE%), when I = 3 and

p ∈ {0, 0.1%} noise, for the inverse problem of the three-layered tissue.

p = 0 p = 0.1%

Exact Identified RE (%) Identified RE (%)

a11 1 1.0000 4×10−12 1.0007 6.7 × 10−2

a21 1.0212 1.0212 2.6×10−3 1.0199 1.2 × 10−1

a31 1 1.0000 4×10−10 1.0000 9.4×10−4

a12 7.4179×10−2 7.4204×10−2 3.3 × 10−2 7.3761×10−2 5.6 × 10−1

a22 1.4555×10−1 1.4550×10−1 3.6 × 10−2 1.4599×10−1 3.0 × 10−1

a32 8.2589×10−2 8.2692×10−2 1.2 × 10−1 8.2729×10−2 1.7 × 10−1

a14 1.5019 1.5021 7.5×10−3 1.5015 2.9 × 10−2

a24 1.6295 1.6296 6.8×10−3 1.6289 3.9 × 10−2

a34 2.1242 2.1243 6.2×10−3 2.1245 1.3 × 10−2

G 2.67×10−7 1.99×10−4

Number of iterations 52 57

Elapsed time 16 s 18 s

Reason of halting

iteration
Norm of current step is less than step tolerance, 10−20

Table 5: Identified values of
(

kl, C
l
t, w

l
b

)

l=1,3
and the relative errors (RE%), when I = 3 and

p ∈ {0, 0.1%} noise, for the inverse problem of the three-layered tissue.

p = 0 p = 0.1%

Exact Identified RE (%) Identified RE (%)

k1 0.235 0.2351 2.5 × 10−2 0.2337 5.3 × 10−1

k2 0.425 0.4248 4.3 × 10−2 0.4265 3.4 × 10−1

k3 0.185 0.1852 1.2 × 10−1 0.1853 1.6 × 10−1

C1
t 3.96×106 3.9597×106 7.5×10−3 3.9611×106 2.9 × 10−2

C2
t 3.65×106 3.6498×106 6.8×10−3 3.6514×106 3.9 × 10−2

C3
t 2.80×106 2.7998×106 6.2×10−3 2.7996×106 1.3 × 10−2

w1
b 0 2.1782×10−15 — 3.3393×10−5 —

w2
b 9.6592×10−4 9.6707×10−4 1.2 × 10−1 9.0981×10−4 5.81

w3
b 0 1.4708×10−13 — 3.2906×10−7 —

three cases. We therefore choose the solution found for I = 4, as the desired physical solution.

We next consider p = 0.1% noise in (45) with I = 4 and run the MATLAB built-in lsqnonlin

subroutine. Figure 5 presents the convergence of the objective function G, as a function of

the number of iterations, for this case of noisy data.

Tables 6 and 7 show the identified values of the dimensionless parameters
(

al1, a
l
2, a

l
4

)

l=1,4

for I ∈ {1, 2, 3} and p = 0, and for I = 4 and p ∈ {0, 0.1%} noise, respectively. Additional

details regarding the minimisation of the objective function (46), such as its values at the

reconstructed solutions, the number of iterations and the elapsed time are also included in

Table 7. The values of the dimensional constant parameters
(

kl, C
l
t, w

l
b

)

l=1,4
of the thermal-

wave model given by equations (5)-(9) can be found from the formulae given by equation (16),
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Figure 5: The objective function G defined in (46), as a function of the number of iterations,

for I ∈ {1, 2, 3} and p = 0, and for I = 4 and p ∈ {0, 0.1%} noise, for the inverse problem of

the four-layered tissue.

and they are presented in Table 8. Clearly, from the rather poor numerical reconstructions

presented in Table 6 it can be seen that I = 1, 2 or 3 internal temperature measurements are

not sufficient to retrieve all the 12 unknowns of the four-layered tissue. On the other hand, the

numerical reconstructions obtained with I = 4 internal temperature measurements presented

in Tables 7 and 8 illustrate an accurate and stable retrieval of the unknown parameters. Note

that since the blood perfusion rates wl
b for l = 1, 4 are O(10−3) small, the use of the absolute

error instead of the relative error might be more appropriate in order to interpret and discuss

the very good accuracy and stability in the numerical reconstructions presented in Table 8.

Table 6: Identified values of
(

al1, a
l
2, a

l
4

)

l=1,4
when I ∈ {1, 2, 3} and p = 0, for the inverse

problem of the four-layered tissue.

I = 1 I = 2 I = 3

Exact Identified RE (%) Identified RE (%) Identified RE (%)

a11 17.8386 17.8945 0.31 18.5914 4.22 20.0789 12.5

a21 18.5609 18.8974 1.81 17.1831 7.42 16.5779 10.7

a31 15.7627 20.5417 30.3 20.0015 26.9 16.6426 5.58

a41 15.0000 22.5000 50.0 15.3986 2.66 15.4054 2.70

a12 0.1795 0.1786 0.53 0.1574 12.3 266.275 105

a22 0.4143 0.3360 18.9 38.0517 104 0.2191 47.1

a32 0.2935 0.0010 99.6 0.5208 77.5 0.5799 97.6

a42 0.0875 0.5000 471.1 0.0429 50.9 0.0360 58.9

a14 28.7186 28.8213 0.36 30.0590 4.67 24.3111 15.3

a24 55.3806 56.9625 2.86 88.5900 59.9 372.949 573.4

a34 27.4969 58.3760 112.3 71.0670 158.4 29.3131 6.60

a44 45.3959 0.5000 98.9 48.3672 6.54 48.7687 7.43

G 1.27×10−6 1.49×10−5 9.93×10−4
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Table 7: Identified values of
(

al1, a
l
2, a

l
4

)

l=1,4
and the relative errors (RE%), when I = 4 and

p ∈ {0, 0.1%} noise, for the inverse problem of the four-layered tissue.

p = 0 p = 0.1%

Exact Identified RE (%) Identified RE (%)

a11 17.8386 17.8383 1.8 × 10−3 17.8266 6.7 × 10−2

a21 18.5609 18.5608 5.7 × 10−4 18.5639 1.6 × 10−2

a31 15.7627 15.7630 2.3 × 10−3 15.7708 5.2 × 10−2

a41 15.0000 15.0000 5 × 10−10 15.0041 2.8 × 10−2

a12 0.1795 0.1798 1.7 × 10−1 0.1813 9.9 × 10−1

a22 0.4143 0.4145 3.3 × 10−2 0.4213 1.69

a32 0.2935 0.2936 5.1 × 10−2 0.2969 1.16

a42 0.0875 0.0876 4.9 × 10−3 0.0866 1.11

a14 28.7186 28.7139 1.6 × 10−2 28.6558 2.2 × 10−1

a24 55.3806 55.3821 2.6 × 10−3 55.4605 1.4 × 10−1

a34 27.4969 27.4972 9.2 × 10−4 27.4994 9.0 × 10−3

a44 45.3959 45.3963 9.4 × 10−4 45.4006 1.0 × 10−2

G 3.22 × 10−8 9.88 × 10−5

Number of iterations 71 73

Elapsed time 69 s 71 s

Reason of halting

iteration
Norm of current step is less than step tolerance, 10−20

Table 8: Identified values of
(

kl, C
l
t, w

l
b

)

l=1,4
and the relative errors (RE%), when I = 4 and

p ∈ {0, 0.1%} noise, for the inverse problem of the four-layered tissue.

p = 0 p = 0.1%

Exact Identified RE (%) Identified RE (%)

k1 0.376 0.3767 1.8 × 10−1 0.3806 1.21

k2 0.450 0.4501 3.0 × 10−2 0.4570 1.55

k3 0.642 0.6423 4.9 × 10−2 0.6494 1.15

k4 0.116 0.1160 3.9 × 10−3 0.1147 1.12

C1
t 3.77×106 3.7706 × 106 1.6 × 10−2 3.7783 × 106 2.2 × 10−1

C2
t 1.955×106 1.9549 × 106 2.6 × 10−3 1.9522 × 106 1.4 × 10−1

C3
t 3.9375×106 3.9375 × 106 9.2 × 10−4 3.9371 × 106 9.0 × 10−3

C4
t 2.385×106 2.3850 × 106 9.4 × 10−4 2.3847 × 106 1.0 × 10−2

w1
b 9.3333 × 10−3 9.3338 × 10−3 4.9 × 10−3 9.3143 × 10−3 2.0 × 10−1

w2
b 6.0714 × 10−3 6.0711 × 10−3 5.6 × 10−3 6.0679 × 10−3 5.9 × 10−2

w3
b 2.6190 × 10−3 2.6203 × 10−3 4.7 × 10−2 2.6468 × 10−3 1.06

w4
b 0 1.6823 × 10−13 — 8.6130 × 10−6 —

5. Conclusions

The thermal-wave model of bioheat transfer in multi-layered biological tissues has been

considered. An iterative numerical procedure based on the MATLAB built-in lsqnonlin sub-

routine has been proposed and successfully applied for the simultaneous reconstruction of the
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thermo-physical properties of multi-layered biological tissues. Numerical results associated

with two physical examples concerning one-dimensional, three- and four-layered tissues have

been presented and thoroughly discussed. It has been found, as shown in Tables 5 and 8, that

the accuracy and stability of the numerical results for the simultaneous reconstructions of

the thermo-physical properties
(

kl, C
l
t, w

l
b

)

l=1,J
of the thermal-wave model given by equations

(5)-(9) are possible if sufficient internal temperature data is measured.

Future work will consist in the determination of the thermo-physical properties of multi-

layered biological tissues in the more general third-order dual-phase-lag model of bio-heat

transfer, [8].
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its applications in hyperthermia treatments, Eng. Comput. 23 (4) (2006) 451–463.

[2] M. Baghban, M.B. Ayani, Source term prediction in a multilayer tissue during hyperther-

mia, J. Therm. Biol. 52 (2015) 187–191.

[3] H.H. Pennes, Analysis of tissue and arterial blood temperatures in the resting human

forearm, J. Appl. Physiol. 1 (2) (1948) 93–122.

[4] V.P. Peshkov, Second sound in helium II, Sov. Phys. JETP 11 (3) (1960) 580–584.

[5] B. Bertman, D.J. Sandiford, Second sound in solid helium, Sci. Am. 222 (5) (1970) 92–101.

[6] K. Mitra, S. Kumar, A. Vedavarz, M.K. Moallemi, Experimental evidence of hyperbolic

heat conduction in processed meat, J. Heat Transf.-Trans. ASME 117 (3) (1995) 568–573.

[7] J. Liu, Z. Ren, C. Wang, Interpretation of living tissue’s temperature oscillations by

thermal wave theory, Chin. Sci. Bull. 40 (17) (1995) 1493–1495.

[8] J.-R. Ho, Ch.-P. Kuo, W.-S. Jiaung, Study of heat transfer in multilayered structure

within the framework of dual-phase-lag heat conduction model using lattice Boltzmann

method, Int. J. Heat Mass Transf. 46 (1) (2003) 55–69.

[9] E. Majchrzak, G. Ka luża, Analysis of thermal processes occurring in heated multilayered

metal films using the dual-phase lag model, Arch. Mech. 69 (4-5) (2017) 275–287.

[10] E. Majchrzak, B. Mochnacki, Dual-phase lag model of thermal processes in a multi-

layered microdomain subjected to a strong laser pulse using the implicit scheme of FDM,

Int. J. Therm. Sci. 133 (2018) 240–251.

18



[11] L. Autrique, C. Lormel, Numerical design of experiment for sensitivity analysis–

application to skin burn injury prediction, IEEE Trans. Biomed. Eng. 55 (4) (2008) 1279–

1290.

[12] K. Yue, X. Zhang, Y.Y. Zuo, Noninvasive method for simultaneously measuring the

thermophysical properties and blood perfusion in cylindrically shaped living tissues, Cell

Biochem. Biophys. 50 (2008) 41–51.

[13] S. Panda, R. Das, A golden section search method for the identification of skin subsurface

abnormalities, Inverse Probl. Sci. Eng. 26 (2) (2018) 183–202.

[14] K. Das, S.C. Mishra, Estimation of tumor characteristics in a breast tissue with known

skin surface temperature, J. Therm. Biol. 38 (6) (2013) 311–317.

[15] H.-L. Lee, T.-H. Lai, W.-L. Chen, Y.-C. Yang, An inverse hyperbolic heat conduction

problem in estimating surface heat flux of a living skin tissue, Appl. Math. Model. 37 (5)

(2013) 2630–2643.

[16] M. Rojczyk, H.R.B. Orlande, M.J. Colaço, I. Szczygie l, A.J. Nowak, R.A. Bia lecki, Z.

Ostrowski, Inverse heat transfer problems: an application to bioheat transfer, Comput.

Assist. Meth. Eng. Sci. 22 (4) (2015) 365–383.

[17] P.W. Partridge, L.C. Wrobel, An inverse geometry problem for the localisation of skin

tumours by thermal analysis, Eng. Anal. Bound. Elem. 31 (10) (2007) 803–811.
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