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SYMMETRIC SHIFT-INVARIANT SUBSPACES AND

HARMONIC MAPS

ALEXANDRU ALEMAN, RUI PACHECO, AND JOHN C. WOOD

Abstract. The Grassmannian model represents harmonic maps from
Riemann surfaces by families of shift-invariant subspaces of a Hilbert
space. We impose a natural symmetry condition on the shift-invariant
subspaces that corresponds to considering an important class of har-
monic maps into symmetric and k-symmetric spaces. Using an appro-
priate description of such symmetric shift-invariant subspaces we obtain
new results for the corresponding extended solutions, including how to
obtain primitive harmonic maps from certain harmonic maps into the
unitary group.

1. Summary of results

We characterize shift-invariant subspaces which are k-symmetric in terms
of certain filtrations (Proposition 3.1 and Proposition 3.2). In Theorem 4.2,
we give a general form for the corresponding extended solutions. In Theo-
rem 5.1 we see how k-symmetric extended solutions correspond to primitive
harmonic maps into a k-symmetric space. The combination of these results
shows how to obtain primitive harmonic maps from certain harmonic maps
into the unitary group, thus reversing a well-known [10, Ch. 21, Sec. IV]
construction (see Remark 6.3). Finally, in Theorem 7.1, we see how our
correspondences are given in terms of holomorphic potentials.

2. Introduction and Preliminaries

Recall that a smooth map ϕ between two Riemannian manifolds (M, g)
and (N, h) is said to be harmonic if it is a critical point of the energy
functional

E(ϕ,D) =
1

2

∫

D
|dϕ|2ωg

for any relatively compact D in M , where ωg is the volume measure, and
|dϕ|2 is the Hilbert–Schmidt norm of the differential of ϕ; this functional
being the natural generalization of the classical Dirichlet integral.

2010 Mathematics Subject Classification. Primary 58E20; Secondary 47B32, 30H15,
53C43.

Key words and phrases. harmonic maps, primitive maps, flag manifolds, Riemann sur-
faces, shift-invariant subspaces.

The second author was partially supported by Fundação para a Ciência e Tecnologia
through the project UID/MAT/00212/2019.

1



2 A. ALEMAN, R. PACHECO, AND J.C. WOOD

In this paper we continue our study [1] of harmonic maps from a Riemann
surface M into the group U(n) of unitary matrices of order n and their
relation with shift-invariant subspaces of Hilbert space. For background,
largely aimed at the functional analysis community, see [1]; see also [9, 20]
for the general theory and [18, 21] for some background relevant to this
paper.

Recall that K. Uhlenbeck introduced [19] the notion of an extended solu-
tion, which is a smooth map Φ : S1 ×M → U(n) satisfying Φ(1, ·) = I and
such that, for every local (complex) coordinate z on M , there are gl(n,C)-
valued maps Az and Az̄ for which

(2.1) Φ(λ, ·)−1dΦ(λ, ·) = (1− λ−1)Azdz + (1− λ)Az̄dz̄.

We can consider Φ as a map from M into the loop group of U(n) defined
by ΩU(n) = {γ : S1 → U(n) smooth : γ(1) = I}. If Φ is an extended
solution, then ϕ = Φ(−1, ·) is a harmonic map with the matrix-valued 1-
form 1

2ϕ
−1dϕ := Aϕz dz+A

ϕ
z̄ dz̄ given by Aϕz = Az and A

ϕ
z̄ = Az̄. Conversely,

for a given harmonic map ϕ : M → U(n), an extended solution with the
property that

Φ−1(λ, ·)dΦ(λ, ·) = (1− λ−1)Aϕz dz + (1− λ)Aϕz̄ dz̄

is said to be associated to ϕ, and we have

Φ(−1, ·) = uϕ

for some constant u ∈ U(n). If M is simply connected, the existence of
extended solutions is equivalent to harmonicity, see [19]; the solution is
unique up to multiplication from the left by a constant loop, i.e., a U(n)-
valued function on S1, independent of z ∈M . Moreover (see [19, Thm 2.2]
and [1, §3.1]) the extended solution can be chosen to be a smooth map, or
even holomorphic in λ ∈ C \ {0} and real analytic in M .

We again use the Grassmannian model [17], which associates to an ex-
tended solution Φ the family of closed subspacesW (z), z ∈M, of the Hilbert
space L2(S1,Cn), defined by

(2.2) W (z) = Φ(·, z)H+,

where H+ is the usual Hardy space of Cn-valued functions, i.e., the closed
subspace of L2(S1,Cn) consisting of Fourier series whose negative coefficients
vanish. Note that the subspaces W (z) form the fibres of a smooth bundle
W over the Riemann surface (which is, in fact, a subbundle of the trivial
bundle H :=M × L2(S1,Cn) see, for example, [1, §3.1]).

We denote by S the forward shift on L2(S1,Cn):

(Sf)(λ) = λf(λ), λ ∈ S1,

and by ∂z and ∂z̄ differentiation with respect to z and z̄ respectively, where z
is a local coordinate onM ; note that all equations below will be independent
of the choice of local coordinate. If f : S1 ×M → C

n is differentiable in the
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second variable and satisfies f(·, z) ∈ W (z), z ∈ M , it follows from (2.1)
that

(2.3) S∂zf(·, z) ∈W (z), ∂z̄f(·, z) ∈W (z),

i.e., in terms of differentiable sections we have

(2.4) S∂zW (z) ⊆W (z), ∂z̄W (z) ⊆W (z),

which we shall often abbreviate to S∂zW ⊆W and ∂z̄W ⊆W ; in fact, these
equations are equivalent to (2.1) see [17, 10].

The Iwasawa decomposition of loop groups [16, Theorem (8.1.1)] implies
that W (z) = Φ(·, z)H+, with Φ : S1 ×M → U(n) smooth; given such a Φ,
(2.3) implies that ΦΦ−1(1, ·) is an extended solution.

We continue to explore the connection between harmonic maps which
possess extended solutions, and the associated infinite-dimensional family
(i.e., bundle) W =W (z) of shift-invariant subspaces (2.2). By extension we
shall call the family W (z) an extended solution as well.

In our previous paper [1] we studied a new criterion for finiteness of the
uniton number; in the present paper we turn our attention to symmetry.
Specifically, we impose the following symmetry condition on W :

(2.5) if f ∈W then fω ∈W , where we set fω(λ) = f(ωλ) for λ ∈ S1;

here ω = ωk is the primitive kth root of unity for some k ∈ {2, 3, . . .}. A
shift-invariant subspace W is said to be k-symmetric if it satisfies condition
(2.5) for ω = ωk; W is said to be S1-invariant if it satisfies (2.5) for any
ω ∈ S1.

The k-symmetric extended solutions correspond to an important class of
harmonic maps into symmetric spaces and a generalization of those, the
primitive harmonic maps into k-symmetric spaces [4, 10]. In §3, we estab-
lish a one-to-one correspondence between k-symmetric shift-invariant sub-
spaces and filtrations V0 ⊆ V1 ⊆ . . . ⊆ Vk−1 of shift-invariant subspaces
satisfying SVk−1 ⊆ V0. Moreover, we prove (see Proposition 4) that this
correspondence induces a one-to-one correspondence between k-symmetric
extended solutions W and λ-cyclic superhorizontal sequences of length k,
that is, sequences V0 ⊆ V1 ⊆ . . . ⊆ Vk−1 of extended solutions satisfying the
superhorizontality condition

(2.6) ∂zVj ⊆ Vj+1 for j = 0, . . . , k − 2,

and the further condition S∂zVk−1 ⊆ V0. This leads to Theorem 4.2, where
we give a new general form for k-symmetric extended solutions. Theorem 4.2
also explains (see Remark 6.3) under what conditions a well-known method
[10, Ch. 21, Sec. IV] of obtaining harmonic maps into U(n) from primi-
tive harmonic maps can be reversed in order to obtain primitive harmonic
maps from certain harmonic maps into U(n). Finally, in §7 we describe this
construction in terms of holomorphic potentials (Theorem 7.1), and some
examples are given.
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3. k-symmetric shift-invariant subspaces

In this section, we describe all k-symmetric shift-invariant subspaces which
are relevant for this work, for any k ∈ {2, 3, . . .}. The description will follow
from the general form for shift-invariant subspaces [11] and some algebraic
manipulations.

As before, H+ stands for the usual Hardy space of Cn-valued functions,
and S for the shift. As we did before, we sometimes write, by abuse of
notation, λf instead of Sf, f ∈ L2(S1,Cn). Recall from §2 that a k-
symmetric shift-invariant subspace W is one which is invariant with respect
to the unitary map ω̂ : L2(S1,Cn) → L2(S1,Cn), induced by the primitive
kth root of unity ω, and defined by ω̂(f)(λ) = fω(λ) = f(ωλ). The following
result gives the spectral theorem for the restriction ω̂|W .

Proposition 3.1. Let W be a k-symmetric shift-invariant subspace.

(i) For 0 ≤ j ≤ k − 1, the subspace

Wj = {f ∈W : fω = ωjf} = {g ∈W : g(λ) =
k−1
∑

l=0

ω−ljf(ωlλ), f ∈W}

is closed and

(3.7) W =
k−1
⊕

j=0

Wj .

(ii) For 0 ≤ j ≤ k − 1, there exist closed shift-invariant subspaces Vj of
L2(S1,Cn) such that SVk−1 ⊆ V0 ⊆ V1 ⊆ · · · ⊆ Vk−1, and

(3.8) Wj = Sj{g ∈W : g(λ) = f(λk), f ∈ Vj}.
(iii) If W = ΦH+ with Φ measurable and U(n)-valued a.e. on S1, then

Vk−1 = ΨH+ with Ψ measurable and U(n)-valued a.e. on S1. More-
over, there exist subspaces α0 ⊆ α1 ⊆ · · · ⊆ αk−2 ⊆ C

n with orthog-
onal projections παj , 0 ≤ j ≤ k − 2, such that

Vj = Ψ(παj + λπ⊥αj )H+ = Ψ(αj + λH+),

and

W = Ψ(λk, ·)(α0 + λα1 + · · ·λk−2αk−2 + λk−1H+).

Proof. Part (i) is straightforward, as well as the representation of Wj in
(ii). The rest of (ii) follows directly from the shift-invariance of W . To see
(iii), note that the representation Vk−1 = ΨH+, with Ψ unitary-valued a.e.,
follows (see [11, Lecture VI]), once we show that Vk−1 is not invariant for
the inverse of the shift and

(3.9)
∨

n≥0

S−nVk−1 = L2(S1,Cn).

If Vk−1 is invariant for the inverse of the shift, then SVk−1 = Vk−1; hence
by (ii), Vk−1 = V0 = Vj , 0 < j < k− 1, and thus Wj = SjW0, and we arrive
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easily at the contradiction S−1W ⊆W . Moreover, if (3.9) fails, there exists
a g ∈ L2(S1,Cn) \ {0} with inner product

〈h(λ), g(λ)〉 = 0,

a.e., for all h ∈ Vk−1. This leads to

〈f(λ), g(λk)〉 = 0,

a.e., for all f ∈W and contradicts the hypothesis W = ΦH+. Thus Vk−1 =
ΨH+ with Ψ U(n)-valued a.e., and from the inclusions λVk−1 ⊆ Vj ⊆ Vk−1

we obtain that Ψ−1Vj consists of functions whose first Fourier coefficient
lies in a given subspace αj of Cn. These subspaces αj are nested since the
subspaces Vj are. Then

Ψ−1Vj = αj + λH+,

and the remaining assertions follow. �

Proposition 3.2. With the notations of Proposition 3.1, the correspondence
between k-symmetric shift-invariant subspaces W and filtrations V0 ⊆ V1 ⊆
· · · ⊆ Vk−1 satisfying SVk−1 ⊆ V0 is one-to-one.

Proof. If W and W ′ are two k-symmetric shift-invariant subspaces with the
same filtration V0 ⊆ V1 ⊆ · · · ⊆ Vk−1, then by (3.7) and (3.8), we must have
W =W ′.

Conversely, if V0 ⊆ V1 ⊆ · · · ⊆ Vk−1 is a filtration satisfying SVk−1 ⊆ V0,
consider the subspace W defined by (3.7) and (3.8). Clearly, W is shift-
invariant and k-symmetric. Moreover, the eigenspace decomposition of W
induces the given filtration. �

As pointed out in [1, §3.1], the unitary-valued function Ψ in Proposition
3.1 is unique up to multiplication from the right by a constant unitary matrix
(see [13]), which affects the subspaces αj as well. However, if W = ΦH+,
there is a natural choice of Ψ which relates it to the function Φ, as follows.

Proposition 3.3. Let W be a k-symmetric shift-invariant subspace such
that W = ΦH+ with Φ measurable and U(n)-valued a.e. on S1. Then there
exists a constant ϕk ∈ U(n) with ϕkk = I such that

(3.10) Φ(ωλ) = Φ(λ)ϕk.

If βj = ker(ϕk − ωjI), and πj denotes the orthogonal projection from C
n

onto βj, then

(3.11) Φk(λ) = Φ(λ)
k−1
∑

j=0

πjλ
−j

is a function of λk and Proposition 3.1(iii) holds with Ψ(λ) = Φk(λ
1/k) and

(3.12) αj =

j
⊕

l=0

βl.
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In particular, if W = Φ(·, z)H+, where Φ : S1 × M → U(n) is smooth,
k-symmetric and has Φ(1, ·) = I, then Ψ is a smooth map on S1 ×M with
Ψ(1, ·) = I, and αj , 0 ≤ j < k − 1, are smooth subbundles of the trivial
bundle C

n :=M × C
n on M .

Proof. The equality (3.10), with ϕk constant, follows as above from [13] and
Φ(λ)H+ = Φ(ωλ)H+. A repeated application of it gives ϕkk = I. Since

ϕkπj = ωjπj , Φk defined by (3.11) is clearly a function of λk.
From the identity (3.10) it follows that the subspaces Wj , 0 ≤ j ≤ k− 1,

introduced in Proposition 3.1(i) can be written as

Wj = {f ∈W : fω = ωjf} = Φ{g ∈ H+ : ϕkgω = ωjg}.
A function g ∈ H+ with Fourier coefficients gm, m ≥ 0, satisfies ϕkgω = ωjg
if and only if, for m = sk + l, 0 ≤ l ≤ k − 1, we have

ϕkgm = ωj−lgm,

or equivalently, gm ∈ βj−l when j ≥ l and gm ∈ βk+j−l when l > j. For
m = sk + l, 0 ≤ l ≤ k − 1, set

hs =
k−1
∑

l=0

gks+l

and note that, since the βl are pairwise orthogonal, we have

g(λ) =





∑

l≤j

πj−lλ
l +

∑

l>j

πk+j−lλ
l





∑

s≥0

hsλ
ks.

The argument is clearly reversible and we obtain

{

g ∈ H+ : ϕkgω = ωjg
}

=





∑

l≤j

πj−lλ
l +

∑

l>j

πk+j−lλ
l





{

h(λk) : h ∈ H+

}

.

Consequently,

Wj = λjΦ





∑

l≤j

πj−lλ
l−j +

∑

l>j

πk+j−lλ
l−j





{

h(λk) : h ∈ H+

}

.

In particular,
Wk−1 = λk−1Φk{h(λk) : h ∈ H+}.

Set Ψ(λ) = Φk(λ
1/k). Using again the pairwise orthogonality of the βl, 0 ≤

l ≤ k − 1, we see that Φk(λ
1/k) is U(n)-valued a.e. and

Ψ(λk)−1Φ





∑

l≤j

πj−lλ
l−j +

∑

l>j

πk+j−lλ
l−j



 =
∑

l≤j

πj−l +
∑

l>j

πk+j−lλ
k.

On the other hand, in view of Proposition 3.1, we have

λ−jΨ(λk)−1Wj = αj + λkH+,
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and equation (3.12) follows.
Finally, if Φ is smooth on S1 ×M then ϕk is smooth on M , hence each

πj , 0 ≤ j ≤ k − 1, is smooth on M since it is a polynomial in ϕk:

k−1
∏

i=0
i 6=j

(ϕk − ωiI) =

k−1
∏

i=0
i 6=j

(ωj − ωi)πj .

The result follows. �

4. k-symmetric extended solutions

We assume throughout that

W = ΦH+,

with Φ : S1 ×M → U(n) smooth and Φ(1, ·) = I. As we said before, Φ can
be considered as a map from M into the loop group ΩU(n).

We are interested in the case whenW is an extended solution correspond-
ing to a harmonic map defined on a Riemann surface M . We use the same
notations as in Proposition 3.1.

Proposition 4.1. Let W be k-symmetric. The following are equivalent:

(i) W is an extended solution;
(ii) V0 ⊆ V1 ⊆ . . . ⊆ Vk−1 is a λ-cyclic superhorizontal sequence, that is,

Vj , 0 ≤ j ≤ k−1, are extended solutions, ∂zVj ⊆ Vj+1, 0 ≤ j < k−1,
and λ∂zVk−1 ⊆ V0.

Proof. W is an extended solution if and only if each Wj , 0 ≤ j ≤ k − 1,
satisfies ∂z̄Wj ⊆ W , λ∂zWj ⊆ W . But by the definition of Wj this is
equivalent to ∂z̄Wj ⊆Wj , λ∂zWj ⊆Wj+1 if 0 ≤ j < k − 1, and λ∂zWk−1 ⊆
W0. Clearly, this is equivalent to (ii). �

An immediate consequence is that the function Ψ defined in Proposition
3.3 must be an extended solution if Φ is. Moreover, the general form of an
extended solution Φ with the property that Φ(ωλ, z) = Φ(λ, z)ϕk(z) (that
is, W = ΦH+ is k-symmetric) is

(4.13) Φ(λ, z) = Ψ(λk, z)

k−1
∑

j=0

πjλ
j ,

where πj is the orthogonal projection onto the subbundle βj , defined point-
wise as in Proposition 3.3, and

k−1
∑

j=0

πjλ
jH+ = α0 + λα1 + . . .+ λk−2αk−2 + λk−1H+

is S1-invariant (see §2), but not necessarily an extended solution. In fact, we
can characterize this situation in terms of the function Ψ and the subbundles
αj , as follows; see, for example, [1, §4.3] for more information on the operator

Dψ
z̄ .
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Theorem 4.2. Let Ψ : S1 × M → U(n) be an extended solution (with
Ψ(1, ·) = I), let ψ = Ψ(−1, ·), and

Aψz =
1

2
ψ−1∂zψ.

If α0 ⊆ . . . ⊆ αk−2 are smooth subbundles of the trivial bundle Cn =M×C
n,

then

(4.14) W = Ψ(λk, ·)(α0 + λα1 + . . .+ λk−2αk−2 + λk−1H+)

is an extended solution if and only if the following conditions hold:

(i) for 0 ≤ j < k − 2 we have ∂zαj ⊆ αj+1;

(ii) αk−2 ⊆ kerAψz and ImAψz ⊆ α0;

(iii) for 0 ≤ j ≤ k − 2, αj is closed under Dψ
z̄ := ∂z̄ +Aψz̄ .

Proof. Note that Vj = Ψ(αj +λH+), 0 ≤ j ≤ k− 2, and Vk−1 = ΨH+. The

condition ImAψz ⊆ α0 is equivalent to λ∂zVk−1 ⊆ V0 and, if it holds, then

∂zVj ⊆ Vj+1, 0 ≤ j ≤ k−2, become equivalent to αj ⊆ kerAψz , ∂zαj ⊆ αj+1.
Finally, condition (iii) is equivalent to ∂z̄Vj ⊆ Vj , 0 ≤ j ≤ k − 2. Indeed, a
direct calculation shows that, for 0 ≤ j ≤ k − 2, we have ∂z̄Vj ⊆ Vj if and

only if, for every section s in αj , we have ∂z̄s+Aψz̄ s ∈ αj . �

Remark 4.3. (a) By taking the adjoints, we see that the condition (iii)
in Theorem 4.2 is equivalent to the following: for 0 ≤ j ≤ k − 2, we have

Aψz = ∂zπαj on α
⊥
j . If k = 2, condition (i) is empty.

(b) In Theorem 4.2, if Ψ = I, then conditions (i)—(iii) are equivalent to
(αi) is a sequence of holomorphic subbundles which satisfies the superhor-
izontality condition (2.6). In that case, the extended solution W = ΦH+

given by (4.14) is S1-invariant.

(c) The harmonic map ϕ = Φ(−1, ·) is given by ϕ = ϕ
k/2
k if k is even (if k is

odd this is more complicated), where ϕk = Φ(ω, ·) =
∑k−1

j=0 πjω
j , as defined

pointwise in Proposition 3.3. In §5 we shall see that ϕk corresponds to a
primitive harmonic map into a certain flag manifold and that ϕ corresponds
to a harmonic map into a certain complex Grassmannian. In Theorem 5.1,

we shall consider the more general case ϕ
k/s
k , with s a divisor of k.

(d) Condition (ii) in Theorem 4.2 implies that

(4.15) (Aψz )
2 = 0;

thus its trace also vanishes, which is easily seen to be the condition for
(weak) conformality (cf. [21]) of ψ.

(e) Conditions (ii) and (iii) imply that each αj is a basic and antibasic

uniton with respect to ψ, i.e., αj ⊆ kerAψz and ImAψz ⊆ αj (cf. [18, Example
3.2]).

(f) The extended solutionW = ΦH+ given by (4.14) is always k-symmetric.
If k > 2 and Ψ, αj are as above, we can easily construct l-symmetric ex-
tended solutions for 2 ≤ l < k. We simply choose 0 ≤ j0 < j1 < . . . < jl−2 ≤
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k − 2 and set

(4.16) W = Ψ(λl, ·)(αj0 + λαj1 + . . .+ λl−2αjl−2
+ λl−1H+).

In Remark 5.2(b) we shall discuss the corresponding primitive harmonic
maps.

If ψ satisfies (4.15), we shall say that ψ is 2-nilconformal. A slightly dif-
ferent notion of ‘nilorder’ is given by F.E. Burstall [3] for maps into Grass-
mannians. In the next proposition, we give a complete characterization of
2-nilconformal harmonic maps into a Grassmannian. We first recall some
definitions for such maps, see [1, §4.3], [6] and the references therein for
more details.

We represent smooth maps ψ : M → Gm(C
n) from a surface into the

Grassmannian of complex m-dimensional subspaces of C
n as subbundles,

denoted by the same letter, of the trivial bundle C
n = M × C

n. We define
the second fundamental form A′

ψ by A′
ψ(s) = πψ⊥∂zs, s ∈ Γ(ψ); this formula

defines a linear bundle map from ψ to ψ⊥. We can embed the Grassmannian
Gm(C

n) into U(n) via the Cartan embedding, cf. [1, §4.3], then a map ψ :
M → Gm(C

n) is harmonic if and only if its composition ψ :M → U(n) with
the Cartan embedding is harmonic. Further, the above second fundamental

form for a map ψ :M → Gm(C
n) is related to Aψz (see §2) by A′

ψ = −Aψz |ψ,
and A′

ψ⊥ = −Aψz |ψ⊥.

By a harmonic diagram, we shall mean a diagram in the sense of [6] of
mutually orthogonal subbundles ψi with sum C

n and arrows between them;
the arrow from ψi to ψj represents the ψj-component A′

ψi,ψj
:= πψj ◦A′

ψi
of

A′
ψi
, the absence of that arrow indicating that A′

ψi,ψj
is known to be zero.

For a harmonic map ψ, we define the Gauss bundle G(1)(ψ) = G′(ψ) as the
image of A′

ψ completed to a bundle by filling out zeros [6]; we iterate this

construction to give the ith Gauss bundle G(i)(ψ) for i = 1, 2, . . .. Then
the isotropy order of a harmonic map ψ : M → Gm(C

n) into a (complex)
Grassmannian is defined to be the greatest value of t ∈ {1, 2, . . . ,∞} such

that ψ is orthogonal to G(i)(ψ) for all i with 1 ≤ i ≤ t.
Note that any 2-nilconformal harmonic map ψ into a Grassmannian has

isotropy order at least 2; indeed, the image of (Aψz )2|ψ is πψ
(

G(2)(ψ)
)

.

Proposition 4.4. Suppose that we have a harmonic diagram of the form

(4.17) ψ0
A′
ψ0

// ψ1
A′
ψ1

// · · ·
A′
ψt−2

// ψt−1
A′
ψt−1

// ψt
rr

where t ≥ 3 (possibly infinite) and, for 0 ≤ i ≤ t, the bundle ψi corresponds
to a harmonic map M → Gmi(C

n) into a Grassmannian.
Then ψ := ψ0 ⊕ ψ1 : M → Gm0+m1(C

n) is a 2-nilconformal harmonic
map of isotropy order at least t− 1. Moreover, all 2-nilconformal harmonic
maps into a Grassmannian are given this way.
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Proof. If we have a diagram (4.17) with t ≥ 3, then ψ := ψ0 ⊕ ψ1 has a
diagram

(4.18) ψ = ψ̃0
// ψ̃1

// · · · // ψ̃t−2
// ψ̃t−1

rr

with ψ̃i = ψi+1 for 1 ≤ i ≤ t− 1. Since A′
ψ|ψ1 = A′

ψ1
and A′

ψ|ψ0 = 0, A′
ψ is

holomorphic if A′
ψ1

is (see [6, Proposition 1.2(iii)]), and so the harmonicity

of ψ follows directly from [6, Lemma 1.3 (b)]. Moreover, ψ has isotropy
order at least t− 1 and clearly satisfies (4.15).

Conversely, suppose that ψ is 2-nilconformal. Then, as remarked above,
it has isotropy order at least 2 and so has a diagram (4.18) with t ≥ 3.

As ψ is 2-nilconformal, ImA′
ψ̃t−1

⊆ kerA′
ψ̃0
. Write ψ̃0 = ψ0 ⊕ ψ1, where

ψ0 = kerA′
ψ̃0
. It follows from [6, Theorem 2.4] that the subbundles ψ0

and ψ1 of ψ correspond to harmonic maps into Grassmannians. Clearly,
ImA′

ψ0
⊆ ψ1 and we have a diagram of the form (4.17), with ψi+1 = ψ̃i for

i ≥ 1. �

Remark 4.5. (a) For any diagram of the form (4.17) with t ≥ 2, the
maps represented by the subbundles ψi are automatically harmonic by [6,
Proposition 1.6].

(b) Given any harmonic map ψ0 of finite isotropy order t ≥ 2, there is a

diagram (4.17) with the ψi = G(i)(ψ) for i = 0, . . . , t− 1, cf. [1, §4.3]. If ψ0

has infinite isotropy order, there are diagrams (4.17) with varying values of
t and some subbundles or arrows zero.

Example 4.6. Given a harmonic diagram (4.17), and an integer d with
1 ≤ d ≤ t− 2, we can combine the vertices ψ1+ . . .+ψd to give a subbundle
and a diagram (4.17) with t − d + 2 ≥ 4 vertices. By [6, Proposition 1.6]
ψ1 + . . . + ψd represents a harmonic map. The construction in Proposition
4.4 then gives a 2-nilconformal harmonic map ψ = ψ0 + . . .+ ψd. Then, for
any k with 2 ≤ k ≤ min(d+ 1, t− d), the subbundles

αj :=

j
∑

i=0

ψi ⊕ ψd+i+1, i = 0, . . . , k − 2

satisfy the conditions of Theorem 4.2 for the harmonic map ψ.

Example 4.7. Suppose that ψ0 : C → CPn−1 is a Clifford solution (see
[1, Example 4.14] and references therein). In homogeneous coordinates we
have ψ0 = [F ] where F = (F0, . . . , Fn−1) : C → C

n is given by

Fi(z) = (1/
√
n) eω

iz−ωiz

with ω = e2πi/n. This is a harmonic map with isotropy order t = n − 1.
Consider the harmonic diagram with vertices ψi = G(i)(ψ) for i = 0, . . . , n−
1, as in (b) of Remark 4.5.
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In view of Example 4.6, if we take n ≥ 4 and d = 1, we must have k = 2.
We then construct the 2-nilconformal harmonic map ψ = ψ0 ⊕ G(1)(ψ0).

The subbundle α0 = ψ0 ⊕G(2)(ψ0) satisfies the conditions of Theorem 4.2.
For n ≥ 5 and d = 2, we obtain the 2-nilconformal harmonic map ψ =

ψ0 ⊕G(1)(ψ0)⊕G(2)(ψ0). In this case, if n = 5, we must have k = 2. But if
n > 5, we can take k = 2 or k = 3. For n > 5 and k = 3, the subbundles

(4.19) α0 = ψ0 ⊕G(3)(ψ0), α1 = ψ0 ⊕G(1)(ψ0)⊕G(3)(ψ0)⊕G(4)(ψ0)

satisfy the conditions of Theorem 4.2.

Example 4.8. Let ψ :M → CPn−1 →֒ U(n) be a full holomorphic, and so

harmonic map. We clearly have (Aψz )2 = 0. Observe that we can consider
a harmonic diagram of the form (4.17) with ψ0 = 0, ψ1 = ψ and ψi =

G(i−1)(ψ) for 2 ≤ i ≤ n. Now we have no arrow from ψn to ψ0 nor from ψ0

to ψ1. Following the procedure of Proposition 4.4, we write ψ = ψ0 ⊕ ψ1.
Moreover, the bundles

αj = G(1)(ψ)⊕G(2)(ψ)⊕ . . .⊕G(j+1)(ψ),

with 0 ≤ j ≤ k − 2 satisfy the conditions of Theorem 4.2 for any k with
2 ≤ k ≤ n.

Recall from [1, 19] that a harmonic map ϕ :M → U(n) has finite uniton
number if there exists an extended solution Φ associated to ϕ which is defined
on the whole of M and is a trigonometric polynomial in λ ∈ S1. Regarding
this issue, we have the following.

Proposition 4.9. Let Φ be a k-symmetric extended solution, and let Ψ be
the extended solution given by Proposition 3.3. Then ϕ = Φ(−1, ·) has finite
uniton number if and only if ψ = Ψ(−1, ·) has.
Proof. It follows directly from the equality (4.13) that Φ is polynomial up
to left multiplication by a constant loop if and only if Ψ is also polynomial
up to left multiplication by a constant loop. �

5. Primitive harmonic maps into k-symmetric spaces

A (regular) k-symmetric space of a compact semisimple Lie group G is a
homogeneous spaceG/K such that (Gτ )0 ⊆ K ⊆ Gτ for some automorphism
τ : G → G of finite order k ≥ 2; here Gτ denotes the fixed point set of τ
and (Gτ )0 its identity component. For k = 2, this is just a symmetric
space of G. In this section we shall explain how k-symmetric extended
solutions correspond to primitive harmonic maps into a k-symmetric space.
For further details on primitive harmonic maps, we refer the reader to [4].

Given positive integers r0, . . . , rk−1 with r0+ . . .+rk−1 = n, let Fr0,...,rk−1

be the flag manifold of ordered sets (A0, . . . , Ak−1) of complex vector sub-

spaces of C
n, with C

n =
⊕k−1

i=0 Ai and dimAi = ri. The unitary group
U(n) acts transitively on F = Fr0,...,rk−1

with isotropy subgroups conjugate
to U(r0) × . . . × U(rk−1). Fix a point x0 = (A0, . . . , Ak−1) ∈ F . For each
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i ∈ {0, . . . , k − 1}, let πAi denote the orthogonal (Hermitian) projection onto
Ai. Let s ∈ ΩU(n) be defined by

(5.20) s(λ) =
k−1
∑

i=0

λiπAi

and consider the loop σ(λ) = Ads(λ) of inner automorphisms of u(n) defined
by

σ(λ)(X) = s(λ)Xs(λ)−1, X ∈ u(n).

Set ω = e2πi/k and τ = σ(ω)−1.
The automorphism τ induces an eigenspace decomposition gl(n,C) =

⊕

i∈Zk
gi, where

(5.21) gi =
⊕

j∈Zk

Hom(Aj , Aj−i)

is the ωi-eigenspace of τ . Clearly, gi = g−i. The automorphism τ exponen-
tiates to give an order k automorphism of U(n), also denoted by τ , whose
fixed-set subgroup U(n)τ is precisely the isotropy group at x0. Hence, F has
a canonical structure of a k-symmetric space. Moreover, F can be embed-
ded in U(n) as a connected component of k

√
I via the (generalized) Cartan

embedding ι : F → k
√
I ⊆ U(n) defined by ι(gx0) = gs(ω)g−1 (note that

when k > 2, this is not totally geodesic).
A smooth map ϕ : M → F is said to be primitive (see [4] for further

details) if, given a lift ψ : M → U(n) with ϕ = ψx0 (such lifts always exist
locally), the following holds: ψ−1ψz takes values in g0⊕g−1. Since such a lift
is unique up to right multiplication by some smooth map K : M → U(n)τ ,
this definition of primitive map does not depend on ψ. If k ≥ 3, then any
primitive map ϕ : M → F is harmonic with respect to the metric on F
induced by the Killing form of u(n) (as a matter of fact, ϕ is harmonic with
respect to all invariant metrics on F for which g−1 is isotropic [2]). For
k = 2, all smooth maps into F are primitive. By primitive harmonic map
into F we mean a primitive map if k ≥ 3 and a harmonic map if k = 2.

Let ϕ : M → F be a primitive harmonic map and ψ : M → U(n) a lift.
Consider the gl(n,C)-valued 1-form α = ψ−1dψ on M and let α = α′ + α′′

be the type decomposition of α into a (1, 0)-form and a (0, 1)-form on M .
Since ϕ is primitive, we can write uniquely α′ = α′

−1+α
′
0 and α′′ = α′′

1 +α
′′
0

where α′
0, α

′
−1 are g0, g−1-valued, respectively, and α′′

0, α
′′
1 are g0, g1-valued,

respectively. The loop of 1-forms αλ = α′
−1λ

−1+α0+α
′′
1λ, with α0 = α′

0+α
′′
0,

takes values in the Lie algebra of the infinite-dimensional Lie group

(5.22) Λτ U(n) = {γ : S1 → U(n) smooth : τ
(

γ(λ)
)

= γ(ωλ)}
and satisfies the integrability condition dαλ +

1
2 [αλ ∧ αλ] = 0. This means

that we can integrate to obtain a smooth map Ψ : M → Λτ U(n) such that
Ψ(1, ·) = ψ and, for each λ ∈ S1, ϕλ = Ψ(λ, ·)x0 is a primitive harmonic
map; Ψ is called an extended framing associated to ϕ.
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Moreover, as in [7], Φ = sΨΨ(1, ·)−1 is an extended solution, and a short
calculation shows that the original map is recovered via the Cartan embed-
ding by evaluating Φ at λ = ω, that is, ι ◦ ϕ = Φ(ω, ·). Observe that this
extended solution takes values in

(5.23) Ωω U(n) = {γ ∈ ΩU(n) : γ(λ)γ(ω) = γ(ωλ)}.
Clearly, given γ ∈ Ωω U(n), the corresponding shift-invariant subspace sat-
isfies the symmetry condition (2.5). Then the extended solution W = ΦH+

is k-symmetric.
Conversely, by Theorem 4.2, we see that any k-symmetric extended solu-

tion W corresponds to a smooth map Φ :M → Ωω U(n) of the form

Φ(λ, ·) = Ψ(λk, ·)
k−1
∑

j=0

πjλ
j ,

where πj is the orthogonal projection onto βj = αj ∩α⊥
j−1 (here we take α−1

to be the zero vector bundle and αk−1 to be the trivial bundle M × C
n).

Evaluating at λ = ω, we obtain the map

Φ(ω, ·) =
k−1
∑

j=0

πjω
j ,

which can be identified via the Cartan embedding with the map ϕ with
values in Fr0,r1,...,rk−1

given by

ϕ = (β0, β1, . . . , βk−2, βk−1),

where ri = dimβi. Conditions (i)—(iii) in Theorem 4.2 imply that ϕ is
primitive harmonic map. This can be slightly generalized as follows.

Theorem 5.1. Let W = ΦH+ be a k-symmetric extended solution and let l
be a divisor of k. Consider the vector bundles βli =

⊕

j=i mod l βj, and set

si = dimβli. Then

(5.24) ϕl = (βl0, β
l
1, . . . , β

l
l−1) :M → Fs0,...,sl−1

is a primitive harmonic map.

Proof. If W = ΦH+ is a k-symmetric extended solution associated to the
primitive harmonic map ϕ, then for any divisor l of k, W = ΦH+ can also
be seen as an l-symmetric extended solution. Let ωl := ωk/l be the primitive
lth root of unity. Then the smooth map

ϕl := Φ(ωl, ·) =
l−1
∑

i=0

ωil
∑

j=i mod l

πj

takes values in a connected component of l
√
I and can be identified, via the

Cartan embedding of Fs0,...,sl−1
, with ϕl given by (5.24). By the previous

discussion, ϕl is a primitive harmonic map. �
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Remark 5.2. (a) If k is even, the smooth map

ϕ2 = Φ(ω, ·)k/2 =
k/2−1
∑

j=0

(

π2j − π2j+1

)

corresponds to a harmonic map ϕ2 into the complex Grassmannian Gm(C
n),

with m =
∑

r2j . In this case, we have ϕ2 = p ◦ ϕ, where p is the canonical
homogeneous projection (see [5, Ch. 4]) of the k-symmetric space Fr0,r1,...,rk−1

onto the 2-symmetric space Gm(C
n) of U(n).

(b) We point out that, in general, the primitive maps ϕl are different
from those of Remark 4.3(f). As a matter of fact, for any l ≤ k, choose
0 ≤ j0 < j1 < . . . < jl−2 < jl−1 = k − 1. The primitive harmonic map
ϕ̃l associated to the l-symmetric extended solution (4.16) is given by ϕ̃l =

(β̃l0, β̃
l
1, . . . , β̃

l
l−1) :M → Fs̃0,...,s̃l−1

where

β̃li =

ji
⊕

j=ji−1+1

βj , s̃i = dim β̃li.

Observe that the isotropy subgroup U(s̃0)×. . .×U(s̃l−1) of Fs̃0,...,s̃l−1
contains

the isotropy subgroup of Fr0,...,rk−1
and that ϕ̃l = p̃◦ϕ, where p̃ : Fr0,...,rk−1

→
Fs̃0,...,s̃l−1

is the corresponding homogeneous projection.

Example 5.3. Consider a full holomorphic map ψ : M → CP 3 →֒ U(4),
and let πψ denote the orthogonal projection onto ψ. The corresponding

extended solution is Ψ(λ, ·) = πψ + λπ⊥ψ and we have (Aψz )2 = 0. Set

α0 = G(1)(ψ) and α1 = G(1)(ψ) ⊕ G(2)(ψ). As observed in Example 4.8,
these subbundles satisfy the conditions of Theorem 4.2 with k = 3. Then
we get a 3-symmetric extended solution

W =
(

πψ + λ3π⊥ψ
)(

G(1)(ψ) + λ(G(1)(ψ)⊕G(2)(ψ)) + λ2H+

)

.

Writing W = ΦH+, on putting λ = ω3 we get

Φ(ω3, ·) = πG(1)(ψ) + ω3πG(2)(ψ) + ω2
3πψ+G(3)(ψ)

which corresponds to the primitive harmonic map

ϕ :M → F1,1,2, ϕ =
(

G(1)(ψ), G(2)(ψ), ψ ⊕G(3)(ψ)
)

.

However, W is S1-invariant; in fact, multiplying out we see that

W = λ2
{

ψ + λ(ψ ⊕G(1)(ψ)) + λ2(ψ ⊕G(1)(ψ)⊕G(2)(ψ)) + λ3H+

}

,

hence W = ΦH+ is k-symmetric for any k ≥ 2. Now, for any n and k with
2 ≤ k ≤ n, there are k-symmetric quotients of U(n) given by flag manifolds
and we can interpret Φ as the Cartan embedding of a primitive harmonic
map into such a flag manifold. In the present example, with k = 4, Φ(ω4, ·)
is the primitive harmonic map

ϕ : C → F1,1,1,1, ϕ = (ψ,G(1)(ψ), G(2)(ψ), G(3)(ψ));
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with k = 2, Φ(ω2, ·) is the (primitive) harmonic map given by ψ ⊕G(2)(ψ),
in accordance with Remark 5.2(a).

Example 5.4. Let ψ0 : C → CP 5 be a Clifford solution, as in Example 4.7.
Fix ψ = ψ0⊕G(1)(ψ0)⊕G(2)(ψ0) and the bundles α0 and α1 given by (4.19),
which satisfy the conditions of Theorem 4.2 with respect to ψ and k = 3.
By applying Theorem 5.1 with l = k, these define the primitive harmonic
map

ϕ =
(

ψ0 ⊕G(3)(ψ0), G
(1)(ψ0)⊕G(4)(ψ0), G

(2)(ψ0)⊕G(5)(ψ0)
)

: C → F2,2,2.

6. Loop group description

Recall the definitions of Λτ U(n) and Ωω U(n) given by (5.22) and (5.23)
respectively. There is a well-known method for obtaining harmonic maps
into Lie groups from primitive harmonic maps (see [10, Ch. 21, Sec. IV]
and references therein) which makes use of the isomorphism (see also [14,
Lemma 5.1]) Γτ : ΛU(n) → Λτ U(n) given by

Γτ (γ)(λ) = Ads(λ)−1γ(λk) = s(λ)−1γ(λk)s(λ)

with inverse Γ−1
τ : Λτ U(n) → ΛU(n) given by

Γ−1
τ (γ)(λ) = Ads(λ1/k)γ(λ

1/k) = s(λ1/k)γ(λ1/k)s(λ−1/k).

We shall now establish how the subspace Vk−1 associated to a shift-invariant
k-symmetric space W as in Proposition 3.1 can be expressed in terms of Γτ .
We denote by Ωτ U(n) the subset of Ωω U(n) defined by: Φ ∈ Ωτ U(n) if

Φ(ω, ·) lies in the connected component of k
√
I containing s(ω).

Lemma 6.1. The correspondence Θ between left cosets of U(n)τ in Λτ U(n)

and loops in Ωτ U(n) given by Θ
(

Φ̃ U(n)τ
)

= sΦ̃Φ̃(1)−1 is bijective.

Proof. Given Φ ∈ Ωτ U(n), there exists g ∈ U(n) such that Φ(ω) = gs(ω)g−1.

It is easy to check that Φ̃ = s−1Φg is a loop in Λτ U(n) and Θ
(

Φ̃ U(n)τ
)

= Φ.
Thus Θ is surjective.

If Φ̃, Φ̃′ ∈ Λτ U(n) are such that Θ
(

Φ̃ U(n)τ
)

= Θ
(

Φ̃′U(n)τ
)

, then we

have Φ̃(1)−1Φ̃′(1) = Φ̃−1(λ)Φ̃′(λ) for each λ ∈ S1. Applying τ to both sides,
we get

τ
(

Φ̃(1)−1Φ̃′(1)
)

= Φ̃−1(ωλ)Φ̃′(ωλ) = Φ̃(1)−1Φ̃′(1),

hence Φ̃(1)−1Φ̃′(1) ∈ U(n)τ . This implies that Φ̃U(n)τ = Φ̃′U(n)τ , that is,
Θ is injective. �

Proposition 6.2. Let W = ΦH+ be a k-symmetric shift invariant subspace
with Φ ∈ Ωτ U(n). Take Φ̃ ∈ Λτ U(n) such that Φ = Θ

(

Φ̃ U(n)τ
)

. Then

Vk−1 = Γ−1
τ (Φ̃)H+.

Proof. For W = ΦH+ with Φ ∈ Ωτ U(n), the element ϕk in Proposition 3.3

is precisely Φ(ω) and, by Lemma 6.1, we can write Φ = sΦ̃Φ̃(1)−1 for some

Φ̃ ∈ Λτ U(n).
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Since Φ̃ ∈ Λτ U(n), it satisfies τ
(

Φ̃(λ)
)

= Φ̃(λω). Evaluating at λ = 1,

we get s(ω)−1Φ̃(1)s(ω) = Φ̃(ω, ·). Hence, Φ(ω, ·) = Φ̃(1)s(ω)Φ̃(1)−1, and we
have

k−1
∑

j=0

πβjλ
−j = Φ̃(1)s(λ)−1Φ̃(1)−1

with the βj as in Proposition 3.3. Using this, we obtain

Vk−1 = Φk(λ
1/k)H+ = Φ(λ1/k)Φ̃(1)s(λ−1/k)Φ̃(1)−1H+

= s(λ1/k)Φ̃(λ1/k)s(λ−1/k)H+ = Γ−1
τ (Φ̃)H+.

�

Remark 6.3. It was already known [10, Ch. 21] that Γ−1
τ is well-behaved

with respect to harmonic maps, in the sense that if Φ̃ : M → Λτ U(n) is
an extended framing (corresponding to a certain primitive harmonic map),

then, setting F := Γ−1
τ (Φ̃), the smooth map FF−1

1 : M → ΩU(n) is an
extended solution (corresponding to a harmonic map into the group U(n)).
Our results of §3 and §4 provide a more complete picture of this. In fact,
on using Proposition 6.2 to interpret Γ−1

τ in terms of the Grassmannian
model and setting Vk−1 = Γ−1

τ (W ), we have the following: The isomor-
phism Γ−1

τ can be extended to an one-to-one correspondence between k-
symmetric shift-invariant subspaces and filtrations V0 ⊆ V1 ⊆ . . . ⊆ Vk−1

satisfying λVk−1 ⊆ V0; this correspondence induces a one-to-one correspon-
dence between k-symmetric extended solutions and λ-cyclic superhorizon-
tal sequences of length k; Theorem 4.2 explains under what conditions the
method of obtaining harmonic maps into U(n) from primitive harmonic
maps by making use of Γ−1

τ can be reversed in order to obtain primitive
harmonic maps from 2-nilconformal harmonic maps into U(n).

7. Holomorphic potentials.

In this section, we shall describe how the extended solutions Vj arise via
the Dorfmeister, Pedit and Wu [8] method of obtaining harmonic maps from
certain holomorphic forms.

Consider the following space of loops:

Λ−1,∞ = {ξ ∈ Λgl(n,C)} : λξ extends holomorphically to |λ| < 1}.
A Λ−1,∞-valued holomorphic 1-form µ on a simply connected Riemann sur-
face M is called a holomorphic potential [8]. In terms of a local coordinate
z, we can write µ = ξdz, for some holomorphic function

ξ =
∞
∑

i=−1

ξiλ
i :M → Λ−1,∞.

The holomorphicity of µ is equivalent to ∂̄µ = 0. On the other hand,
since ∂µ and [µ∧µ] are (2, 0)-forms on a surface, they are both zero. Hence,
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dµ+ 1
2 [µ ∧ µ] = ∂̄µ = 0. This means that we can integrate

(7.25) (gµ)−1dgµ = µ, gµ(0) = I

to obtain a unique holomorphic map gµ :M → ΛGL(n,C).
Consider the Iwasawa decomposition

(7.26) ΛGL(n,C) = ΩU(n)Λ+GL(n,C),

where Λ+GL(n,C) is the subgroup of loops γ ∈ ΛGL(n,C) which extend
holomorphically to |λ| < 1. We can decompose gµ = Φµbµ according to the
Iwasawa decomposition; then Φµ :M → ΩU(n) is an extended solution (see
[7, 8]).

The holomorphic potential µ =
∑∞

i=−1 ξiλ
idz is called τ -twisted if

τ(ξ(λ)) = ξ(ωλ).

This condition is independent of the choice of local coordinate and equivalent
to the following: ξi ∈ gi mod k for all i ≥ −1. Now, if we start with a holo-
morphic τ -twisted potential and proceed as above, we obtain an extended
solution Φµ satisfying

τ
(

Φµ(λ, ·)
)

= Φµ(ωλ, ·)
(

Φµ(ω, ·)
)−1

.

Hence, Φ = sΦµ takes values in Ωω U(n). Since Φ is obtained from Φµ

by left multiplication by a constant loop in ΩU(n), Φ is also an extended
solution. Moreover, since Φµ(·, 0) = I, then Φ(ω, 0) = s(ω), which implies

that Φ(ω, ·) takes values in the connected component of k
√
I containing s(ω),

that is, it corresponds via the Cartan embedding to a primitive harmonic
map in F = Fr0,...,rk−1

, as explained in §5. Observe that, since bµH+ = H+,
then the corresponding shift-invariant subspaces are given by

(7.27) W = ΦH+ = sgµH+.

Theorem 7.1. Consider the k-symmetric space F = Fr0,...,rk−1
with base

point x0 = (A0, . . . , Ak−1), s ∈ ΩU(n) as in (5.20) and canonical automor-
phism τ . Let µ be a τ -twisted potential and let W = ΦH+ be the correspond-
ing k-symmetric extended solution, with Φ = sΦµ. For each 0 ≤ j ≤ k − 1,
the Vj of Proposition 4.1 are given by

Vj = γjΦ
µ̄jH+

where µ̄j = γ−1
j µ̄γj,

(7.28) µ̄(λ) = s(λ1/k)µ(λ1/k)s(λ−1/k)

and γj(λ) = πĀj +λπ
⊥
Āj
, with Āj = A0⊕A1⊕ . . .⊕Aj. In particular, taking

j = k − 1, since γk−1 = I, the map Ψ defined pointwise by Proposition 3.1
is given by Ψ = Φµ̄.

Proof. In a local coordinate write µ = ξdz where ξ =
∑

i≥−1 ξiλ
i. For each

i, we can write uniquely i = ai+mik, with ai ∈ {0, 1, . . . , k−1} and mi ∈ Z.
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If ai 6= 0, we can decompose ξi = ξ+i + ξ−i accordingly to the decomposition
gai = gai ⊕ gai−k, where

gai =
k−1
⊕

j=ai

Hom(Aj , Aj−ai), gai−k =

ai−1
⊕

j=0

Hom(Aj , Aj+k−ai).

The automorphism σ(λ) = Ads(λ) acts as λ−ai on gai and as λk−ai on
gai−k. Hence,

s(λ)ξ(λ)s−1(λ) =
∑

i 6=mik

(λmikξ+i + λ(1+mi)kξ−i ) +
∑

i=mik

λmikξmik.

Since mi ≥ −1 (with equality if and only if i = −1), we see that µ̄ as defined
above is well defined and takes values in Λ−1,∞. The bottom term of µ̄ is
given by ξ+−1.

We also have

(7.29) gµ̄(λ) = s(λ1/k)gµ(λ1/k)s(λ−1/k).

Let f(λ) ∈ Wj . Taking Proposition 3.1(i) and equation (7.27) into ac-
count, we see that, for some h ∈ H+,

f(λ) =

k−1
∑

l=0

ω−ljs(λωl)gµ(ωlλ)h(ωlλ)

=

k−1
∑

l=0

ω−ljs(λ)s(ωl)gµ(ωlλ)s(ω−l)s(λ−1)s(λ)s(ωl)h(ωlλ)

= gµ̄(λk)
k−1
∑

i=0

ω−ljs(λ)s(ωl)h(ωlλ).(7.30)

For the last equality we have used (7.29) and the fact that gµ is τ -twisted,
which implies that s(ωl)gµ(ωlλ)s(ω−l) = gµ(λ). Now, writing πAih(λ) =
∑

r≥0 hirλ
r, we have

k−1
∑

l=0

ω−ljs(λ)s(ωl)h(ωlλ) = λj
k−1
∑

i,l=0

ωl(i−j)λi−jπAih(ω
lλ)

= λj
∑

r≥0

k−1
∑

i=0

λi−j+rhir

k−1
∑

l=0

ωl(i−j+r).

Since
∑k−1

l=0 ω
l(i−j+r) equals k if i− j + r is a multiple of k and 0 otherwise,

we see that

(7.31)
k−1
∑

l=0

ω−ljs(λ)s(ωl)h(ωlλ) = λj(πĀj + λkπ⊥Āj )h̃(λ
k)
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for some h̃ ∈ H+. Hence, from (7.30) and (7.31), we see that any f(λ) ∈Wj

can be written as

f(λ) = λjgµ̄(λk)(πĀj + λkπ⊥Āj )h̃(λ
k)

for some h̃ ∈ H+. According to the definition of Vj , this means that

Vj = gµ̄(λ)(πĀj + λπ⊥Āj )H+.

Finally, observe that γ−1
j µ̄γj takes values in Λ−1,∞. In fact, the λ−2-

Fourier coefficient of γ−1
j µ̄γj is π

⊥
Āj
ξ+−1πĀj , which is zero since

ξ+−1 ∈ gk−1 = Hom(Ak−1, A0).

Hence, Vj = γjg
γ−1
j µ̄γjH+. �

Assume now that M is an open subset of C and consider the class of
holomorphic potentials µ = ξdz with ξ ∈ Λ−1,∞ constant. In this case,
gµ = exp(ξz). If additionally ξ has a finite Fourier expansion, then the
corresponding harmonic map is said to be of finite type. The harmonic maps
of finite type can also be obtained by using integrable systems methods from
a certain Lax-type equation [4, 10] and they play an important role in the
theory of harmonic maps from tori into symmetric spaces. For example, it is
known (see [15] and references therein) that all non-constant harmonic tori
in the n-dimensional Euclidean sphere Sn or the complex projective space
CPn are either of finite type or of finite uniton number. The following is a
direct consequence of Theorem 7.1.

Corollary 7.2. (i) W corresponds to a constant potential if and only
if each Vj corresponds to a constant potential.

(ii) W is of finite type if and only if each Vj is of finite type.

Example 7.3. Consider the harmonic map ϕ : C → CP 2 defined in homo-
geneous coordinates by ϕ = [F ] where F = (F0, F1, F2) : C → C

3 is given

by Fi(z) = (1/
√
3) eω

iz−ωiz with ω = e2πi/3.
This is the Clifford solution discussed in [12], see [1, Example 4.14]. A

simple calculation shows that the first and second ∂′-Gauss bundles of ϕ
are given by G(1)(ϕ) = [F (1)] and G(2)(ϕ) = [F (2)], respectively, where F (j)

stands for the jth derivative of F with respect to z. Moreover, G(3)(ϕ) = ϕ.
Let u0,u1,u2 be the canonical basis of C

3. For each j = 0, 1, 2, let Aj
be the one-dimensional complex subspace spanned by uj . Consider the 3-
symmetric space F1,1,1 with base point x0 = (A0, A1, A2), s ∈ ΩU(n) and
canonical automorphism τ , as defined in §5. Let g(z) be the 3 × 3 matrix

whose (j+1)st column is F (j)(z); this defines a lift g : C → U(3) for ϕ, that
is, ϕ = [gu0]. Moreover, by a direct calculation we see that Agz (= 1

2g
−1gz)

is the constant normal matrix A whose only non-zero entries are aij = 1/2
when i − j = 1 mod 3. Hence Agz lies in the eigenspace g−1 (see (5.21)) of
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τ , which means that the map φ : C → F1,1,1 given by

φ = gx0 = (ϕ,G(1)(ϕ), G(2)(ϕ))

is a primitive harmonic map associated to the potential µ = λ−1Adz. The
map gµ satisfying (7.25) is given by gµ(z) = exp

(

λ−1zA
)

and the corre-
sponding extended solution is the vacuum solution (as in [1, §4.2]) given
by

Φµ(λ, z) = exp
(

z(λ−1 − 1)A− z̄(λ− 1)A∗
)

.

We recall from §5 that by evaluating Φ := sΦµ at λ = ω we obtain the
Cartan embedding of the primitive harmonic map g(0)−1φ : C → F1,1,1, and

(7.32) g(0)−1φ(z) = exp
(

zA− z̄A∗
)

x0.

The constant holomorphic potentials µ̄j of Theorem 7.1, associated to the
extended solutions Vj = γj exp(zξj)H+, with j = 0, 1, 2, are then given by
µ̄j = ξjdz where

ξ0 =
1
2





0 0 1
λ−1 0 0
0 1 0



 , ξ1 =
1
2





0 0 1
1 0 0
0 λ−1 0



 , ξ2 =
1
2





0 0 λ−1

1 0 0
0 1 0



 ;

note that ξj(1) = A. In particular, with the notations of Theorem 4.2 and
Theorem 7.1, we can find the Iwasawa decomposition (7.26) gµ̄ = Φµ̄bµ̄ with
extended solution

(7.33) Ψ(λ, z) = Φµ̄(λ, z) = exp
(

zξ2 − z̄ξ ∗2
)

exp
(

− zA+ z̄A∗
)

,

where µ̄ = µ̄2. Consider the corresponding harmonic map ψ = Ψ(−1, ·) :

C → U(3). From (7.33), we compute Aψz = 1
2ψ

−1∂zψ :

(7.34) Aψz = exp
(

zA− z̄A∗
)





0 0 1
0 0 0
0 0 0



 exp
(

− zA+ z̄A∗
)

.

On the other hand, the smooth subbundles α0 ⊆ α1 of the trivial bundle

C×C
3, as defined in Theorem 4.2, are necessarily given by α0 = ImAψz and

α1 = kerAψz . Hence, in view of (7.32) and (7.34), we have

α0 = g(0)−1ϕ, α1 = g(0)−1
(

ϕ⊕G(1)(ϕ)
)

.

In order to find the holomorphic potential µ̃ = ξ̃dz of the Clifford solution
ϕ : C → CP 2, we can either (i) consider the type decomposition α = α′+α′′

of α = g−1dg, write α′ = α′
−1 + α′

0 accordingly to the decomposition of

gl(n,C) induced by the structure of 2-symmetric space of CP 2, as in §5, and
take µ̃ = λ−1α′

−1 +α′
0, or (ii), in view of Remark 4.3(f) and Remark 5.2(b),

with l = 2 and j0 = 0, we can start with the potential µ̄2 =
1
2ξ2dz associated

to ψ and reverse (7.28). This gives

ξ̃ = γ0(λ)
−1ξ2(λ

2)γ0(λ) =
1
2





0 0 λ−1

λ−1 0 0
0 1 0



 .
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