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Evaluation of the effectiveness and efficiency 
of state‑of‑the‑art features and models 
for automatic speech recognition error 
detection

Asmaa El Hannani1* , Rahhal Errattahi1, Fatima Zahra Salmam2, Thomas Hain3 and Hassan Ouahmane1

Introduction

Large Vocabulary Continuous Speech Recognition (LVCSR), which is characterized by 

a high variability of the speech, is still a challenging task for Automatic Speech Recog-

nition (ASR) technology developers. And even though many algorithms and technolo-

gies have been proposed by the scientific community for all steps of LVCSR over the last 

decade, including pre-processing, feature extraction, acoustic modeling, language mod-

eling, and decoding, the problem of LVCSR is far from being solved as described in [1]. 

In some domains, like read continuous speech where generally the speech is recorded 
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Speech based human-machine interaction and natural language understanding appli-

cations have seen a rapid development and wide adoption over the last few decades. 

This has led to a proliferation of studies that investigate Error detection and classifica-

tion in Automatic Speech Recognition (ASR) systems. However, different data sets and 

evaluation protocols are used, making direct comparisons of the proposed approaches 

(e.g. features and models) difficult. In this paper we perform an extensive evaluation of 

the effectiveness and efficiency of state-of-the-art approaches in a unified framework 

for both errors detection and errors type classification. We make three primary con-

tributions throughout this paper: (1) we have compared our Variant Recurrent Neural 

Network (V-RNN) model with three other state-of-the-art neural based models, and 

have shown that the V-RNN model is the most effective classifier for ASR error detec-

tion in term of accuracy and speed, (2) we have compared four features’ settings, corre-

sponding to different categories of predictor features and have shown that the generic 

features are particularly suitable for real-time ASR error detection applications, and (3) 

we have looked at the post generalization ability of our error detection framework and 

performed a detailed post detection analysis in order to perceive the recognition errors 

that are difficult to detect.
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under clean conditions, results are satisfying with an error rate under 5%. While in other 

domains that contain more speech variations, such as video speech or distant conver-

sational speech (meeting), results are still not acceptable presenting an error rate near 

50%. To deal with this key problem and to enhance the performance of imperfect ASR 

systems, the automatic detection and correction of the transcription errors can, in some 

cases, be the only choice. Particularly, when tuning the ASR system itself is not possible 

(e.g. the system is purchased as a black-box) or when the manual correction is not con-

venient or even impossible as in the case where the transcription is not the final goal 

of the system (e.g. machine translation, information retrieval and question answering 

systems).

In this context, ASR error detection and classification, also known as confidence esti-

mation, has been largely addressed in the literature, and we refer the reader to [2, 3] 

for a detailed overview. The most widely studied approach is features-based, in which a 

classifier is built using features generated from different sources (i.e. decoder and non-

decoder features) to distinguish the correctly from the incorrectly recognized words 

[4–6]. Neverthless most of features used in the reported works are derived from the 

decoding process ASR systems (e.g. acoustic features, lattice features, and confusion net-

work based features). Therefore, the major contribution in ASR error detection and clas-

sification performance comes from recogniser dependent features which makes those 

approaches strictly related to the components of the ASR system used during the train-

ing process and hence can’t be generalized to other systems. A clear motivating example 

is provided by the exponential growth of black-box speech recognition services, such as 

Google voice Search and automatic captions in Youtube videos, where no information is 

available about the system used to produce the transcriptions. In addition, the extraction 

of most of these features is time-consuming which makes them not suitable for real-time 

systems.

To tackle these problems, we have been developing a new approach for ASR error 

detection and error type classification [3, 7, 8]. We have targeted a new and different 

scenario where information about the inner workings of the ASR system is not acces-

sible. Unlike the majority of research in this field, our work focuses on handling the 

recognition errors independently from the ASR decoder using a generic Framework. 

In [3] we proposed an effective set of features acquired exclusively from the recogn-

iser output to compensate for the absence of ASR decoder information. The proposed 

features are derived from two types of Language Models (LM)s. The first set, called 

contextual features, are extracted using an out-of-domain n-gram LM. While the sec-

ond set of features is derived using a standard and a reverse-word Recurrent Neu-

ral Network LM. Furthermore, we proposed a V-RNN model in order to incorporate 

additional information to the recognised word classification using label dependency. 

As a result, experiments on Multi-Genre Broadcast (MGB) Media corpus have shown 

that: (i) both contextual and Recurrent Neural Network Language Model (RNNLM) 

features have a positive impact on the model performance, whether isolated or com-

bined, (ii) the RNNLM adaptation techniques boost the Framework performance 

through the introduction of auxiliary features about the domain, (iii) the proposed 

generic and semi-generic setups lead to achieve competitive performances compared 

to state-of-the-art systems in both tasks, and (iv) the new V-RNN appears to be an 
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effective classifier in sequence tagging and particularly in ASR error detection and 

ASR error type classification. Nevertheless, the computational complexity of the pro-

posed approach have not yet been investigated.

As stated before, ASR error detection can also serve as input to downstream sys-

tems like machine translation, information retrieval, and question answering. There-

fore at least real-time performance must be a requirement. Thus, the purpose of this 

paper is to evaluate and compare not only the effectiveness but also the efficiency of 

state-of-the-art approaches, including our V-RNN based and generic approach, in a 

unified framework for both errors detection and errors type classification. More pre-

cisely, we are interested in the Real Time Factor (RTF), which expresses the ratio of 

the ASR error detection system time to the speech duration. RTF is commonly used 

to decide how suitable an approach is for real-time applications, in which case the 

RTF needs to be smaller than one ( RTF < 1.0 ). In other words, the error detection of 

an utterance should take less time than a user needed for pronouncing the utterance. 

A second objective of this work was to perform a detailed post detection analysis in 

order to perceive the recognition errors that are difficult to detect. The results of the 

evaluation and analysis may serve as a benchmark for future studies.

The rest of this paper is organized as follows. In “ASR error detection and classification 

system” section the different components of the ASR error detection and classification 

system are presented. “Experiments and data description” section describes the experi-

mental setup and data set. Section “Results and discussion” contains the experimental 

results along with a discussion of the effectiveness and efficiency of the compared fea-

tures and models. “Detailed analysis” section looks at the post generalization ability of 

the best ASR error detection system as well as the post detection analysis. Finally, “Con-

clusion” section summarises the paper and gives directions of future works.

ASR error detection and classification system

In this work, ASR error detection is considered as a pattern recognition problem, in 

both sub-tasks; error detection and error type classification. For the error detection 

task, a word label takes a binary value that indicates if the recognized word is cor-

rect or erroneous, while for the error type classification task, a recognized word is 

assigned into one of three classes, i.e. correct, substitution error or insertion error. In 

this work we do not take into account the deletion errors. To this effect, a classifier is 

trained to map input features, called predictor features, to class posterior probabili-

ties. During training, audio recordings are processed by an ASR system that generates 

the most likely word sequence, called hypothesis. Then, each hypothesis is aligned 

with its reference transcription to get the correct (ground truth) label sequence. In 

parallel with text alignment, a set of predictor features are computed from the speech 

decoding, confusion network and Language Models for each word in the hypothesis. 

The predictor features and the label sequence are then passed to the classification 

component, which is trained to predict the label of each word in the hypothesis based 

on information encoded by the so-called predictor features. The test phase is similar 

to the training phase, with the exception that the trained classifier in the end has to 

predict labels of unseen words given only their predictor features.
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Predictor features

The identification of recognition errors in continuous speech recognition is accom-

plished by analysing each word within its context based on a set of features. In [3, 9], 

we have focused on collecting several features and analysing their effect on the ASR 

Error Detection performance. In this paper, we will consider only the features that we 

found to be the most effective:

• Three features based on confidence score (CS): (1) Log posterior probability of the 

recognized word,(2) Log posterior probability of the preceding (Left) word ( wi−1 ) 

and (3) Log posterior probability of the following (Right) word ( wi+1);

• Five features derived from Word Confusion Network (WCN): (1) Number of 

alternatives, (2) Insertion log probability, (3) Substitution log probability, (4) A 

binary feature: is the previous word equal to a null symbol? and (5) is the next 

word equal to a null symbol?;

• Three contextual features: (1) Left LM probability, (2) Right LM probability and 

(3) Sentence oddity (SO);

• Two features based on RNNLM: (1) Forward RNNLM score and (2) Reverse-word 

RNNLM score.

As we aim to develop a generic model for ASR error detection, we propose further-

more to categorise the features on the basis of their dependency to the ASR system in 

three categories: non-generic, semi-generic and generic.

As illustrated in Fig. 1, the features categorization is performed depending on the 

nature and the source of the features. We split features into two main categories 

based on their sources: decoder based features and non-decoder based features. For 

the decoder features, they represent all features that are based on the ASR decoder or 

on the internal components of the decoder, referred also in this work as non-generic 

features. The non-decoder features may include any features extracted from external 

information sources: such as LMs, semantic parsers, etc.

We denote by semi-generic features any features that could be easily extracted from 

the ASR outputs (e.g confidence measures) or from external sources. So, the semi-

generic features set includes contextual features as well as the confidence scores fea-

tures in addition to the RNNLM scores features. The reasons behind considering CS 

features as semi-generic are: (i) most speech systems today provide the CS measure 

to inform users what can be trusted and what cannot; (ii) the value of the confidence 

Fig. 1 Features categorisation
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score is thus one of the critical factors in determining the success or failure of the 

speech decoder. While the generic features, include only features that are totally inde-

pendent to the ASR decoder and from the ASR domain. What are the motivations 

behind the idea of building such a generic error detection Framework? The answers 

to this question are mainly based on the actual shortcomings of ASR error detection 

methods. First, such Framework could be easily trained on any ASR and any domain. 

The generic features are based on web crawled n-gram LMs and hence they could 

be used in the assessment of the output of any ASR system. Second, this is suitable 

when using black-box system. Most of the ASR technologies used in our daily life 

are provided as a black-box, thereby the user does not have access to the internals of 

the decoder. So, when using generic features we could train our assessment system 

directly on the text output.

Classifiers

As stated before, a specific classifier will be needed to learn the probability distribu-

tion functions for each word label in the training set. These functions play the role of 

a knowledge base to perform classification on the test set. Recently, Recurrent Neural 

Network (RNN) have been successfully used in several natural language processing tasks 

and achieved state-of-the-art performances for many sequence-tagging-tasks includ-

ing handwriting recognition [10], speech recognition [11], machine translation [12], and 

also error detection in automatic speech recognition [6].

Recurrent networks (including LSTM and GRU based RNNs) are built to model the 

conditional distribution of label sequence, given the input sequence. Thereby RNN are 

only able to represent distributions in which the label values are conditionally independ-

ent from each other given the input values. ASR errors often are not single events [7]. 

This is because a miss-recognized word generates often a sequence of ASR errors, as 

illustrated in Fig. 2, where the Out-of-Vocabulary word “dissimilar” causes a sequence of 

recognition errors. So, the conditional independence assumption is not satisfied in this 

application. This fact motivated us to propose a new Variant of Recurrent Neural Net-

work (V-RNN) as the classifier for ASR error detection for the first time in [8].

The proposed V-RNN is based on a recurrent learning strategy over the outputs labels 

to train the network, meaning that the previous word label is considered as input to 

the network in the next time step as illustrated in Fig. 3c. This variant model performs 

recurrent connection between the output and the input layers, unlike the standard RNN 

(Fig. 3b) where the recurrent connection is only in the hidden layer or the Multi Layer 

Fig. 2 Words sequence alignment result between a recognized utterance and its corresponding reference 

transcription. The dotted rectangle indicates the segment that is influenced by the utterance of an 

Out-of-Vocabulary (OOV) word “dissimilar”
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Perceptron (MLP) (Fig. 3a) which estimates the conditional probability of the labels at 

each time step using only the input vector at the same time step.

In this paper we will extend our previous works and investigate more the effective-

ness of the V-RNN classifier. In addition, we will compare it with three other classifiers: 

a MLP and two LSTM based RNNs namely Unidirectional Long Short-Term Memory 

(ULSTM) and Bidirectional Long Short-Term Memory (BLSTM). The experimental 

setup used to train and evaluate the four classifiers as well as the configuration param-

eters are given in the next section.

Experiments and data description

ASR system and data

The experiments in this paper are performed using the development data set provided 

by the British Broadcasting Corporation (BBC) for the MGB challenge 2015 [13]. This 

data consists of a set of BBC shows covering the multiple genres in broadcast TV, cat-

egorised in terms of 8 genres: advice, children’s, comedy, competition, documentary, 

drama, events and news.

Table 1 shows the numbers of shows and the associated broadcast time for the data 

set we used to train and evaluate the proposed ASR error detection and classification 

systems across the 8 genres. The transcription of this data set is obtained using the ASR 

system described in [14, 15], giving a Word Error Rate (WER) of 30.1%. The resulting 

Fig. 3 V-RNN model versus the MLP and the standard RNN [3]

Table 1 The distribution of the data in terms of shows and broadcast time

Genre Shows Time (H)

Advice 4 3.0

Children’s 8 3.0

Comedy 6 3.2

Competition 6 3.3

Documentary 9 6.8

Drama 4 2.7

Events 5 4.3

News 5 2.0

Total 47 28.3
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transcription was aligned with the reference transcription using the NIST SCLITE1 

scoring package in order to get target labels for training the prediction models. The data 

set was split into 70% for the training and 30% for the test (after shuffling the utterances). 

The distribution of words labels in the training and test sets is summarized in Table 2.

The classifiers were trained for each task, error detection and error type classification, 

using the pairs of features and labels described above. In error detection, we have only 

two possible classes. A recognized word will take the label correct if it is well recognized 

and the label error if it is miss-recognized. In error type classification task, in addition to 

the correct label the classifier will be trained to distinguish between a substitution and 

insertion errors.

Experimental setup

Regarding the contextual features (i.e. LeftLM, RightLM, SO) extraction, we used the 

smoothed back-off Microsoft Web n-gram corpus [16]. This corpus provides an open-

vocabulary, smoothed back-off n-gram Models and is dynamically updated as web docu-

ments are crawled. Since being composed of a huge volume of data crawled from web 

pages and documents of different domains, the Microsoft Web N-gram corpus provides 

a wide-ranging vocabulary (e.g. 1.2B 1-gram, 11.7B 2-gram) that can cover most of the 

English vocabulary in all domains, which justify our choice. In this work and for compu-

tational reason we only used a context frame of two words (bigram) for the contextual 

features.

The experimented RNNLMs have 512 nodes in the hidden layer and where applicable, 

512 nodes for the adaptation layer. The RNNLMs were trained using the CUED RNNLM 

toolkit [17] with a 60 K vocabulary for the input word list and a 50 K vocabulary for the 

output word list, both obtained by shortlisting the 200K vocabulary based on most fre-

quent words.

It was shown in [14] that the LDA features, extracted from the ASR output, can be 

used as an auxiliary feature and input to the RNNLM hidden layer. Latent Dirichlet 

Allocation (LDA) is a generative probabilistic model that describes collections of text 

or other types of discrete data [18]. The idea is to consider texts as random mixtures 

on unobserved topics, where each topic is characterized by a distribution on words. In 

order to train LDA models, the term frequency-inverse document frequency (TF-IDF) 

vectors are extracted on the text. Then LDA features are derived by computing Dirichlet 

posteriors over the topics.

Table 2 Words label distribution in the training and test sets

Word label # in the training set # in the test set

Correct 86339 37158

Substitution 20406 8583

Insertion 2981 1260

1 NIST SCLITE Scoring Package Version 1.5, http://www.icsi.berke ley.edu/Speec h/docs/sctk-1.2/sclit e.htm.

http://www.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm
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In order to choose the LDA feature dimensionality, previous work has investigated dif-

ferent number of LDA dimensions [14], where authors extracted LDA features from the 

reference text for each show and varied the number of topics from 10 to 150 and then 

computed the RNNLM perplexity on the MGB development set. They found that 100 

topics gives the best result and based on their founding the number of LDA topics in this 

work was fixed to 100.

Both, V-RNN and MLP models consist of a single layer of 2048 units with a relu [19] 

activation function as described in [8]. The ULSTM consists of 1 hidden layer of 2048 

staked LSTM units. While the BSLTM one has a bidirectional structure with two hidden 

layers, one forward and one backward, each of 2048 LSTM units. The classifiers were 

trained for each task, error detection and error type classification, using the pairs of fea-

tures and labels.

To measure the performance of our models, we used two popular classification evalua-

tion metrics: accuracy and F-measure, which are calculated as follows:

where, tp,  tn,  fp and fn denote the true positive, true negative, false positive and false 

negative, respectively.

Results and discussion

Assessment of the performance of the models

In this section we report the experimental results on the MGB data using the predic-

tor features and models presented in previous sections. The performance of the pro-

posed V-RNN model is compared with ULSTM and BLSTM based RNNs using the 

same experiment setup (same features set and same training data). To measure the per-

formance of our models, we report the classification accuracy, the F-measure and the 

RTF. In addition, an averaged F-measure across all types of labels is also reported. This 

is because the frequencies of each type of label are highly unbalanced and looking at the 

F-measure of each class is not informative.

(1)Accuracy =
tp + tn

tp + fp + fn + tn

(2)F-measure =
2 ∗ tp

2 ∗ tp + fp + fn

Table 3 Classification accuracies, F-measures and  RTF of  error detection obtained 

with the four models trained using the best feature set

Feature set Accuracy (%) F-measure (%) RTF

Correct Error Average

MLP 85.17 90.82 61.42 84.66 0.29 × 10
−4

ULSTM 84.67 90.61 58.13 83.80 2.97 × 10
−4

BLSTM 85.19 90.80 61.93 84.75 7.94 × 10
−4

V-RNN 86.58 91.67 65.42 86.17 0.28 × 10
−4
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When looking at the ASR error detection results in Table 3, we can first observe that 

the BLSTM performs better than both ULSTM and MLP when comparing their average 

f-measure and accuracy. This improvement is due to the fact that BLSTM can handle 

longer bidirectional contexts of input feature vectors and can model highly nonlinear 

relationships between the input feature vectors and output labels.

We can also observe clearly from these results that the V-RNN shows better perfor-

mance than other models. The classification accuracy increases when using the V-RNN, 

with an absolute improvement of about 2% over the ULSTM, and 1.4% absolute improve-

ment over the BLSTM. Also, by checking the F-measure, we can observe that a relatively 

significant improvement is obtained when using the V-RNN as compared to both LSTM 

(unidirectional and bidirectional) models. This improvement is especially relevant 

for the error labels where the F-measure passed from 58.13% when using ULSTM to 

65.42% when using the proposed V-RNN. The superiority of the V-RNN to the ULSTM 

and BLSTM indicates that adding labels history to the input feature vector of the RNN 

is very effective in ASR error detection task and could be generalized to other tagging 

problem in natural language processing. When looking at the Real Time Factor of the 

4 models we can observe that all models are suitable for real time ASR error detection 

with RTF < 1.0 . Particularly the MLP and the V-RNN models had the best performance 

on RTF in the order of 10−5 as compared to ULSTM and BLSTM based models. In other 

words, the proposed V-RNN model is not only efficient for ASR error detection but also 

it is 10 times faster than the best stat-of-the-art based RNNs.

The same findings can be extended to the ASR error classification task as shown in 

Table 4. Where the V-RNN model achieves the best accuracy against other models with 

an accuracy of 85.10%. It is also important to note that for the first time the F-measure 

of the insertion class reaches 4% which is a good indicator of the model performance. 

However, this result is still below the expectations and as it was shown in Table 2 is due 

to the fact that insertion errors are infrequent in the training set which could be resolved 

by using data augmentation technique.

Therefore, we can confirm that, as it was expected, the V-RNN outperforms the other 

classifiers. This proves the utility of label dependency learning strategy in ASR error 

detection task. We believe also that combining advanced RNNs units such as LSTM or 

GRU, which are claimed the most effective RNNs, and label dependency strategy would 

give better results. We leave this as future work.

Table 4 Classification accuracies and  F-measures of  error type classification obtained 

with the four models trained using the best feature set

Feature set Accuracy (%) F-measure (%)

Correct Substitution Insertion Average

MLP 83.97 90.84 57.84 01.70 82.41

ULSTM 83.39 90.59 49.90 01.69 80.76

BLSTM 83.41 90.59 52.13 03.14 81.21

V-RNN 85.10 91.58 57.81 04.10 83.05
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Assessment of the performance of the predictor features

Tables 5 and 6 display the V-RNN error detection and error type classification perfor-

mance achieved on the test set using different features categories. Four settings are com-

pared, corresponding to different categories of features used in the V-RNN training.

The results in Table  5, show that when using the non-generic features, the V-RNN 

model achieves 85.85% as classification accuracy in ASR error detection, but has the 

worst RTF. When using only the generic features, the model achieves slightly lower 

results with a classification accuracy of 81.09%. Nevertheless, it can be considered as a 

satisfying result since to the best of our knowledge non of the reported works in the lit-

erature has produced similar results using only non-decoder features. Generic features 

are often used as a boosting factor for the performance of the ASR error detection sys-

tems and not as isolated features. Moreover, the very low RTF of the generic features 

makes them particularly suitable for real-time ASR error detection applications since, 

unlike non-generic features, we can potentially make a decision about the transcription 

errors in less time than a user needs for pronouncing the utterance. On the other hand, 

using the semi-generic feature set represents a good alternative to the non-generic fea-

tures since it provides an absolute improvement of 4.27% in the classification accuracy 

and also shows a significant improvement on RTF as compared to non-generic features 

with an RTF value below 0.3. Also, by checking the F-measures, we can observe that a 

relatively remarkable improvement is obtained when using the semi-generic features as 

compared to the generic features alone. This improvement is especially relevant for the 

error labels where the F-measure passed from 39.53% when using generic features to 

61.02% when using semi-generic features.

For error type classification, and taking a look at Table 6, we can observe that the 

F-measures change in correlation with the labels frequencies. Therefore, given that 

the insertion errors are less frequent than the substitution errors, the F-measure of 

Table 5 V-RNN classification accuracies, F-measures and  RTF of  error detection obtained 

based on generic versus non-generic and semi-generic features

Feature set Accuracy (%) F-measure (%) RTF

Correct Error Average

Non-generic 85.85 91.22 63.57 85.42 35.86815

Semi-generic 85.36 90.99 61.02 84.70 0.22128

Generic 81.09 88.80 39.53 78.47 0.00025

All 86.58 91.67 65.42 86.17 36.08944

Table 6 V-RNN classification accuracies and  F-measures of  error type classification 

obtained based on generic versus semi-generic and non-generic features

Feature set Accuracy (%) F-measure (%)

Correct Substitution Insertion Average

Non-generic 84.77 91.28 61.51 00.32 83.40

Semi-generic 84.20 91.02 58.82 04.21 82.80

Generic 81.34 89.20 43.84 00.00 78.51

All 85.10 91.58 57.81 04.10 83.05
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the substitution is higher than the F-measure of the insertion. We observe also that 

there are small differences between the F-measures for the frequent labels (correct) 

obtained with each of the feature set. On the other hand, we observe a large differ-

ences between the F-measures of the less frequent labels (Insertion and Substitution) 

obtained with different feature set. It is clear that training V-RNN on semi-generic 

features gives close results in comparison to the non-generic feature set. In contrast, 

the best error classification results was achieved when using the total feature set. 

However, when comparing the F-measures for both type of errors e.g. Substitution 

and Insertion, we can confirm the superiority of the semi-generic features in error 

type classification task. One reason for this may be the effect of using contextual 

features, the F-measure of insertion labels when using the semi-generic features is 

04.21% compared to only 00.32% when using the non-generic features. Moreover, 

even when using only the generic features our results are still very positive, match-

ing many and improving some previous state-of-the-art systems with an accuracy of 

81.06%.

Detailed analysis

Effect of the training set size

We are aimed at investigating the generalization ability of the proposed V-RNN. For 

this reason we varied the size of the training set from 10 to 100% in 10% steps and 

observed the effect on ASR error detection accuracy as shown in Fig.  4. The first 

observation from this figure, is that as the size of the training data was reduced, the 

gap between the training and evaluation data performances became larger. It is also 

shown that when the training data size was reduced from 30 to 20% and gradually 

to 10%, the performance of the V-RNN model on the test set quickly degraded. This 

indicates that 20% of training samples is insufficient to train the classifier accurately.

Furthermore, it is clearly shown that the training accuracies still in progress 

even when using 100% of the training set. Thus, as claimed before, the size of the 

Fig. 4 Learning curve of the V-RNN with reduced training size on the ASR error detection task
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training set used in our experiments is not sufficient. Given that we are using only 

28.3 h of annotated speech while in other work reported in the literature authors 

use hundreds of hours of annotated speech to train their models. For example in [6], 

the training size is composed of 215 h of lecture English speech, also in [20] they 

make of use a larger training set of 488 h of French Broadcast News with manual 

transcriptions.

Post detection analysis

In this section, we are interested in analyzing the outputs of our error detection Frame-

work based on the V-RNN model. For this reason we preformed several comparisons 

between the Framework outputs and the ground truth labels in order to perceive recog-

nition errors that are difficult to detect.

Word length analysis

This analysis seeks to study the impact of word length on speech recognition errors and 

the detection of these errors. The result of this analysis is summarized in Fig.  5. This 

Figure shows general classification accuracy as well as precision and recall for detecting 

error words in the test set. The first observation from this figure, is that there is a cor-

relation between words length and the Framework performance, meaning that shorts 

erroneous word are very hard to be detected. We observe also that the words of length 

between 3 and 8 characters have the highest precision and recall, given that the average 

word length in English is 5.1 characters according to [21].

The present demonstrates that our proposed Framework is still suffering when deal-

ing with too short words and very long words. A possible explanation for this might be 

that most of short words are function words (see next section), so they have ambiguous 

meaning which make their assessment very hard. Another possible explanation for this 

is that very long words are generally infrequent so they may not appear on the training 

set.

Fig. 5 General classification accuracy, recall and precision for the erroneous word prediction by word length 

on the test set
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Function words analysis

Function words, called also stop words, are a category of words whose syntactic role is 

more important than the semantic role. These are generally the most frequent words 

in the corpus and are used to express grammatical relationships among other words 

within a sentence. On the other hand, non function words are generally semantic sup-

port words.

For this reason we collected a list of 179 English function words. Usually they are non-

content words like conjunctions (i.g. for, and, nor, but), determiners (i.g. the, my, some, 

this), prepositions (i.g. of, on , out), etc. It is clearly shown in Table 7 that the ASR error 

detection Framework performs better on non function words than on function ones. 

Furthermore, we noticed that about 38% of function words have a length of 3 characters 

or less. Thus this confirms the results presented in the previous subsection.

Word position analysis

Considering that our proposed V-RNN model predicts the label of the current word 

given its context, we believe that the position of the word within the utterance may affect 

the Framework performance.

In this direction, we look at the effect of word position on the system performance. 

We consider three position, Start Words, Middle Words and End Words. It is clearly 

shown in Table 8 that words in the middle of utterances present the best performance, 

followed by words situated at the end of utterances. This means that words in the middle 

benefit from both context, left and right, given that several features are base on the word 

context. While words at the beginning of the utterance remain difficult in assessment, 

meaning that it is hard to decide whether these words are correct or not. This is because 

the V-RNN works in forward, so it considers only the past to predict the correctness of 

the current word.

Word context analysis

Considering that the V-RNN model takes as input the previous word label in addition to 

the current input, we analyse the effect of the number of errors in each utterance on the 

Table 7 Function and non function words analysis on the test set

Accuracy (%) F-measure (%)

Correct Error Avg

Function words 85.85 91.22 63.57 85.42

Non function words 87.52 92.18 69.18 87.23

Table 8 Word position analysis on the test set

Accuracy (%) F-measure (%)

Correct Error Avg

Start words 79.65 85.38 66.57 79.42

Middle words 88.12 92.92 63.26 87.64

End words 85.13 89.88 72.01 84.89
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Framework performance. For this reason we experiment each group of utterances that 

have the same number of errors separately. Results are reported in Fig. 6.

It is clearly shown that the system performance decreases dramatically while the 

number of effective errors increases. We observe that, when there are 1, 2 or 3 errors 

in the utterance, the Framework performance archives respectively 86.74%, 83.64% 

and 81.89% of general accuracy. When the utterance has more errors the Framework 

is less accurate and could decrease to less than 70% in a context containing 11 errors 

or more. One explanation to this is that utterances that contain height number of 

errors are generally caused by height acoustic noise or a speech overlap, given that 

77.3% of the utterances in the test set have 3 errors or less.

Conclusion

In this paper we have evaluated and compared the effectiveness and efficiency of 

state-of-the-art features and models for automatic speech recognition error detection 

in a unified framework. We put special emphasis on handling the ASR errors inde-

pendently from the decoder’s internal information using a generic Framework based 

on a set of predictor features derived exclusively from the recognizer output. The 

experimental results have shown that the generic features can provide confirmatory 

evidence of the correctness of word in the output transcription of ASR systems, nev-

ertheless the best ASR error detection accuracy (86.58%) is achieved when combining 

all predictor features. The main source of computational complexity appears to origi-

nate from the non-generic features (around 35.9 RTF). On the other hand, using the 

semi-generic feature set represents a good trade-off between accuracy (85.36%) and 

RTF (below 0.3), which makes them suitable for time-constrained ASR error detec-

tion applications. The same results could be generalized for the ASR error classifica-

tion. The results have also shown that the V-RNN model significantly outperforms the 

other RNN models on the ASR error detection and classification. The V-RNN model 

is not only efficient for ASR error detection but also it is 10 times faster than the best 

stat-of-the-art based RNN models. However, despite these promising results, the best 

performing system is still suffering when dealing with words at the beginning of the 

Fig. 6 General classification accuracy by number of error in the utterance on the test set
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utterance, function words, very short and very long words. Therefore there is clearly 

substantial room for improvement. We believe that using more data for training and 

combining advanced RNNs units such as LSTM or GRU, which are claimed the most 

effective RNNs, and label dependency strategy would give better results. In addition, 

more fundamental issues on deletion errors detection and cross evaluation of the 

error detection system on different transcriptions from different ASR systems need to 

be addressed for significant progress.
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