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ABSTRACT: The key physical processes responsible for inner-core structural changes and associated fluctuations in the

intensification rate for a recent, high-impact western North Pacific tropical cyclone that underwent rapid intensification

[Nepartak (2016)] are investigated using a set of convection-permitting ensemble simulations. Fluctuations in the inner-core

structure between ringlike andmonopole states develop in 60%of simulations. A tangentialmomentumbudget analysis of a

single fluctuation reveals that during the ringlike phase, the tangential wind generally intensifies, whereas during the

monopole phase, the tangential wind remains mostly constant. In both phases, the mean advection terms spin up the

tangential wind in the boundary layer, whereas the eddy advection terms deepen the storm’s cyclonic circulation by spinning

up the tangential wind between 1.5 and 4 km. Calculations of the azimuthally averaged, radially integrated vertical mass flux

suggest that periods of near-constant tangential wind tendency are accompanied by a weaker eyewall updraft, which is

unable to evacuate all the mass converging in the boundary layer. Composite analyses calculated from 18 simulations

produce qualitatively similar results to those from the single case, a finding that is also in agreement with some previous

observational and modeling studies. Above the boundary layer, the integrated contribution of the eddy term to the tan-

gential wind tendency is over 80% of the contribution from the mean term, irrespective of inner-core structure. Our results

strongly indicate that to fully understand the storm’s three-dimensional evolution, the contribution of the eddies must be

quantified.
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1. Introduction

The vast majority of the most intense and destructive trop-

ical cyclones across all ocean basins undergo rapid intensifi-

cation (e.g., Wang and Zhou 2008; Shu et al. 2012; Lee et al.

2016). Rapid intensification (RI) is defined as the 95th per-

centile of all 24-h intensity changes for storms over the ocean,

which equates to values greater than 15m s21 (24 h)21 (Kaplan

and DeMaria 2003; Kaplan et al. 2010). Accurately forecasting

the timing and magnitude of RI remains one of the most dif-

ficult challenges in modern-day meteorology, with little nota-

ble improvement in operational intensity forecasts in the past

30 years, especially at shorter lead times (e.g., DeMaria et al.

2014; National Oceanic and Atmospheric Administration

2017). The difficulty in accurately forecasting the timing and

magnitude of RI stems partly from its multiscale nature, with

interacting processes over scales ranging from the environ-

mental scale, through the vortex scale, and down to the

microscale (e.g., Kaplan et al. 2010), and partly from an

incomplete knowledge of the key physical processes them-

selves (e.g., Rogers et al. 2013).

On the scale of the storm’s inner core, structural changes can

strongly influence the intensification rate. In the case of

eyewall replacement cycles, when the entire primary eyewall

of a strong, mature tropical cyclone weakens and is replaced

by a contracting outer or secondary eyewall, these changes can

be dramatic and result in pronounced intensity fluctuations

(e.g., Willoughby et al. 1982; Sitkowski et al. 2011; Abarca and

Montgomery 2013). In other situations, structural changes can

be more subtle, as with vortex Rossby waves (e.g., Guinn and

Schubert 1993; Montgomery and Kallenbach 1997) where the

storm’s mean negative radial potential vorticity gradient sup-

ports outward-propagating vortex Rossby waves analogous to

planetary-scale Rossby waves in the midlatitudes (Macdonald

1968). More fundamentally, the towering ring of enhanced,

diabatically generated eyewall potential vorticity can become

barotropically unstable and break down into either discrete

mesovortices or a monopolar vorticity structure (e.g., Schubert

et al. 1999; Rozoff et al. 2006, 2009). This instability mechanism

mixes vorticity, momentum and high-entropy air between the

eye and eyewall, which can have a pronounced impact on the

radial profiles of inner-core inertial stability and momentum

(e.g., Kossin and Schubert 2001; Cram et al. 2007; Hendricks

and Schubert 2010; Hendricks et al. 2012, 2014).

Structural characteristics of the inner core most favorable

for intensification were identified by Kossin and Eastin (2001),

who constructed radial profiles of angular velocity and relative

vorticity using aircraft data from a 20-yr dataset of Atlantic and

eastern North Pacific tropical cyclones. They demonstratedCorresponding author: Sam Hardy, s.hardy1@leeds.ac.uk
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that the highest rates of intensification occurred when the inner

core had a ringlike structure with high values of relative vor-

ticity in the eyewall surrounding lower values in the eye

(termed regime 1). Conversely, intensification rates were much

lower when the relative vorticity profile was largely monotonic

(their regime 2). Similar results were documented for

Hurricanes Olivia (1994; Reasor et al. 2000), Elena (1985;

Corbosiero et al. 2005, 2006) and Guillermo (1997; Reasor

et al. 2009), and in the composite study by Rogers et al. (2013),

suggesting that this relationship between inner-core structure

and the intensification rate could be widely representative of

developing tropical cyclones in other ocean basins.

Despite the robust body of observational evidence sup-

porting the relationship between tropical cyclone inner-core

structure and intensification rate, numerical modeling studies

have been few, with only a single hurricane [Katrina (2005)]

analyzed in detail (Nguyen et al. 2011; Hankinson et al. 2014;

Reif et al. 2014). Nguyen et al. (2011) and Hankinson et al.

(2014) both ran convection-permitting (0.058 horizontal grid
spacing), hydrostatic simulations of Katrina’s intensification

using the Australian Bureau of Meteorology’s Tropical

Cyclone Limited Area Prediction System model. In their

analysis of a single simulation, Nguyen et al. (2011) showed

that Katrina’s inner core fluctuated between symmetric

(ringlike) and asymmetric (monopole) states, and that the

strongest increases in low-level wind speed occurred prefer-

entially during the ringlike phase, in agreement with the results

from earlier observational studies.

During the ringlike phase, the wind speed strengthened near

the radius of maximum mean tangential wind whereas during

the monopole phase, mixing of vorticity and high-entropy air

between the eye and the eyewall increased the wind speed in

the eye, but weakened the flow near the radius of maximum

wind. Nguyen et al. (2011) hypothesized that a combination of

barotropic and convective instabilities could be driving the

ringlike to monopole transition. In contrast, Nguyen et al.

(2011) suggested that the monopole to ringlike transition was

preceded by the development of convection beyond the radius

of maximum wind, in a region of enhanced convective insta-

bility, which subsequently moved inward in a similar manner to

the secondary eyewall during an eyewall replacement cycle.

Nguyen et al. (2011) termed these fluctuations between ringlike

and monopole states vacillation cycles. Hankinson et al. (2014)

tested the sensitivity of the simulated vortex to changes in

several parameters, including the sea surface temperature

(SST), using a 22-member ensemble. A large number (77%) of

their simulations produced vacillation cycles, with development

favored over higher SSTs and for vortices characterized by a

reversal in sign of the radial vorticity gradient, further suggesting

that a combination of convective and barotropic instabilities

could be driving the ringlike to monopole transition.

The foregoing results suggest that to fully understand the

relationship between intensification and inner-core structure,

the role played by localized deep convection in the inner core

on the three-dimensional evolution of the vortex must be

quantified (see discussion of the rotating convection paradigm

inMontgomery and Smith 2014, 2017; Zhu and Smith 2020). In

the rotating convection paradigm, convective updrafts locally

amplify the vorticity by vortex-tube stretching, and these

patches of enhanced vorticity eventually aggregate to form a

central vorticity monopole (Montgomery and Smith 2017). As

such, the paradigm builds on the classical intensification

mechanism of Ooyama (1969), in part by incorporating the

collective effects of asymmetric processes on the spinup of the

maximum tangential wind in the vortex. Given the growing

support for the rotating convection paradigm and the robust

observational evidence for a relationship between inner-core

structure and intensification rate, the purpose of this paper is to

test the validity of the paradigm for a recent, high-impact

western North Pacific Super Typhoon that underwent fluctu-

ations in its intensification rate [Nepartak (2016)]. Convection-

permitting ensemble simulations and tangential momentum

budget analyses will be used to quantify the respective roles of

axisymmetric and asymmetric processes during intensification.

The remainder of the article is structured as follows.

Section 2 introduces the numerical model used for the

convection-permitting ensemble simulations, alongside the

tangential momentum budget equation and themethod used to

characterize the storm’s inner-core structure. In section 3, a

brief synoptic overview of Nepartak is presented, before the

ensemble simulations are summarized. Section 4 identifies the

contributions of axisymmetric and asymmetric processes dur-

ing periods of differing intensification rate during Nepartak’s

RI for a single simulation, before composite analyses are de-

veloped using data frommultiple simulations. The relationship

between the likelihood of inner-core fluctuations and both

mesoscale and convective-scale processes is discussed in

section 5, and the conclusions are given in section 6.

2. Data and methods

a. Numerical model

A limited-area configuration of the Met Office Unified

Model (MetUM; Cullen 1993) has been used to produce

convection-permitting ensemble forecasts for TyphoonNepartak.

The MetUM solves the full, deep-atmosphere, nonhydrostatic

equations of motion using a semi-implicit, semi-Lagrangian

numerical scheme (see Wood et al. (2014) for details). Model

prognostic variables are discretized on to a grid with Arakawa

C grid staggering (Arakawa and Lamb 1977) in the horizontal

and Charney–Phillips grid staggering (Charney and Phillips

1953) in the vertical, with a hybrid height–terrain-following

vertical coordinate.

The science configuration of the MetUM used in the en-

semble is the tropical version of the Regional Atmosphere and

Land 1 (RAL1) configuration presented in Bush et al. (2020)

(known as RAL1-T), but with reduced air–sea drag at high

wind speeds, as motivated by observational data (Powell et al.

2003; Black et al. 2007). This single change has been shown to

improve the match to the observed wind–pressure relation of

tropical cyclones and will be included in RAL2-T. Note that

RAL1-T does not include a source term in the boundary layer

scheme representing heating from the dissipation of turbu-

lence, known to generate more intense storms in numerical

models (Zhang and Altshuler 1999; Jin et al. 2014).
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The regional model domain consists of 1098 and 810 grid

points in the zonal and meridional directions, respectively,

with a grid spacing of 0.048 (about 4.4 km) in both directions

(Fig. 1a). The domain has been constructed so that Nepartak is

located well inside the lateral boundary at the initialization

time of each forecast. In the vertical direction there are 80

levels, the spacing of which increases quadratically with height,

relaxing toward a horizontal lid 38.5 km above sea level. The

model time step is 75 s.

Each member of the ensemble is one-way nested inside a

corresponding member of the Met Office global ensemble

prediction system, MOGREPS-G (Bowler et al. 2008). The

science configuration of the MetUM used in MOGREPS-G is

known as Global Atmosphere 6.1 (GA6.1; Walters et al. 2017),

which is currently used operationally at the Met Office for

global numerical weather prediction. The global model grid

spacings are 0.458 and 0.38 in the zonal and meridional direc-

tions (about 50 km 3 33 km in the tropics), corresponding to

800 and 600 grid points, respectively. In the vertical there are

70 levels up to a fixed model lid 80 km above sea level. The

model time step is 12 min.

Initial conditions for each MOGREPS-G member are

formed by adding perturbations to the Met Office global

analysis, where the perturbations are generated using an

ensemble transform Kalman filter (Bishop et al. 2001).

MOGREPS-G also includes two stochastic physics schemes to

represent the effects of structural and subgrid-scale model un-

certainties: the random parameters scheme (Bowler et al. 2008)

FIG. 1. (a) Regional model domain and orography. The black line shows the International Best TrackArchive for

Climate Stewardship (IBTrACS) observed track of Typhoon Nepartak (2016) with the red circles showing the

position of the storm at the initialization times of the four forecasts analyzed in this study: 1200 UTC 2 Jul,

0000 UTC 3 Jul, 1200 UTC 3 Jul, and 0000 UTC 4 Jul 2016, and the black circles showing the position of the storm

every 24 h between 1200 UTC 4 Jul and 1200 UTC 9 Jul 2016. The 12 RAL1-T ensemble forecasts initialized at

1200 UTC 2 Jul 2016 are overlaid according to the legend, with the corresponding markers denoting the storm

position every 24 h from T1 0 to T1 120. (b) Mean track error (km) as a function of forecast lead time, where the

mean is taken across all members and all forecasts. (c) Comparison of the maximum 10 m wind speed of Typhoon

Nepartak (2016) between the IBTrACS best track data (thick black line) and the 12 RAL1-T ensemble forecasts

initialized at 1200 UTC 2 Jul 2016 (thin lines). Overlaid are the start and end times of Nepartak’s rapid intensifi-

cation from the IBTrACS dataset (black dashed lines).
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and the stochastic kinetic energy backscatter scheme (Bowler

et al. 2009). The initial state of each MOGREPS-G member is

interpolated to the finer regional grid to generate initial con-

ditions for the nested convection-permitting ensemble mem-

bers. In other words, there is no data assimilation or vortex

specification scheme in the regional model itself, but central

pressure estimates from tropical cyclone warning centers are

assimilated as part of the global data assimilation cycle

(Heming 2016). Lateral boundary conditions for each

convection-permitting member are provided by the driving

MOGREPS-G member at an hourly frequency. The initial

SSTs, which differ between perturbed members, are held fixed

throughout each forecast. No stochastic physics schemes are

included in the convection-permitting ensemble, so that en-

semble spread is purely the result of differences in initial and

boundary conditions inherited from the drivingmodel. In total,

four 12-member convection-permitting ensemble forecasts

were produced for Nepartak, initialized every 12 h between

1200 coordinated universal time (UTC) 2 July 2016 and

0000 UTC 4 July 2016. All forecasts were run out to 5 days, and

in all analyses, the model spinup period (0 to 24 h into the

forecast; hereafter, given in the form T1 0 to T1 24) has been

discarded.

b. Budget analysis

TANGENTIAL MOMENTUM EQUATION

To identify the key processes responsible for changes in the

swirling flow around the storm, the storm-relative azimuthally

averaged tangential momentum equation is analyzed using a

similar method to Persing et al. (2013). First, the storm center is

identified on each model level using the minimum wind speed

within 0.158 of the minimum pressure on that model level.1

Then, all variables are interpolated onto a cylindrical grid

centered on the local storm center, and decomposed into azi-

muthally averaged (mean) and asymmetric (eddy) compo-

nents, defined by the overbar and prime symbols, respectively.

The eddy component represents the departure from the mean

at each grid point. The rate of change of the azimuthally av-

eraged tangential wind is

›y
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where t is time, u, y, andw are the radial, tangential and vertical

velocity components, respectively; z is the vertical component

of relative vorticity; and f is the Coriolis parameter. In Eq. (1),

the left-hand side represents the local mean tangential wind

tendency, and the right-hand-side terms represent the mean

radial vorticity flux (Vmz), the mean vertical advection of mean

tangential momentum (Vmy), the eddy radial vorticity flux

(Vez), the vertical advection of eddy tangential momentum

(Vey), and the combined horizontal and vertical diffusive ten-

dency of tangential momentum (Vd). As a consequence of the

partitioning method, localized asymmetric features project

onto both the mean and eddy terms. For example, a vertical

velocity maximum will project onto both Vmy and Vey in

Eq. (1). The horizontal (Fh) and vertical (Fy) components ofVd

are calculated on the model’s Cartesian grid following the

method of Persing et al. (2013):
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These expressions are subsequently transformed into cylin-

drical coordinates. The turbulent stress tensor components are

expressed in the following form (Kundu and Cohen 2002,

p. 561), where r is the dry air density and nh and ny are the

horizontal and vertical eddy viscosities, respectively:
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The azimuthally averaged pressure gradient term [e.g., Persing

et al. 2013, their Eq. (12)] is several orders of magnitude

smaller than the other terms, and has been neglected. For the

analysis of a single simulation in sections 4a and 4b, data with

an output frequency of 5 min are used, whereas the composite

analysis in section 4c is based on data output every 1 h.

c. Characterizing inner-core structure

Once the storm center has been identified on each model

level using the method described above, the inner-core struc-

ture is characterized as follows:

d On each model level, a cylindrical grid is constructed about

the storm center identified on this level, using 5 km radial

bands out to a radius of 50 km. The relative vorticity field

is interpolated on to this cylindrical grid, and the azimuthal

and 1–4 km layer average is computed.
d At each time, the ratio of the relative vorticity at the storm

center, z0, and that at the radius of maximum vorticity, zx
[hereafter, the vorticity ratio (z0/zx)5 R] is computed. For a

monopolar inner core with maximum vorticity at its center,

1 This method, which effectively removes the vortex center tilt,

was chosen because it improved the accuracy of the budget cal-

culation. The maximum horizontal displacement between the local

center at the surface and that on any other model level is 0.198.
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R 5 1, whereas for a ringlike inner core with maximum

vorticity some distance from the center, R , 1.
d A three-point running average is applied to the time series

of R, and four phases are defined:

1) Ringlike phase: local minima of R;

2) Ringlike to monopole transition: ›R/›t greater than 0;

3) Monopole phase: R 5 1;

4) Monopole to ringlike transition: ›R/›t less than 0.

The ringlike andmonopole phases correspond to regimes 1 and

2 from the observational study of Kossin and Eastin (2001), re-

spectively. Their analysis of Hurricane Olivia (1994) showed that

transitions between regimes can occur in less than 1 h. In the

analysis herein, fluctuations with periods . 24 h are ignored,

which excludes lower-frequency eyewall replacement cycles.

3. Super Typhoon Nepartak (2016)

a. Synoptic overview

Nepartak was a high-impact and deadly storm, directly

responsible for 108 fatalities and economic losses of over

$1.85 billion (U.S. dollars) (World Meteorological Organization

2017). Nepartak first developed as a tropical depression close

to Guam on 2 July 2016, before strengthening to a tropical

storm on 3 July 2016 as it moved west-northwestward around

the southern flank of an extensive subtropical ridge. In favor-

able environmental conditions defined by SSTs $ 308C and

200–850 hPa shear # 5 m s21, Nepartak rapidly intensified to

become a category 5 tropical cyclone between 1200UTC 4 July

and 0600 UTC 6 July as it continued its northwestward

track, with maximum 10 m wind speed increasing from 28 to

80 m s21 and minimum mean sea level pressure falling from

985 to 907 hPa over the same period (Fig. 1c). This period of

intensification included a 24-h increase in wind speed of

36 m s21 between 0000 UTC 5 and 6 July, over twice the

threshold for RI.

During Nepartak’s main period of intensification between

1200 UTC 4 July and 0600 UTC 6 July, plots of brightness

temperature from the Morphed Integrated Microwave

Imagery at the Cooperative Institute for Meteorological

Satellite Studies satellite product (output at 15-min intervals)

demonstrate that Nepartak’s inner-core structure fluctuated

from a ringlike state at 1815 UTC 4 July, with a brightness

temperature minimum surrounding a well-defined maximum

(Fig. 2a), to a monopolar structure without a central maximum

in brightness temperature by 0230 UTC 5 July (Fig. 2b), before

the ringlike structure reformed by 1030 UTC 5 July (Fig. 2c).

As a caveat, although the ringlike pattern of deep convection in

these satellite images suggests enhanced vorticity, it does not

guarantee it. Nevertheless, the observations provide evidence

of a fluctuation in the inner-core structure from ringlike to

monopole and back again. These two observed inner-core

states are qualitatively similar to regimes 1 and 2 documented

by Kossin and Eastin (2001), and both the structure and timing

of the fluctuations are comparable to those in the microwave

satellite images of Katrina (2005) presented by Nguyen et al.

(2011, their Fig. 5). This observed fluctuation takes about 16 h

(cf. Figs. 2a,c), which is comparable to Katrina’s 17 h (cf. their

Figs. 5d,f), suggesting similarities in the mechanisms driving

the fluctuations in both cases.

b. Summary of ensemble forecasts

As discussed in section 3a, Nepartak’smainRI period occurred

between 1200 UTC 4 July and 0600 UTC 6 July 2016, after which

the storm remained a category 5 tropical cyclone until 0000 UTC

8 July 2016. The analysis herein focuses on four 12-member

RAL1-T ensemble forecasts initialized at 1200 UTC 2 July 0000

and 1200 UTC 3 July, and 0000 UTC 4 July, respectively, chosen

to encompass Nepartak’s early development and initial intensifi-

cation periods as well as the main period of RI.

The RAL1-T ensemble forecast initialized at 1200 UTC 2 July

2016 generally captures Nepartak’s observed motion according to

the International Best Track Archive for Climate Stewardship

(IBTrACS; Knapp et al. 2010) dataset (Fig. 1a). All simulations

produced awest-northwestward-moving storm, with amean track

error of about 150 km after 48 h, and 250 km after 96 h (Fig. 1b).

FIG. 2. Plots of brightness temperature (shaded, K) from the Morphed Integrated Microwave Imagery at CIMSS (MIMIC) product for

Typhoon Nepartak (2016), output every 15 min: (a) 1815 UTC 4 Jul, (b) 0230 UTC 5 Jul, and (c) 1030 UTC 5 Jul 2016. Source: http://

tropic.ssec.wisc.edu/real-time/mimic-TC/2016_02W/webManager/mainpage.html.
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Although almost all forecasts simulate an intensifying storm,

the modeled wind speed does not increase rapidly for 48 h as

in the IBTrACS analysis, nor does the model correctly capture

the timing of the peak 10 m wind speed (Fig. 1c). These are

expected results given the difficulty that even high-resolution

numerical models have in reproducing the timing and magni-

tude of RI (e.g., Short and Petch 2018). Nevertheless, 30 of the

48 total forecasts (63%) simulate a rapidly intensifying storm

within 12 h of the occurrence of RI in the IBTrACS dataset

(not shown), indicating that the model is able to capture the

timing and magnitude of RI reasonably well. Although

IBTrACS is a reliable indicator of the occurrence of RI, data

are available only every 6 h and thus cannot capture any

higher-frequency changes in wind speed associated with inner-

core fluctuations, which may occur on time scales of 6 h or less.

Generally, however, the performance of the ensemble fore-

casts relative to IBTrACS gives us confidence to proceed with

more detailed analysis of the key physical processes driving the

changes in inner-core structure during RI.

4. Results

Inner-core fluctuations are identified following the method

outlined in section 2c. This method uses R to define ringlike

andmonopole inner-core states, motivated by the results of the

observational study of Kossin and Eastin (2001). Fluctuations

between ringlike and monopolar states develop in 29 of the 48

forecasts (60%), providing sufficient data to calculate com-

posite diagnostics. In section 4c, composite analyses are cal-

culated using hourly data from the 16 simulations with themost

pronounced fluctuations, as defined by the magnitude of peak

to trough fluctuation in R.

The ringlike and monopole phases in these 16 simulations

share similarities with the two regimes identified by Kossin and

Eastin (2001) (Fig. 3). During the ringlike phase that corre-

sponds to their regime 1, the relative vorticity peaks at some

distance from the eye (cf. Figs. 3a,c), corresponding to values of

R, 1. Conversely, during the monopole phase, corresponding

to their regime 2, the relative vorticity is highest in the eye and

decreases radially outward (cf. Figs. 3b,d), which corresponds

to values of R 5 1. During Nepartak’s monopole phase, two

subsets of radial profile are evident. The first subset is char-

acterized by sharply decreasing relative vorticity outward from

the eye, whereas the second is characterized by almost constant

relative vorticity between radii of 0 and 15 km and weaker

relative vorticity in the eye than the first subset (Fig. 3d).

Nevertheless, the overall qualitative similarities between the

radial profiles of Nepartak and Diana suggest that the simu-

lated fluctuations are representative of realistic observed

changes in tropical cyclone inner-core structure.

FIG. 3. Radial profiles of angular velocity from observational flight-level data in Hurricane Diana (1984) taken

from Kossin and Eastin (2001) for their (a) regime 1 and (b) regime 2. Radial profiles of 1–4 km layer-averaged

relative vorticity from 16 Met Office Unified Model simulations of Typhoon Nepartak (2016) for the (c) ringlike

and (d) monopole phases.
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The contributions of the mean and eddy terms in Eq. (1) to

changes in the intensification rate in these 16 simulations are

discussed in section 4c. First, the changes in inner-core struc-

ture associated with a single fluctuation, which developed in

simulation em11 initialized at 1200 UTC 2 July 2016, are in-

vestigated in sections 4a and 4b.

a. Inner-core structural changes during a
single fluctuation

The inner-core structural changes during this fluctuation are

illustrated in a Hovmöller panel plot of layer-averaged tan-

gential wind tendency (Fig. 4a), radial wind (Fig. 4b) and ver-

tical velocity (Fig. 4c) motivated by Fig. 6 in Nguyen et al. (2011).

The tangential wind tendency and radial wind are averaged be-

tween heights of 1 and 1.5 km. This layer has been chosen to

capture any regions of outflow that develop just above the

surface-based inflow layer. Although the maximum tangential

wind generally occurs below 1 km (see, e.g., Zhang et al. 2011,

their Figs. 4 and 5), averaging between 1 and 1.5 km provides a

close approximation to its location and strength. Vertical velocity

is generally stronger in the low tomidtroposphere than nearer the

surface, and so is layer averaged between 1.5 and 4 km.

The tangential wind tendency can be split into three main

phases, the period of intensification between T1 51 andT1 60,

the near-constant wind speed between T 1 60 and T 1 69 and

the second period of intensification between T1 69 and T1 75

(Fig. 4a). Between T 1 51 and T 1 60, the eyewall moves

inward from a radius of about 35 to 20 km (Fig. 4c), coincident

with an increase in the mean tangential wind (Fig. 4a) and

associated inward movement of the absolute angular mo-

mentum (hereafter M) surfaces (Fig. 4b). This intensification

is followed by a period of near-constant wind speed, with

the eyewall updraft remaining around 20 km from the local

axis of rotation, between T 1 60 and T 1 69 (Fig. 4c). These

two states share similarities with regimes 1 and 2 described

by Kossin and Eastin (2001). The mean tangential wind in-

tensifies once more between T 1 69 and T 1 75, coincident

with a second inward movement of the eyewall updraft

(cf. Figs. 4a,b), indicating that periodic fluctuations in the

inner-core structure are occurring in conjunction with changes

in the intensification rate.

Between T 1 48 to T 1 78, there is often mean inflow im-

mediately outward of the main eyewall updraft (Fig. 4b). This

inflow is interspersed with pulses of outflow extending out from

the main eyewall updraft region such as at T1 54, T1 60, and

betweenT1 65 andT1 68. The small peak in outflow atT1 54

is accompanied by a weakening in the mean vertical velocity

(cf. Figs. 4b,c), suggesting that the convection at that time is

unable to evacuate all the incoming mass converging in the

boundary layer. The more pronounced weakening in the ver-

tical velocity at T 1 67 is accompanied by a pulse of outflow

extending out from the eyewall updraft region, suggestive of a

FIG. 4. Hovmöller plot of (a) tangential wind tendency (m s21 h21), (b) radial wind (m s21), and (c) vertical velocity (m s21) for sim-

ulation em11, initialized at 1200 UTC 2 Jul 2016, between T1 48 and T1 78. The radius of maximum wind (black contour) is overlaid in

all panels, and the mean tangential wind (blue contours, every 10 m s21, from 30 m s21) is overlaid on (a) and (b). Absolute angular

momentum (hereafter M) surfaces (dashed dark red contours; 1.0 and 1.5m2 s21) are overlaid in (b). In (a) and (b), the tangential wind

tendency, the radial wind, andM are calculated using a layer average between 1 and 1.5 km, and in (c), the vertical velocity is calculated

using a layer average between 1.5 and 4 km.
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systematic relationship between the radial wind between

heights of 1 and 1.5 km and the strength of the eyewall updraft.

This discussion will be developed further in section 4b.

Closer inspection of the three-dimensional storm evolution

also reveals times when intensity changes cannot be explained

by the classical axisymmetric intensification mechanism.

For example at T 1 57, the M-surfaces are moving inward

(Fig. 4b) and the mean tendency is forcing spindown of the

tangential wind (Fig. 5b) within this layer of strong outflow and

weak rising motion between r 5 40 and 100 km (Figs. 5a,c,d).

FIG. 5. Radius–height plots at T 1 57 from simulation em11, initialized at 1200 UTC 2 Jul 2016, using a 5-min output interval.

Azimuthally averaged (a) radial wind, (b) tangential wind, and (c) vertical velocity, all shaded according to the color bars with units m s21,

withM surfaces overlaid in (a) and (c) (gray contours; 0.5 to 2.5m2 s21, every 0.5m2 s21). The radial wind zero line (thin gray contour) is

overlaid in (a). Azimuthally averaged (d) combinedmean radial vorticity flux andmean vertical advection ofmean tangentialmomentum,

(e) combined eddy radial vorticity flux and eddy vertical advection of eddy tangential momentum, and (f) sum of all right-hand-side terms:

(d),(e) and the diffusive tendency of tangential momentum, and (g) local tangential wind tendency. Filled contours in (d)–(g) are shaded

according to the color bar beneath the plots (m s21 h21). Azimuthally averaged vertical velocity (yellow contour; 0.5 m s21), inflow and

outflow (solid and dashed black contours, respectively; 1.2m s21), the tangential wind tendency zero line (thin gray contour), and themean

location of maximum tangential wind (black star) are overlaid.
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One possibility is that the vertical advection of M is suf-

ficient to outweigh the negative radial advection of M

in this outflow layer. Alternatively, as shown in Fig. 5e,

the spindown forced by the mean is opposed by the

eddy tendency, resulting in weak spinup overall between

r 5 50 and 100 km (Fig. 5f).2 This result indicates that the

contribution of the eddies must not be neglected when

trying to understand the three-dimensional evolution of

the storm.

Figure 6 outlines the relationship between R and the inten-

sification rate. The inner core fluctuates between ringlike (R,
1) and monopolar (R 5 1) states, with a period of 9–12 h.

Although the ringlike and monopolar states themselves last

between 6 and 12 h, the transitions between these states take

only between 1 and 3 h, similar to the time scales found by

Kossin and Eastin (2001). During the ringlike phase when R,
1, the maximum azimuthally averaged relative vorticity mi-

grates about 10 to 15 km from the eye (Fig. 7). Conversely, the

FIG. 6. Time series of the vorticity ratio R (red line; values of 1.0 represent a monopole

structure, and values below 0.9 represent a ringlike structure). The panels are overlaid with

the (a) maximum azimuthally averaged tangential wind (m s21), (b) tendency of the maxi-

mum azimuthally averaged tangential wind (m s21 h21), and (c) mean sea level pressure

tendency (hPa h21). (top) The inset panels represent the 1.5–4 km layer-averaged relative

vorticity within a 1.08 3 1.08 box centered on the storm center during each of the identified

monopole and ringlike phases. Data are plotted for simulation em11, initialized at 1200 UTC

2 Jul 2016. The pink and blue shaded regions represent the ringlike and monopole phases,

respectively.

2 The degree of qualitative agreement between Figs. 5f and 5g

lends authority to this interpretation.
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maximum vorticity remains at r 5 0 km during the monopole

phase when R 5 1.

The maximum mean tangential wind (hereafter ymax) in-

tensifies periodically, interspersed with periods of little change

or even weakening (Figs. 6a,b). There are four pronounced

periods of intensification, two of which occur in the ringlike

phase (T1 54 and T1 58) and two preceding the monopole to

ringlike transition (T1 48 and T 1 72; Fig. 6b), with a smaller

peak atT1 65. The ringlike tomonopole transition is generally

associated with near-constant or weakening ymax throughout

(Fig. 6b). These results indicate that high-frequency (1–2 h)

fluctuations in the intensification rate develop within periods

characterized by ringlike and monopole structure, making it

difficult to define a simple relationship between intensification

rate and inner-core structure.

The minimum sea level pressure tendency exhibits a stron-

ger relationship with R, with the most pronounced pressure

falls occurring when R, 1 and near-constant or weak positive

tendencies when R 5 1 (Fig. 6c). The periodic changes in the

inner-core relative vorticity profile are shown in the inset plots

at the top of Fig. 6. These simulated ringlike to monopole

transitions share qualitative similarities with the observed

transitions shown in Figs. 2a and 2b, suggesting that they are

representative of real-world vortex behavior.

b. Tangential momentum budget analysis
of a single fluctuation

The short periods chosen to represent the ringlike and

monopole phases in this section are representative of the

overall behavior of the storm during each phase. Although

the sign and magnitude of the tendency of ymax fluctuate

throughout both phases (Figs. 6a,b), the respective contribu-

tions from the mean and eddy terms during the chosen periods

in this section are generally representative of the contributions

over all times in each phase (not shown).

In Fig. 8, the contribution of the eddy terms in Eq. (1) to the

mean tangential wind tendency has been integrated radially

between 0 and 50 km and vertically between the surface and

1.5 km (dashed line), and between 1.5 and 8 km (solid line).

The contribution has then been expressed as a percentage of

the contribution from the mean terms. Within the lowest

1.5 km, the eddies contribute between 25% and 45% of the

mean total tendency, indicating that although the mean term

contributes more strongly to intensity change between T 1 48

and T1 78, the eddy term cannot be ignored. Between 1.5 and

8 km, the eddies contribute between 65% and 110% of the

mean, showing that the contribution of the asymmetric com-

ponent of the flow must be quantified to fully understand the

simulated storm’s intensification. Comparison with Fig. 7 sug-

gests that for this storm at least, the contribution of the eddies

is not systematically tied to changes in the inner-core structure,

as was hypothesized for Katrina by Nguyen et al. (2011) and

Hankinson et al. (2014). Additional analysis of the eddy terms

with higher-resolution simulations may be required to de-

termine whether these conclusions apply more generally to

intensifying tropical cyclones undergoing fluctuations in

inner-core structure.

1) RINGLIKE PHASE (T 1 53.5 TO T 1 54.5)

The key physical processes responsible for changes in the

intensification rate associated with Nepartak’s inner-core

fluctuations are identified by analyzing the tangential mo-

mentum equation [Eq. (1)]. Similar analyses have identified

the processes responsible for secondary eyewall formation in

mature tropical cyclones (e.g., Abarca and Montgomery 2013;

Qiu and Tan 2013; Zhu and Zhu 2014;Wang et al. 2016; Huang

et al. 2018).

The eyewall updraft is located at a radius of 20–25 km from

the axis of rotation (Fig. 9c), the surface-based inflow layer and

the upper-level (between about 12 and 16 km) outflow layers

comprise the secondary circulation (Fig. 9a), and the swirling

primary circulation has a maximum between 40 and 45 m s21

in the lowest 1 km (Fig. 9b), about 25 km from the storm

center. Another prominent feature is the shallow outflow

layer above where the surface-based inflow terminates at

about 10 km radius (Fig. 9a).

FIG. 7. Time series of the vorticity ratio R (red line; values of 1.0

represent a monopole structure, and values below 0.9 represent a

ringlike structure) against the radius of the maximum azimuthally

averaged 1–4 km relative vorticity (black line; km). Data are

plotted for simulation em11, initialized at 1200 UTC 2 Jul 2016.

FIG. 8. Time series of the tendency of the maximum azimuthally

averaged tangential wind (blue line; m s21 h21). Overlaid is the

radially (0–50 km) and vertically integrated contribution of the

combined eddy term to the azimuthally averaged tangential wind

tendency, plotted as a percentage of the contribution from the

combined mean term (%). The dashed gray line represents the

integral over the vertical layer between 0 and 1.5 km, and the solid

gray line represents the integral over the layer between 1.5 and

8 km.Data are plotted for simulation em11, initialized at 1200UTC

2 Jul 2016.
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In general, there is good qualitative agreement between

the left- and right-hand sides of the budget, away from the

innermost 10–15 km between the surface and 6 km in height

(Figs. 9f,g). In this region, the mean tangential wind tendency

calculated using the forcing terms on the right-hand side is

much larger than the local tendency. The relatively poor per-

formance of the analyses in this region is associated with nu-

merical errors in the computation of terms in Eq. (1). The local

tangential wind tendency on the left-hand side is computed

using data output every 5 min (rather than the model time step

FIG. 9. Radius–height plots of the ringlike phase, calculated using data between T 1 53.5 and T 1 54.5 from simulation em11,

initialized at 1200 UTC 2 Jul 2016, using a 5-min output interval. Azimuthally averaged (a) radial wind, (b) tangential wind, and

(c) vertical velocity, all shaded according to the color bars with units m s21, withM surfaces overlaid in (a) and (c) (gray contours; 0.5 to

2.5 m2 s21, every 0.5 m2 s21). The radial wind zero line (thin gray contour) is overlaid on (a). Azimuthally averaged (d) combined mean

radial vorticity flux and mean vertical advection of mean tangential momentum, (e) combined eddy radial vorticity flux and eddy

vertical advection of eddy tangential momentum, and (f) sum of all right-hand-side terms: (d),(e) and the diffusive tendency of tan-

gential momentum, and (g) local tangential wind tendency. Filled contours in (d)–(g) are shaded according to the color bar beneath the

plots (m s21 h21). Azimuthally averaged vertical velocity (yellow contour; 0.5 m s21), inflow and outflow (solid and dashed black

contours, respectively; 1.2 m s21), the tangential wind tendency zero line (thin gray contour), and the mean location of maximum

tangential wind (black star) are overlaid.
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of 75 s), and is thus an approximation. In addition, the ad-

vection and diffusive tendency terms on the right-hand side

are calculated using centered spatial differences, whereas

the MetUM uses a semi-Lagrangian advection scheme.

These issues were noted by Persing et al. (2013, p. 12 318) and

Montgomery et al. (2020) among others, indicating the exis-

tence of some intrinsic uncertainty in these types of budget

calculations. Nevertheless, the general agreement between

left- and right-hand sides of the budget provides strong support

for our interpretation of the forcing terms on the right-hand

side of Eq. (1).

The strong positive contribution of the combinedmean term

(Fig. 9d) to themean tangential wind tendency in the boundary

layer is dominated by the import of mean absolute vorticity by

the boundary layer inflow, as in previous idealized modeling

studies (e.g., Zhang et al. 2001; Bui et al. 2009; Persing et al.

2013) and simulations of real cases (e.g., Sun et al. 2013; Wang

et al. 2016; Huang et al. 2018). In addition, the region of pos-

itive mean tangential wind tendency within the eyewall updraft

region between 6 and 13 km (Fig. 9d) is similar to that found by

Sun et al. (2013) in their study of Typhoon Sinlaku (2008), and

by Persing et al. (2013) in their idealized study on the role of

asymmetric processes on RI. Within the surface-based inflow

layer, the mean term leads to spinup, opposed by the eddies,

but between 1.5 and 8 km, the eddies are almost equal in

magnitude but opposite in sign (cf. Figs. 8 and 9d,e). In

particular, the eddies contribute to the spinup of the tan-

gential wind immediately above the location of ymax and

inside the main eyewall updraft region between 2 and 8 km

(cf. Figs. 9e,f). The mean influx of relative vorticity spins up

ymax, but the combined effect of the eddies is to deepen the

cyclonic circulation and move the eyewall updraft region

inward. The importance of the eddies in intensifying the

swirling flow in the eyewall affirms the findings from the

idealized studies of Persing et al. (2013) and Montgomery

et al. (2020).

2) MONOPOLE PHASE (T 1 65 TO T 1 66)

In the 10.5 h between the ringlike phase and the start of the

monopole phase, the eyewall has migrated inward to a position

about 10–15 km from the storm center (Fig. 10c), consistent

with the evolution shown in Fig. 4c. The M surfaces have

moved inward (cf. Figs. 9c and 10c), coincident with an increase

in ymax to between 50 and 55 m s21 (cf. Figs. 9b and 10b). In the

lowest 4 km, both the mean and eddy terms have strengthened,

with tendencies now greater than 20 m s21 h21 (Figs. 10d,e).

As a percentage of the contribution from the combined mean

term to the tangential wind tendency however, the eddy con-

tribution is similar to that in the ringlike phase (Fig. 8).

As in the ringlike phase, the combined mean term spins up

the mean tangential wind at ymax, strongly opposed by the

eddies, resulting in only weak spin up (Figs. 10d–f).

Immediately above ymax in the eyewall updraft region between

2 and 4 km, the combined eddy term spins up the vortex

(Figs. 10e,f). The role of the eddies in spinning up the mean

tangential wind in this region supports the findings from the

idealized studies of Persing et al. (2013) andMontgomery et al.

(2020) and the case studies of real events by Smith et al. (2017)

and Leighton et al. (2018), as well as the Wang et al. (2016)

study on secondary eyewall formation. Conversely, additional

modeling studies on secondary eyewall formation found that

the eddies played a less prominent role in spinning up the

vortex above the boundary layer (e.g., Sun et al. 2013; Zhu and

Zhu 2014; Huang et al. 2018). These differences could be as-

sociated with case-by-case variability, or differences in model

setup between idealized studies and case studies of real events.

For example, the idealized studies of Zhu and Zhu (2014) and

Wang et al. (2016) lacked an environmental vorticity gradient

or vertical shear.

As in the ringlike phase, the budget analyses demonstrate

strong qualitative agreement, notwithstanding the relatively

poor performance in the innermost 10–15 km (Figs. 10f,g). On

the large scale, the qualitative similarities between the con-

tributions from the mean and eddy terms in both ringlike and

monopole phases indicate that above the surface-based in-

flow layer, the eddies contribute almost the same as the mean

term to changes in vortex strength, during both periods of

intensification and near-constant wind speed (Fig. 8).

This result again shows that the contribution of the eddies

to intensification must be quantified to fully understand the

three-dimensional evolution of the vortex.

3) COMPARISON BETWEEN ALL PHASES

Since ymax is used as the metric to characterize the vortex

intensity in this paper, it is appropriate to investigate processes

contributing to intensity changes at the location of ymax. To this

end, the contributions of the combined mean, eddy, and

diffusion terms in Eq. (1) to the mean tangential wind ten-

dency at the location of ymax, during the ringlike and

monopole phases as well as the transitions between them, are

shown in Table 1. Note that ymax is almost always located

within the surface-based inflow layer where frictional forces

are expected to be important. In fact, during all four phases,

both the eddy and diffusion terms make a substantial con-

tribution to the evolution of ymax, indicating that M is not

(approximately) materially conserved at this location. For

this reason, the classical mechanism of vortex spin up cannot

be invoked to fully explain intensity changes. As shown

earlier in Figs. 9 and 10, the eddies largely oppose the spin up

of ymax by the mean term.

Radius–height plots of the local mean tangential wind ten-

dency and the radial wind are shown in Figs. 11 and 12, re-

spectively, for the four inner-core regimes. During the ringlike

phase, the strongest increase in the tangential wind is relatively

far inside the starting location of ymax (Fig. 11a). The location

of ymax moves inward during the period, but does not follow the

M surface, again indicating thatM is not conserved there. This

result reflects the strong contribution from the eddy term to the

mean tangential wind tendency at ymax (Table 1), further

demonstrating that we cannot use the movement of the M

surfaces to predict how ymax will change.

The fact that ymax is located within the strong surface-based

inflow layer in all regimes (Fig. 12) suggests that changes in

ymax will be strongly influenced by changes in the boundary

layer inflow. Indeed, inflow in this layer strengthens and

deepens between the ringlike phase and the ringlike to monopole
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transition (cf. Figs. 12a,b), indicative of the boundary layer spinup

mechanism3 in operation. However, because the flow in this

region is tightly coupled to the flow immediately above the

boundary layer and is fully nonlinear, it is difficult to separate

the inflow induced by the eyewall convection from that induced

by the boundary layer spinup mechanism (see discussion

in Smith and Montgomery 2015, their p. 3028). During the

ringlike to monopole transition, ymax moves little despite the

tangential wind tendency at small radii strengthening relative

to the ringlike phase (Fig. 11b). The inner-core region is

spinning up, but ymax itself lies within a region where the ten-

dency is almost zero. This pattern is consistent with a mixing of

the highest momentum air from the eyewall into the eye (e.g.,

Schubert et al. 1999).

The tangential wind tendencies are much weaker during the

monopole phase (Fig. 11c). As in the ringlike phase, ymax

FIG. 10. As in Fig. 9, but between T 1 65 and T 1 66, representative of the monopole phase.

3 In the boundary layer spinup mechanism, air parcels in the

boundary layer loseM to the surface as they spiral inward and their

radius decreases. However, if the air parcels spiral inward quickly

enough, the decrease in radius will be larger than the decrease inM

and the tangential wind [y5 (M/r)2 (1/2)fr2] can actually increase,

exceeding its value immediately above the boundary layer (see

discussion and associated references in Montgomery and Smith

(2017), their p. 549).
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moves relative to the M surface at its starting point, indicative

of the nonconservation ofM related to the strong contribution

of the asymmetric component of the flow (Table 1). Although

the inflow layer remains strong, the sloping region of outflow

immediately above it strengthens too, indicating that the up-

draft is not able to evacuate all the mass converging in the

boundary layer (Fig. 12c). During the monopole to ringlike

transition, there is strong spindown near the rotation axis and

strong spinup at ymax (Fig. 11d). The inward radial movement

of the M surface shows that the vortex is spinning up through

the depth of the lowest 5 km, not just at ymax (Fig. 11d).

However, the extension of the region of enhanced outflow

outside themain eyewall updraft region indicates that, as in the

monopole phase, the updraft is not able to evacuate all the

mass converging in the boundary layer (Fig. 12d), providing

a possible brake on the intensification rate of the storm (see

e.g., Kilroy et al. 2016, p. 496).

The ability of the eyewall updraft to evacuate the mass

converging in the boundary layer is quantified by calculating

the difference in azimuthally averaged, radially integrated

(between 0 and 50 km) vertical mass flux over two layers, at 1.5

and 6 km, respectively (Fig. 13). Positive values indicate that

the eyewall updraft is evacuating mass at a rate exceeding that

at which mass is converging in the boundary layer, and vice

versa. A 2-h running average has been applied to each of these

datasets to smooth out any high-frequency fluctuations, similar

to Kilroy et al. (2016). The mass flux difference has two pro-

nounced peaks near T 1 52 and T 1 59 during the ringlike

phase, and a third peak near T 1 70. These peaks are well

correlated with periods of spinup of the maximum tangential

wind (Fig. 13). This correlation suggests that during periods of

pronounced spinup, the eyewall updraft is more than able to

evacuate the mass converging in the boundary layer and, as a

result, draws air inward above the boundary layer, enabling the

classical spinup mechanism to operate there. Furthermore, as

shown earlier in Fig. 4c, there are short periods in the storm’s

life cycle when the eyewall updraft weakens, such as near

T 1 49, T 1 54 and T 1 67. These periods are accompanied

by peaks in the outflow extending outward from the eyewall

updraft region (Fig. 4b) and dips in the vertical mass flux

(Fig. 13), indicating that the convection at these times is

unable to evacuate the mass converging in the boundary

layer. These intervals are associated with a reduction in the

storm’s intensification rate, further suggesting a relationship

between the strength of the eyewall updraft and the inten-

sification rate (Fig. 13).

However, the relationship between the inner-core structure

and the mass flux is more complicated than that suggested by

this simple hypothesis. Increases in the intensification rate at

ymax, such as that seen in the monopole to ringlike transition

between T 1 71 and T 1 73 (Fig. 12d), can result also in en-

hanced outflow immediately above the inflow layer, resulting

in the eyewall updraft evacuating a lower percentage of the

converging mass in the boundary layer. In addition, inflow is

not confined to the boundary layer, with the classical spinup

mechanism in evidence above the boundary layer also during

the ringlike to monopole transition (Fig. 12b) and in the

monopole phase (Fig. 12c).

c. Composite analysis of intensity change

As discussed at the beginning of section 4, composite diag-

nostics are calculated using 1-h data from 18 inner-core fluc-

tuations across 16 forecasts. All time intervals in this composite

dataset are split into four regimes based on the time tendency

of R (Fig. 14a).4 The tendency of ymax is largest and positive in

the monopole to ringlike transition and in the ringlike phase

(Fig. 14c). The mean rate of intensification is smaller during

the ringlike to monopole transition and the monopole

phase. The signal for a more pronounced increase in ymax

during the ringlike phase, and a tendency closer to zero

during the monopole phase, is consistent with previous ob-

servational (e.g., Reasor et al. 2000, 2009; Kossin and Eastin

2001) and modeling (e.g., Nguyen et al. 2011; Hankinson

et al. 2014) studies as well as the composite study by Rogers

et al. (2013).

However, these results do not provide unequivocal support

for this relationship between inner-core structure and intensi-

fication rate. Both positive and negative ymax tendencies occur

in all four regimes (Fig. 14c). The inference from Figs. 14b and

14c is that despite the existence of a signal in both the key

metrics for intensification—the ymax and minimum sea level

pressure tendencies—the intensification rate will not show the

same relationship with inner-core structure in all ringlike or

monopole phases. The overlapping distributions and the large

TABLE 1. Contributions of the combined mean and eddy and diffusion terms in Eq. (1) to the mean tangential wind tendency at the

location of maximum wind (percentage of total tendency), and the amount of time that the maximum wind was located within the lower-

tropospheric inflow layer (percentage of time within each period). Contributions are calculated during the ringlike phase (T1 52 to T1
55), the ringlike to monopole transition (T 1 58.5 to T 1 60.5), the monopole phase (T 1 62 to T 1 67), and the monopole to ringlike

transition (T 1 71 to T 1 73). The calculations use simulation em11, initialized at 1200 UTC 2 Jul 2016, with a 5-min output interval.

Inner-core structure Mean term (% of total) Eddy term (% of total) Diffusion term (% of total) ymax within the inflow (%)

Ringlike 50.0 35.3 14.7 91.8

Ring to mono transition 60.5 32.6 6.9 100.0

Monopole 61.0 32.1 6.9 98.3

Mono to ring transition 58.0 28.4 13.6 100.0

4 Because ›R/›t at each time interval is calculated using centered

finite differences and some regimes contain only a single time in-

terval, there are instances when the values in the ringlike and

monopole phases fluctuate either side of zero, which accounts for

the spread of values in the ringlike and monopole phase box-and-

whisker plots in (Fig. 14a).
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range, particularly in the minimum sea level pressure tendency

in the monopole phase (Fig. 14c), further suggest that strong

variability also exists within each regime, perhaps on finer

spatial and temporal scales than those resolved in these

simulations.

The minimum sea level pressure tendency is most strongly

negative in the ringlike phase and the ringlike to monopole

transition (Fig. 14b), suggesting that spinup of ymax will not

always occur in tandem with pressure falls. During the monopole

phase, the pressure tendency is weak and positive (Fig. 14b),

with a large range. Kossin and Schubert (2001) used barotropic

simulations to show that as idealized ringlike vortices become

increasingly monopolar, vorticity mixing between the eye and

eyewall can lead to strong surface pressure falls. The overall

weak positive pressure tendency during the monopole phase in

our simulations (Fig. 14b) suggests that processes other than

vorticity mixing are occurring and opposing the theorized

negative tendency due to mixing. However, more detailed

FIG. 11. Azimuthally averaged tangential wind tendency (filled contours, m s21 h21) from simulation em11,

initialized at 1200UTC 2 Jul 2016, using a 5-min output interval, for (a) the ringlike phase (T1 52 toT1 55), (b) the

ringlike to monopole transition (T 1 58.5 to T 1 60.5), (c) the monopole phase (T 1 62 to T 1 67), and (d) the

monopole to ringlike transition (T 1 71 to T 1 73). As in Fig. 9, azimuthally averaged vertical velocity (yellow

contour; 0.5m s21) and the tangentialwind tendency zero line (thin gray contour) are overlaid. The starting andending

positions of the location of maximum tangential wind are overlaid with a black and a gray star, respectively. The

azimuthally averagedM surface at the starting position of the location of maximumwind is overlaid with a solid black

contour (m2 s21). The dashed black contour represents the position of this same M surface at the end of the period.
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analysis of the relationship between R and the pressure ten-

dency is outside the scope of this paper.

d. Composite tangential momentum budget analysis

In both the ringlike and monopole phases, the contributions

from themean and eddy terms are qualitatively similar to those

in the analysis of the single simulation (cf. Figs. 9, 10, and 15).

The mean term spins up the tangential wind at the location of

ymax, opposed by the eddies, whereas the eddy term contributes

to the deepening of the cyclonic circulation between 1.5 and

6 km. The contribution of the eddies as a percentage of the

mean is qualitatively similar in both phases as in the analysis of a

single simulation (Fig. 8), both within the lowest 1.5 km (35% in

both the monopole and ringlike phases) and between 1.5 and

8 km (84% in the ringlike phase, 90% in the monopole phase).

These results demonstrate the strong influence of the asymmetric

component of the flow on the mean tangential wind tendency

during intensification, irrespective of inner-core structure.

FIG. 12. Azimuthally averaged radial wind (filled contours, m s21) from simulation em11, initialized at 1200UTC

2 Jul 2016, using a 5-min output interval, for (a) the ringlike phase (T1 52 to T1 55), (b) the ringlike to monopole

transition (T 1 58.5 to T 1 60.5), (c) the monopole phase (T 1 62 to T 1 67), and (d) the monopole to ringlike

transition (T1 71 toT1 73). Azimuthally averaged vertical velocity (yellow contour; 0.5m s21) and the radial wind

zero line (thin gray contour) are overlaid. The starting and ending positions of the location of maximum tangential

wind are overlaid with a black and a white star, respectively. The azimuthally averaged M surface at the starting

position of the location of maximumwind is overlaid with a solid black contour (m2 s21). The dashed black contour

represents the position of this same M surface at the end of the period.
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Composite plots of the local tangential wind tendency for all

regimes (Fig. 16) also reveal qualitatively similar patterns to

those found for the single simulation (Fig. 11), albeit with

generally weaker tendencies. This qualitative agreement sug-

gests that although strong variability exists within each regime

(Fig. 14), the oscillations in the mean tangential wind tendency

are intrinsically linked with the observed inner-core structural

changes, as hypothesized by Kossin and Eastin (2001).

Typical changes in the intensification rate accompanying

fluctuations in the inner-core structure are shown in Fig. 17,

which is a schematic Hovmöller plot based on the data from all

the ensemble forecasts of Nepartak. The storm’s inner core

fluctuates between ringlike andmonopole states, characterized

by azimuthally averaged relative vorticity with a maximum

some distance from the eye and in the eye, respectively

(Fig. 17c). During the ringlike phase, the tangential wind first

spins up at the location of ymax, accompanied by strong pres-

sure falls (Figs. 17a,b). Spinup continues inside the location of

ymax during the ringlike to monopole transition but weakens at

ymax, as the eyewall updraft moves inward (Fig. 17a). During

the monopole phase the pressure and tangential wind ten-

dencies fall to near zero, first at ymax and then at progressively

smaller radii. As the inner-core vorticity profile becomes more

ringlike again, spinup first recommences outside ymax and then

at progressively smaller radii. This evolution, which generally

takes between 6 and 12 h, shares strong qualitative similarities

with that described by Nguyen et al. (2011) and Hankinson

et al. (2014) in their studies on vacillation cycles.

5. Discussion

Following the tangential momentum equation analysis in

section 4, a desirable next step would be to determine the

differences between the storms with and without inner-core

fluctuations, and the characteristics of their respective envi-

ronments. Such an analysis could determine the extent to

which these fluctuations are influenced by changes in the en-

vironmental flow, in the process providing useful forecast

guidance on their likelihood of development during different

background flow regimes.

However, there is strong evidence that phenomena that

are intrinsically linked to tropical cyclone intensity change

on time scales of several hours or less have a strong sto-

chastic element and are thus inherently unpredictable (e.g.,

Nguyen et al. 2008). Furthermore, the low-level moisture

field often displays strong variability on small spatial scales

(e.g., Weckwerth 2000). Both ensemble-based studies of

specific storms (Sippel and Zhang 2008; Zhang and Sippel 2009;

FIG. 13. Time series of the difference in the azimuthally aver-

aged, radially integrated (between 0 and 50 km) vertical mass flux

between two layers, the first centered on 6 km and the second

centered on 1.5 km (black contour), plotted as a percentage of the

vertical mass flux over the lower, 1.5 km, layer (%). The plot is

overlaid with the tendency of the maximum azimuthally averaged

tangential wind (blue contour; m s21 h21). Data are plotted for

simulation em11, initialized at 1200 UTC 2 Jul 2016, using a 5-min

output interval. A 2-h running average is applied to both the mass

flux and the tangential wind tendency. The pink and blue shaded

regions represent the ringlike and monopole phases, respectively.

FIG. 14. Box-and-whisker plots for the ringlike phase (Ring), the ringlike tomonopole transition (R toM), themonopole phase (Mono),

and the monopole to ringlike transition (M to R). (a) Time tendency of the vorticity ratio (R). For a ringlike inner core with maximum

relative vorticity some distance from the center, R is minimized, and for a monopolar inner core with maximum relative vorticity at its

center, R is maximized. The time tendency in both these phases will therefore be close to zero. The ringlike to monopole and monopole to

ringlike transitions are defined by positive and negative time tendencies of R, respectively. (b) Minimum sea level pressure tendency

(hPa h21). (c) Tangential wind tendency (m s21 h21). The tangential wind tendency is calculated using the maximum tangential wind at each

time on any model height level. All plots are produced using data from 18 inner-core fluctuations over 16 simulations.
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Sippel andZhang 2010), and idealized studies (e.g., Nguyen et al.

2008; Tao and Zhang 2015) have argued that stochastic vari-

ability associated with moist convection, often smaller than the

magnitude of typical observation- and analysis-based error,

generates rapid upscale error growth that intrinsically limits

tropical cyclone predictability. For example, in a 60-member

ensemble forecast of Hurricane Edouard (2017), Munsell et al.

(2017) found that imperceptible differences in initial condition

moisture and winds resulted in a 60-h spread in the timing of RI

onset between ensemble members. In a similar vein, Judt et al.

(2016) and Ying and Zhang (2017) demonstrated that convec-

tive processes on the scale of the tropical cyclone inner core have

predictability limits of under 12 h. In their modeling studies of

Hurricane Katrina (2005), Nguyen et al. (2011) and Hankinson

et al. (2014) hypothesized that vacillation cycles are influenced

by stochastic variability. They suggested that the breakdown of

the ringlike inner-core structure into a monopole is driven by

a combination of barotropic and convective instabilities, which

work in tandem to amplify small convective perturbations on

time scales of around 6 h.

The foregoing evidence suggests that the realistic initial

condition perturbations to the boundary layer moisture, tem-

perature andwind fields present in these simulations could lead

to vastly different convective configurations even 12 h after

initialization, and that these differences could influence the

likelihood of inner-core fluctuations. The time scales (6–12 h)

on which these fluctuations occur and the strong contribution

of eddy processes to the mean tangential wind tendency, irre-

spective of inner-core structure (Fig. 8), suggests that they are

more strongly driven by stochastic variability than by the en-

vironmental background state. In developing a method to un-

derstand why fluctuations develop in some forecasts and not

others, there must be two areas of focus. First, it is important to

identify the differences in environmental characteristics such

FIG. 15. Azimuthally averaged (a) combined mean radial vorticity flux and mean vertical advection of mean tangential momentum,

(b) combined eddy radial vorticity flux and eddy vertical advection of eddy tangential momentum, and (c) sum of (a) and (b), for the

monopole phase, calculated using data from the same 18 inner-core fluctuations over 16 simulations as in Fig. 14. (d)–(f) As in (a)–(c), but

for the ringlike phase. The momentum budget terms are shaded according to the color bar (m s21 h21). Azimuthally averaged vertical

velocity (yellow contour; 0.5 m s21), inflow and outflow (solid and dashed black contours, respectively; 61.2 m s21), the tangential wind

tendency zero line (thin gray contour), and the mean location of maximum tangential wind (black star) are overlaid in (a)–(c) for the

monopole phase and in (d)–(f) for the ringlike phase.
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as lower-tropospheric equivalent potential temperature or

SST, on the scale of the storm and larger, for a large number of

storms that produce fluctuations versus those that do not.

Given that the intrinsic predictability of tropical cyclones is

hypothesized to vary with quantities that include vertical wind

shear (e.g., Zhang and Tao 2013) and SST (e.g., Tao and Zhang

2014), the selection of these cases should be guided by such

large-scale environmental characteristics. Second, the genera-

tion of convective-scale ensemble spread by perturbing the

model physics (e.g., Torn 2016), rather than relying solely on

initial condition uncertainty, would allow for a more thorough

investigation of the importance of stochastic variability of moist

convection on the development of inner-core fluctuations.

6. Conclusions

This study investigated the key physical processes respon-

sible for inner-core structural changes and associated fluctua-

tions in the intensification rate for a recent, high-impact

western North Pacific tropical cyclone that rapidly intensified

[Nepartak (2016)], using four, 12-member convection-permitting

MetUMensemble simulations. Fluctuations between ringlike and

FIG. 16. Azimuthally averaged tangential wind tendency for (a) the ringlike phase, (b) the ringlike to monopole

transition, (c) the monopole phase, and (d) the monopole to ringlike transition. The plots are produced using data

from 18 simulated inner-core fluctuations over 16 simulations, as in Figs. 14 and 15. As in Fig. 9, azimuthally

averaged vertical velocity (yellow contour; 0.5 m s21), inflow and outflow (solid and dashed black contours, re-

spectively; 1.2 m s21), the tangential wind tendency zero line (thin gray contour), and the mean position of the

location of maximum tangential wind (black star) are overlaid.
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monopole inner-core states with a period of about 16 h occurred

in 60% of ensemble simulations.

Tangential momentum equation analysis of a single fluctu-

ation using data output at 5-min intervals revealed that during

the ringlike phase, the local tendency of mean tangential wind

near the location of maximum wind was generally positive.

During the monopole phase the tendency was closer to zero. In

both phases, the combinedmean term spun up the vortex at the

location of maximum wind, whereas the combined eddy term

spun up the vortex above the location of maximum wind,

deepening the storm’s cyclonic circulation. In both phases, the

integrated contribution from the combined eddy term to the

mean tangential wind tendency was over 80% of that from

the combinedmean term, above the surface-based inflow layer.

The consistently strong contribution from the combined eddy

term shows that to ignore the eddies would lead to an incom-

plete understanding of the three-dimensional evolution of the

storm. Calculations of the azimuthally averaged, radially in-

tegrated vertical mass flux at 1.5 and 6 km suggest that periods

of less pronounced intensification are accompanied by a

weaker eyewall updraft, outflow above the boundary layer

and a reduced ability of this updraft to evacuate the mass

converging in the boundary layer.

Composite analyses calculated using data from 18 fluctua-

tions over 16 simulations revealed a tendency for themaximum

tangential wind to increase most rapidly during the monopole

to ringlike transition and in the ringlike phase, with the ten-

dency closer to zero during themonopole phase. Theminimum

sea level pressure tendency was most negative during the

ringlike phase and the ringlike to monopole transition. These

results are largely in agreement with previous observational

and modeling studies. There was a large spread in both tan-

gential wind and sea level pressure tendencies in all phases

however, suggestive of strong variability both between fluctu-

ations and within individual phases, perhaps on finer spatial

and temporal (,1 h) scales than those resolved by the 4.4 km

ensemble simulations.

The next logical steps are twofold. The first step would be to

generalize these results by identifying fluctuations between

ringlike and monopole states in a large number of tropical

cyclones undergoing RI, using convection-permitting ensem-

ble simulations. In this study, fluctuations developed in each of

the four 12-member ensemble simulations, indicating that the

model is able to adequately capture the changes in inner-core

structure and intensification rate. Given this fact, an important

future step in the development of this research area, which

would also link the forecast and research communities, could

involve the identification of these fluctuations in real-time

ensemble forecasts using the simple methods described herein.

The successful implementation of this method would require

data to be output every 1 h, so would be storage-intensive, but

would quickly build up a database of simulated cases from

which robust, statistical relationships with sea level pressure

and maximum tangential wind tendencies could be calculated.

This step would also begin to contextualize the results herein

with those from the studies on vacillation cycles by Nguyen

et al. (2011) and Hankinson et al. (2014). The second step

would be to run a convection-permitting ensemble simulation

for an existing case for which ringlike to monopole fluctuations

have been observed, at even higher spatial resolution (,1 km

grid spacing) and using an output interval, 5 min, to quantify

the contribution of the eddies in even greater detail. Together,

FIG. 17. Schematic Hovmöller plot of the typical azimuthally averaged (a) lower-tropospheric tangential wind tendency, (b) minimum

sea level pressure tendency, and (c) lower-tropospheric relative vorticity associated with the fluctuations in the inner-core structure

analyzed herein. Quantities are shaded according to the color bars, and the radius of maximum tangential wind is overlaid (black contour).
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these types of approaches can enhance our understanding of

the key physical processes driving inner-core fluctuations

and provide systematic guidance to forecasters concerned

about the impacts of tropical cyclones undergoing RI.
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