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Highlights: 

• Classification of frequency response techniques rigorously discussed. 

• Advantages and disadvantages of frequency support approaches presented. 

• Effects of secondary frequency dips on the system response addressed. 

• Frequency control in integrated energy systems elaborated. 

• New research and applications related directions are addressed. 

 

Abstract: 

Integrated energy systems are considered as an indispensable part of the pathway towards a low-carbon sustainable future, as 

well as secure and reliable systems, characterised with a high level of flexibility and resilience. Increased penetration of 

renewable energy sources into energy systems is contributing to the reduction of carbon emission, thereby reducing the level or 

air pollution, climate changes and supporting the quality of life on the Earth. In this context, energy conversion systems realized 

by wind turbine generators have been and are still in the focus of extensive research on different system aspects, from planning, 

exploitation, monitoring, control, or protection perspective. To maximize the utilisation of available wind energy, modern wind 

turbine generators are connected to the main grid over power electronics (e.g. Type-3, or Type-4 wind generators). Consequently, 

they are electromagnetically disconnected from the rest of the power system and they provide little or no inertia, contrary to 

conventional synchronous generators, synchronously connected to the grid and synchronously operated to each other. This 

synchronism is necessary to ensure a stable system operation. The reduction of the system inertia imposes serious technical 

challenges on preserving system frequency stability. As it is known, inertia is one of key factors determining the robustness of 

power systems against sudden active power imbalances caused by different types of frequency events (generator disconnection, 

or load connection). The reduction of synchronous power reserves further intensifies this problem by reducing the system ability 

to maintain frequency within a permissible range following frequency events. Consequently, grid operators demand renewable 

energy sources, which are also referred to as nonsynchronous generators, to emulate the behaviour of synchronous generators to 

some extent and to participate in (fast) frequency control upon need. In general, countermeasures applied to these sources to 

contribute to frequency support are classified into two main categories: a) temporary and b) persistent energy reserve-based 

approaches. This paper presents a review on latest research findings and developed mechanisms for frequency control using 

wind energy conversion systems as the most frequently deployed renewable energy sources in modern power systems. Relying 

on lessons learned from the past two decades, in this paper current and future challenges, feasible solutions and subsequent 

research prospects are detailed. Some key principles that should underlie future changes of wind integrated energy systems are 

suggested and further research directions are addressed. 
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Nomenclature 

Abbreviations: 

AG Adaptive gain 

APR Active power reserve 

BESS Battery energy storage system 

CCGT Combined-cycle gas turbine 

CHP Combined heat and power plant 

DFIG Doubly fed induction generator 

FRCG Fully rated conversion generator 

HVDC high-voltage DC 

IES Integrated energy system 

MPC Model predictive control 

MPPT Maximum power point tracking 

P2H Power to heat system 

RES Renewable energy source 

RoCoF Rate of change of frequency 

SFD Secondary frequency dip  

SOPPT Suboptimal power point tracking 

VSWT Variable speed wind turbine 

WECS Wind energy conversion system 

WT Wind turbine 
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Parameters and variables: 

wtP  Mechanical power extracted from a wind turbine 

  Air density 

vV  Wind speed 

pC  Power coefficient 

  Tip speed ratio 

  Pitch angle 

inH  System inertia 

MPPTP  Maximum power  

sys  Synchronous speed 

,r meas  Measured rotor speed 

,r ref  Reference rotor speed 

measf  Measured system frequency 

nomf  Nominal system frequency 

r  Rotor speed 

adapk  Adaptive gain 

kE  Kinetic energy 

J  Moment of inertia 

del  De-loading rotor speed 

MPPT  Maximum rotor speed 

M  Generation margin 

R  Droop gain 

resP  Reserved wind power

 

1. Introduction 

Electric power systems, considered as one of key subsystems 

belonging to large scale Integrated energy systems (IESs), 

have been rapidly developing over the last few decades. 

Integration of RESs has often been on the top of the agenda 

of this development [1]. Quite naturally, electrical energy has 

been mainly generated from primary energy sources, such as 

coal, oil, water, or natural gas. Nonetheless, traditional fossil 

fuel-fired power plants cause air pollution and carbon dioxide 

emission when generating electricity [2]. In order to meet the 

requirements of the Paris Agreement on 40% greenhouse gas 

emissions reduction by 2030 [3], nowadays many countries 

are replacing their conventional generators with RESs. For 

example, more than 40% electricity is expected to origin from 

RESs in Spain by 2020 [4]. In 2017 China installed 19.7 GW 

wind capacity, what is 37% of the total world installed wind 

capacity [5]. In 2017, Danish government already achieved 

44% electricity production from wind energy [6]. In the third 

quarter of 2019, some 40% of the entire UK electricity 

generation originated from RESs, which is more than the 

electricity generated by the conventional plants [7]  

With permanently increasing penetration of wind energy, the 

conventional operation, control and protection paradigms 

employed for a secure operation of the power system are 

becoming increasingly inappropriate. This is due to different 

dynamic characteristics introduced by RESs, such as wind 

turbines [8]. This is adversely impacting the performance of 

approaches traditionally used for the design, operation, and 

control of energy production, transmission and distribution. 

To this end, a large volume of ongoing research on aspects 

and prospects of transition towards 100% renewable-based 

energy vectors in general, and electrical energy in particular, 

is well justified as a timely response to these fundamental 

system changes [9–12].  

The main motivation of the most research activities is to 

contribute to the approaches ensuring system frequency 

stability [13]. Frequency stability is the ability of power 

networks to maintain frequency within statutory limits and to 

keep balancing power generation and consumption, following 

a frequency event. However, increased penetration of RESs 

is negatively affecting system stability. For this reason, to 

reduce the risk of potential cascading events and catastrophic 

blackouts, electricity system operators define a maximum 

permissible level for instantaneously operating renewable 

generation. For instance, the permissible renewable 

penetration level in Ireland is 55% of the total generation [14]. 

Strengthening the transmission system in Ireland is thought 

of as a viable solution to overcoming this problem thus 

achieving higher decarbonisation targets [4][15].  

As it is known, synchronous generators contribute to the 

compensation of power imbalances by releasing, or absorbing 

their kinetic energy following an imbalance. Since their rotor 

is decoupled from the grid side frequency variation, WECSs 

do not inherently exhibit the inertial response as that in 

synchronous generators. Therefore, the power system cannot 

expect any instantaneous extra active power contribution 

from WECSs. Therefore, the increased penetration of RESs 

and the displacement of conventional generating units is 

decreasing the total system inertia and APRs. This decreases 

the power system’s ability to adequately respond to frequency 

events, e.g. generation outages. This is why the RoCoF is 

much higher in modern power systems with reduced system 

inertia, compared to those of conventional ones dominated by 

synchronous generators [16]. Therefore, in low inertia 

systems, the frequency nadir is more likely to fall outside of 

statutory limits following contingencies of the same size. In 

order to guarantee a more secure system operation, as well as 

to weaken the impacts of the integration of wind power, WTs 

control loops have to be adapted to the system needs. Thus, 

by providing the inertial control similar to what conventional 

generators provide during contingencies is necessary to be 

implemented, to ensure a stable system operation during high 

penetration of power electronics connected RESs [17]. 

Secondly, the inertia of modern power systems will not 

always just be reduced and may vary depending on the share 

of renewable generation from the whole generation mix at a 

specific time instant. This volatility in system inertia will 

introduce technical challenges when designing and setting 

system integrity protection schemes, e.g. under-frequency, or 

under-voltage load shedding. The functionality of some of 

these schemes may need to be carefully redefined in response 

to the increasing levels of RESs in the power system. 
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Fig. 1. Classification of frequency response techniques 

 

So far, a number of innovative solutions have been proposed, 

addressing these emerging challenges related to the system 

inertia reduction. Recent examples include new solutions 

introduced within e.g. Enhanced Frequency Control 

Capability (EFCC) and Massive InteGRATion of power 

Electronic devices (MIGRATE) projects led by UK National 

Grid and TenneT, respectively [18,19]. Furthermore, an 

assessment of the technology capabilities for fast frequency 

response project is conducted by GE for Australian energy 

market operator [20]. Additionally, a new project entitled 

Interconnection Frequency Response proposed a set of 

options for maintaining reliable interconnection frequency 

response in USA [21]. The operational theory and power 

system planning of power systems with high penetration level 

of RESs, were parts of the national key research and 

development program of China [22]. EirGrid and System 

Operator for Northern Ireland (SONI) investigated a series of 

cases related to increased RoCoF [23]. All these studies 

indicate or prove that applying additional and adequate 

frequency control mechanisms is unavoidable. One of the 

most important requirements is that WECSs ought to provide 

frequency support that is normally delivered by conventional 

synchronously operating generating units. How a WECS 

should respond to a frequency event and provide optimal 

active power support is a complex technical question and its 

answer depends on the system operational characteristics. Fig. 

1 summarises frequency response techniques which will be 

discussed in the rest of the paper.  

The classification of frequency response techniques, 

presented in Fig. 1, is redefined in this paper, considering that 

the following aspects are considered: 1) different forms of 

energy, used for frequency control and 2) input signals, used 

for control approaches. Both aspects are important and worth 

to be investigated in several research activities in this field. 

On the other hand, the proposed review paper fully elaborates 

on the approaches dealing with the secondary frequency dips 

(SFD). Whereas many research works might not particularly 

pay enough attention to this topic, the impacts of SFD on the 

frequency responses would be quite obvious. This is due to 

the fact that the amplitude of SFD can be even larger than the 

first frequency nadir depending on the integration level of 

nonsynchronous generators [24]. With these additional 

controlling strategies, the WECSs are no longer decoupled 

from the grid. Consequently, the frequency stability of the 

grid can be improved/ensured. 

It is to be pointed out that the discussions and reviews cannot 

be focused on power systems only and the frequency control 

in an IES is rather substantial. The hybrid concept of any 

energy vectors in the environment of frequency support is 

worthy to be noted. Also, the energy conversion system (e.g. 

power-to-heat system) significantly increases the integrated 

system’s flexibility and the diversity of ancillary services. In 

this context, this study reviews frequency stability challenges 

experienced in modern power grids as a result of the 

integration of WECSs. Moreover, this paper reports on the 

available research activities to mitigate or address the 

influence of WECS’s integration. Some control solutions, 
including temporary and persistent energy reserve techniques 

and other methodologies applied to mitigate the effects of 

WECSs’ integration, are provided. The paper also 

concentrates on the involvement of WECSs to the primary 

frequency control and discusses the existing research gaps. 

The pros and cons of different controlling strategies provided 

by WECSs are also discussed. Moreover, the frequency 

control in integrated IESs is discussed for enhancing the 

frequency stability. 

The rest of this paper is organised as follows. Section 2 

elaborates on the frequency response of conventional power 

systems and also discusses effects of the integration of wind 

energy. Section 3 introduces the synthetic inertia control 

strategies. In Section 4, other viable frequency control 

techniques are explained. Section 5 illustrates the control 

techniques to arrest secondary frequency dips. Section 6 

presents the frequency control in IESs. Future challenges and 

opportunities are discussed in Section 7. Finally, conclusions 

are drawn in Section 8. 

 

2. Frequency responses of 
conventional plants versus wind 
Integrated energy plants  

 

2.1. Comparison of the frequency 
response of conventional plant 
and wind-integrated plant 

 

Conventional power plants consist of synchronously 

operating generators, characterised with its nominal 

frequency (50 or 60 Hertz). When the power system is 

subjected to a frequency event, e.g. loss of a generator, or a 

sudden connection of a large load, the system frequency can 

be effectively contained thanks to the inherent inertial 

response of synchronous generators. For a synchronous 

generator, the inertia constant H  lies typically in the range 

between 4 to 7 seconds [24]. However, from the grid side 

viewpoint, the inertia constant of WT generators is 

negligible/zero, since they are electrically-decoupled from 

the rest of the grid. It follows that synchronous generators 

automatically provide support to frequency containment 

following a generation disturbance. 

DFIGs (type 3) and FRCGs (type 4) are currently used in 

wind-integrated power plants. Although WECSs have a good 

amount of kinetic energy stored in the rotating mass of blades, 

this kinetic energy will not automatically participate in the 

frequency response due to the connection over power 

electronics. The reason is that WT generators are connected 

to the grid via AC-DC-AC power electronic converters. 

Differently to conventional plants, the DC voltage bus 

electrically decouples the rotor of WTs from the grid 
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frequency. Therefore, it will be a loss of opportunity if the 

kinetic energy of WTs is left unused while could be beneficial 

to grid stability otherwise. Indeed, synchronous generators 

speed cannot fall below 0.95 pu DFIGs can operate under a 

wide range of generator speed between 0.7 to 1.2 pu FRCGs 

can operate within an even wider range of 0.5 to 1.2 pu [25]. 

As above discussed, the progressive deployment of WECSs 

not only decreases the total system inertia, but also reduces 

the APRs in the system. Fig. 2 shows frequency response for 

various system inertia and APRs when the system is subjected 

to a generation loss of the same size. As it can be observed, 

the system frequency declines at a higher rate and reaches the 

lowest frequency nadir 
3f  in the system with the smallest 

inertia (5 s). Fig. 2 also shows frequency response for power 

systems with the same inertia (10 s) and different levels of 

APR, system frequency decreases at a lower rate and reaches 

a higher frequency nadir 
1f  when APR is larger. It follows 

that under higher penetration of RESs, frequency stability 

deteriorates and wear and tear of machines [26] are more 

likely to be experienced.  

 

1f

2f

3f

 
Fig. 2. System frequency response for different levels of 

system inertia (H) and APR 
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Fig. 3. Comparison of RoCoF for different system inertias 

[27] 

In order to further explore the effects of wind power 

integration, Fig. 3 shows a comparison of initial RoCoFs for 

different wind penetration levels. Two curves represent two 

different systems having various inertias. As it can be 

concluded, following a loss of a generation with the same size, 

the initial RoCoF is larger in the system with the smaller 

inertia. Additionally, the RoCoF increases faster as the 

penetration level increases. This high RoCoF causes technical 

challenges when applying system integrity protection 

schemes, e.g. underfrequency load shedding [28–31], or 

intentional controlled system islanding [32–36].  

 

2.2. Wind integrated energy plants 
 

In this section, the process of converting wind energy into 

electrical energy delivered to the grid is described. Two 

widely used WECSs and the power characteristics of each are 

discussed. 

 

2.2.1. Doubly fed induction 
generator and fully rated 
converter generator modelling 

 

WECSs have been extensively studied in the open literature 

[37,38]. Doubly fed induction generators (DFIGs) and fully 

rated converter generators (FRCGs) are known as the most 

commonly used WECSs. A DFIG consists of a gearbox, 

induction generator, and AC/DC-DC/AC power converter. 

The stator windings are directly connected to the grid. To 

optimally use available wind energy, the rotor windings of 

DFIGs are connected to the grid via a converter, which 

decouples the wind generator speed from the power system 

frequency [39]. A very demanding regular maintenance of the 

slip ring, complicated assembling of brush in nacelles, and 

support limitation caused by crowbar circuit control are 

considered the main disadvantages of DFIGs. 

Regarding the number and the total size of installed capacity, 

in modern power systems FRCGs are taking a more dominant 

role compared to DFIGs. The shaft of FRCGs is connected to 

synchronous generators with or without a gearbox and the 

synchronous generator is connected to the grid via a fully 

rated power converter. This means that the generator is 

entirely electrically decoupled from the main grid, thereby 

reducing the volume of the power system-machine 

interactions. However, the integration of FRCGs into the 

power system requires higher investment cost due to the use 

of a fully rated power converter. Accordingly, the cost-

effective characteristic of the DFIG helps to maintain its role 

in the market for a foreseeable future [40]. From the 

technology perspective, DFIGs can maintain a unity power 

factor, as well as to operate at variable rotor speed with the 

ability to simultaneously control the amplitude and frequency 

of the output voltage. However, the shaft of FRCGs actually 

improve conversion efficiency over the full operation range 

of the turbines but with a higher initial investments [41]. 

 

2.2.2. Aerodynamic system 
 

The aerodynamic system is introduced to obtain the 

mechanical power extracted from a WT as below: 

31
( , )

2
wt v pP AV C  =  (1) 

where   is the air density, A  is the rotor swept surface, vV  

is the wind speed and pC  is the power coefficient. Besides,

pC  which is determined by wind and turbine speed can be 

expressed as [42]:  
21

116
( , ) 0.5176( 0.4 5) 0.0068i

p

i

C e
   



−

= − − +  (2) 

3

1 1 0.035

0.08 1i   
= −

+ +
 (3) 
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where /R v =  represents the tip speed ratio. Besides,  , 

R  and v  are angular speed, length of the blades and wind 

speed, respectively. In this formula   denotes the pitch 

angle [43,44]. According to Betz limit [45], the maximum 

value of _ maxpC  is 0.593. It follows that the maximum 

machinal power the WT can deliver to the grid is [42] 
5

_ max 3

_ max 32

p

wt opt

opt

R C
P





=  (4) 

 

2.2.3. Maximum power point 
tracking 

 

In this section, the MPPT technique, based on the wind speed 

estimation, is introduced [46,47]. This technique is used for 

determining the maximum power that can be delivered from 

WTs for different wind speeds. The MPPT curve shown in 

Fig. 4, i.e., the blue curve, can be divided into four operation 

sections. The first section (M-N) corresponds to conditions in 

which the active power contributed from the WT follows a 

linear trend. Then, the WT starts operating at its MPPT mode 

(N-P) and contributing maximum power to the grid. In the 

third section (P-Q), the WT operates at a constant rotor speed 

regime, in order to avoid the rotor overspeed. It is worth 

noting that the wind power available at high speeds may 

exceed the power indicated by the MPPT curve. If wind speed 

exceeds the rated value (Q), to guarantee a rated output power 

the constant power mode is switched on.  
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Fig. 4. Active power-rotor speed curve of a DFIG for different 

wind speeds [44] 

 

Considering the intermittence of captured wind power [48], 

the reduction of turbine mechanical stress [49], interactions 

between conventional and renewable power plants [50] and 

wind direction conditions [51], a more precise MPPT models 

can be deployed for improving the wind energy production.  

3. Synthetic inertia control 

It is a well-established fact that the kinetic energy stored in 

the rotating blades of WTs will not automatically participate 

in frequency control of the power system. Nevertheless, 

VSWTs can easily emulate a similar inertial response to that 

of synchronous generators by implementing appropriate 

control mechanisms [52]. This is to maintain system 

frequency within a permissible range upon generation losses 

resulting in an active power imbalance in the power system. 

This can be accomplished by monitoring RoCoF and properly 

adjusting the active power delivered to the grid.  

In [53], the term synthetic inertia is defined as a process of 

controlling the active power of a unit such that it is 

proportional to the RoCoF at the terminal of that unit. One-

loop inertial response and two-loop inertial response are two 

commonly used options. The extra active power delivered by 

the one-loop control is proportional only to the measured 

RoCoF [53–57]. Detecting both the RoCoF and the frequency 

deviations is required in the two-loop control approach 

[58,59]. Block diagram of the one-loop control alternative is 

depicted in Fig. 5. The synthetic inertia active power 
inP  

contributed from the additional control loop is shown in the 

upper dashed block. Being proportional to the RoCoF and 

synthetic inertia constant inH , this power is calculated as 

follows:  

2
sys

in in sys

d
P H

dt


=    (5) 

The lower block represents how the active power is delivered 

by the WT. Denoted by MPPTP , this power is determined by a 

PI controller that compares the measured rotor speed, ,r meas , 

with a reference rotor speed, ,r ref . 

 

ConverterPI

d

dt
Filtersys

r

P MPPT

measP

,r meas

+

−,r ref
r

inP

MPPTP +
−

refP

2 inH

 
Fig. 5. Synthetic inertia one-loop control design [60] 

 

In [61], the authors propose an advanced two-loop synthetic 

inertia control approach. In this design, the extra active power, 

extraP , is determined by two loops, i.e., the RoCoF loop and 

the droop loop, as shown in Fig. 6. As demonstrated in the 

upper block from this figure, the RoCoF and the frequency 

deviation f are obtained by directly measuring the grid 

frequency. Here it is essential to have an accurate approach 

for measurement of frequency and its rate of change. Among 

a number of numerical algorithms for their measurement, 

those based on parameter estimation demonstrated a high 

level of robustness and accuracy [62–66]. The synthetic 

inertia is proportional to the inertia constant inK  as below:  

in in

df
P K

dt
= −  (6) 

The second control loop adds an additional power, dP , which 

is calculated as follows:  

1
d dP f K f

R
= −  = −   (7) 

In this respect, an activation scheme is proposed in [61] that 

uses an ‘over/under frequency trigger’ and the ‘maximum 
frequency gradient trigger’ to provide a more effective 

frequency control following a frequency event.  
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These are a number of advantages when applying one- or two-

loop synthetic inertia controls. Both of them enable WT to 

participate in the frequency control process, thereby reducing 

the system RoCoF and delaying/removing a need for 

underfrequency load shedding in the system. Nonetheless, the 

two-loop control provides an additional power that is 

proportional to the frequency deviation, f , which more 

precisely emulates synchronous generators’ behaviour under 

equivalent conditions and guarantees to bring the grid 

frequency back to nominal frequency as quicker as possible.  

 

Converter
d

dt

MPPTP

+ refP

−

df

dt

+

+
measf

reff
f

extraP
inP

dK− dP+

inK−
+

 
Fig. 6. Synthetic inertia two-loop control design [61] 

 

4. Primary frequency response 

Various frequency controls, depending on different forms of 

the power reserve, have been proposed so for. The core 

purpose of all these controls is to overcome frequency 

instability problems introduced by wind power integration. 

Indeed, these control mechanisms enable WECSs to 

effectively contribute to the frequency support in the system, 

as will be discussed in detail in this section. 

 

4.1. Temporary energy reserves 
 

Mandated by the latest grid code (see COMMISSION 

REGULATION (EU) 2016/631), the WECSs are expected to 

possess the ability to participate in frequency control upon a 

need, in order to limit the RoCoFs [67]. Temporary energy 

reserves can be realised by resorting to the kinetic energy 

stored in the rotor of WTs. Relating to temporary energy 

reserves, over the recent years three control approaches have 

been introduced. These approaches are a) droop control and 

b) fast power reserve. The droop control releases some extra 

power in proportion to the frequency deviation measured. The 

fast power reserve approach focuses on the fast kinetic energy 

release in a stepwise incremental manner. 

 

4.1.1. Droop control  
 

The aim of the droop control is to mimic similar frequency 

droop characteristics to that of the governor of a conventional 

synchronous generator and to contribute to both transient and 

steady-state frequency control. References [68–74] discuss 

the performance of frequency support enabled by the droop 

control. The slope of the power-frequency droop 

characteristic affects the frequency nadir and frequency 

recovery after a loss of generation disturbance [72][75]. The 

droop control alters the WT output and provides frequency 

support based on the grid frequency deviation, f . The 

following equation refers to this behaviour:  

1 0

meas nomf f f
P P P

R R

− 
 = − = − = −  (8) 

where 
1

R
 is the droop coefficient, 

0P  and 
nomf  are initial WT 

power and frequency, respectively. Besides, 1P  and measf . 

are the adjusted WT power and frequency, respectively. 

Resulting from this control, the WT output power increases 

from 
0P  to 

1P  as the system frequency decreases from nomf  

to 
measf . However, the main drawback of this droop scheme 

is frequency inadaptability due to the fixed gain chosen in the 

control loop. In other words, if a large gain is used to improve 

the frequency nadir, it may cause unnecessary over-

deceleration of the rotor speed.  

An improved droop scheme is proposed in [76], aimed at 

overcoming the insensitivity of the droop loop to the initial 

frequency deviation, the droop gain is tuned dynamically 

based on the measured RoCoF. The relationship between the 

droop gain and the RoCoF is defined for a fixed rotor speed 

prior to the disturbance. Nonetheless, this still might cause 

over-deceleration if an additional disturbance occurs. To 

resolve this problem, a slightly modified scheme is proposed 

in [77] in which the adaptive gain is determined with respect 

to both RoCoF and rotor speed. The extra active power, extraP , 

can be expressed as: 

( , )extra adap r

df
P k f

dt
=   (9) 

where ( , )adap r

df
k

dt
  represents the adaptive gain and f  

represents the frequency deviation. The adaptive gain is 

altered with the RoCoF and rotor speed, which is shown in 

Fig. 7. Also the adaptive gain takes the maximum value if the 

RoCoF is less than -0.05 Hz/s and the rotor speed is at its 

maximum operating speeding speed. Then adapk  decreases 

with both RoCoF and rotor speed, until the frequency reaches 

frequency nadir. This is to prevent the system from suffering 

a SFD when rotor speed decelerates to the minimum 

operating limit (0.7 pu). After reaching the frequency nadir, 

parameter adapk  only decreases with rotor speed to guarantee 

that no excessive kinetic energy will be released. The main 

advantage of this control scheme is that it maintains the 

kinetic energy available for a subsequent disturbance.  
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Fig. 7. Adaptive short-term frequency support control scheme 

associated with the concept of an adaptive gain [77] 

 

Reference [72] puts forward a novel time-variable droop 

scheme. To ensure the pre-disturbance active power reference 

,ref preP  matches the active power reference generated during 

the frequency support period, ,ref fsP , a negative droop is 

added to the frequency support loop, as below:  
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' ( ) ( )
rec

k
t

E D t f t dt =   (10) 

In Equation (10), kE  is the change of kinetic energy of the 

WT, 
' ( )D t is the negative droop function and 

rect  is the 

recovery time which makes ,ref preP  equal to ,ref fsP . The time-

variable droop characteristic follows a function of 
( )g t

R
, 

where ( )g t  is a properly defined time-variable function. As 

shown in Fig. 8, the droop coefficient remains constant in the 

first one third of the frequency support period supt , because a 

maximum wind power is needed for arresting the frequency 

decline immediately after the disturbance. In the rest of supt , 

( )g t  gradually is reduced to zero where ,ref preP  is still 

smaller than ,ref fsP . After system frequency reaches the 

frequency nadir, ( )g t  continuously decreases to a negative 

value until ,ref preP  matches ,ref fsP . This gradual change of the 

droop parameter will ensure a smooth exchange of energy 

between the grid and WECSs in addition to removing the 

ripples in frequency that otherwise results from cascaded 

switching caused by the control systems of the WECS. 

 

sup

1

3
t

supt t

( )g t

1

 
Fig. 8. Frequency support control with time-variable droop 

characteristic proposed in [72] 

 

4.1.2. Fast power reserve control  
 

Fast power reserve control is also known as rotor kinetic 

energy control [78,79]. In the case of a sudden frequency 

event, the abnormal frequency behaviour can be detected and 

recovered by temporarily releasing a stepwise kinetic energy 

within a short time window. In [71], delivering some 10% 

more active power than the nominal active power within 10 

seconds is defined as the fast power reserve control, which is 

implemented to support the frequency following a generation 

disturbance. The kinetic energy kE  extracted from the WT 

can be expressed as: 

21

2
kE J=  (11) 

where J  and   are the moment of inertia of the WT and 

rotor rotational speed, respectively. When a loss of generation 

disturbance occurs in the power system, 

2 2

2 1

1
( )

2
constE P t J   = = −  (12) 

where constP  is the constant active power provided by the WT. 

Besides, t  is the fast power delivering time since the 

disturbance inception, 1  represents the rotor rotational 

speed before the disturbance and 2  represents the rotor 

rotational speed at time t . Therefore, the reference rotor 

speed is defined as:  

2

, 1 2 2 const

r ref

P t

J
  = = −  (13) 

as shown in Fig. 9. Then the change of rotor rotational speed 

r  can be obtained and sent to a PI controller that is used 

to change the reference active power point refP . 

 

r

P MPPT

PIConverter
refP

measP 1

constPt

r ,r ref

,r meas

2

, 1 2 2 const
r ref

P t

J
  = = −

+

-

 
Fig. 9. Fast power reserve control loop [71] 

 

A similar approach called temporary over-production 

approach is presented in [80], addressing the capability of 

VSWTs for injecting temporary power overproduction. The 

dashed curve and solid curve shown in Fig. 10 are WT (static) 

production power and blade’s mechanical power in constant 

wind speed condition, respectively. The input signal, i.e., the 

system frequency f , is used to monitor the frequency dip, 

thus adding active power overproduction OPP  to arrest the 

frequency decline. 
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Fig. 10. Temporary over-production control [80] 

 

Fig. 11 (a) illustrates how the active power changes with the 

rotor speed, following a sudden frequency event, after 

implementing the over-production scheme. Frequency 

support starts at the point A. A constant temporary over-

produced power OPP  is added to the initial reference power 

point 0eP to increase the WT output power to 
'

0eP  (between B 

and C). Once frequency support is no longer required or rotor 

decelerates to its minimum value 0.7 pu, the rotor speed starts 

to recover to its pre-disturbance value from D to E. This 

results from the application of the accelerating power accP , 

which subsequently changes the reference power point to 

m accP P− . Indeed, the determination of accP  following the 

mechanical power trajectory (the blue line) rather than 

maximum power point tracking trajectory (the green line) can 

avoid a SFD due to the smaller active power reduction. 

Nevertheless, the recovery time of rotor speed can be 

prolonged by applying accP . Therefore, an optimal trade-off 

between the recovery time of rotor speed and the amplitude 

of SFD is deemed necessary. 
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(a) Power-rotor speed trajectory 
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(b) Wind output power in the time domain 

Fig. 11. Characteristics of the temporary over-production 

scheme [80]  

  

Table 1 Summary of temporary energy reserves 

Approaches Control Contributions Concerns 

[53–57] 

Adding synthetic inertia power based 

on RoCoF and frequency deviation. 

Declining the RoCoF at the beginning of the frequency 

disturbances. 

1. Requiring de-loading control or 

adding extra energy storage system. 

2. It will cause SFD after the 
frequency support. 

[77] 
Adding extra power based on an 

adaptively-changed droop loop. 

An adaptive droop gain developed based on RoCoF and 

rotor speed of WTs, which avoids the over-
deceleration. 

The assumption of constant wind 

speed is not realistic. 

[72] 
Contributing frequency support based 

on time-variable droop gain. 

Preventing large frequency excursions, SFD and 

facilitating recovery of the kinetic energy of WTs. 
Test system is rather simple. 

[80] 
Providing extra active power 

output on top of available production 

of WTs. 

Utilising the flexibility of WTs under various wind 

speeds. 

1. Trade- off between recovery time of 

rotor speed and amplitude of SFD. 

2. Lack of consideration of interaction 
of WTs in wind farms. 

[81] 
Providing extra power proportional to 

the available kinetic energy. 

Considering the power efficiency of singe WT in wind 

farms. 

Stability performance 

has not been proved analytically. 

In order to accurately determine the wind power, the impacts 

brought by the wake effect is considered. Wind speed 

prediction in ultra-short periods is addressed in [82–84]. 

Therefore, the active power forecasted by a high fidelity 

mathematical models, or deep learning neural networks, can 

significantly improve the accuracy of the wind energy 

approximation. These research works not only provide layout 

guidelines for wind farms, but also deliver a more precise 

wind energy estimation to the system operators. In this 

context, the wake effect refers to the fact that the wind speed 

arriving at a downstream WT generator drops after travelling 

through an upstream WT generator. Indeed, different WT 

generators operate at different MPPT points in a wind farm. 

Wake effect has been widely explored in [85–93], discussing 

the effects of decaying wind speed from technical and 

economic perspectives. Reference [87] assumes wake wind 

speed is linearly expanded within wind power plants due to 

wind directions and overlapping shadows.  

To account for wake effect, a fixed gain cannot be applied to 

wind power plants because each WT operates at different 

speed and delivers different output power. As shown in Fig. 

12, only the frequency deviation iP  is used in the additional 

control loop because the RoCoF calculation may result in 

potential errors due to inaccurate measured frequency. The 

adaptive gain ( )i iAG   is proportional to the available 

kinetic energy of the WT, i.e., iE . This kinetic energy can 

be expressed as follows 
2 2

min( ) ( )i i i iAG E H    = −  (14) 

where H  is the inertia constant. Besides, i  and min  are 

instant rotor speed and regulated minimum rotor speed, 

respectively. Thus, at the beginning of a disturbance, a certain 

amount of kinetic energy can be released depending on the 

stored kinetic energy in the WT. WTs that have a greater 

amount of the available kinetic energy are set to have a larger 

gain and vice versa: 
2 2

min( ) ( )i i iAG C  = − , 

when maxi   
(15) 

2 2

max min( ) ( )i iAG C  = − , 

when maxi   

 

(16) 

In order to avoid over-deceleration, the adaptive gain is 

reduced once the i  is decreased. A large value of C  may 

still result in a massive power decrease after reaching the 

frequency nadir, which subsequently may result in a SFD. 

Simulation results show that both improving frequency nadir 

and preventing over-deceleration can be achieved by 

implementing the proposed scheme.  
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Fig. 12. Stable inertial control scheme using adaptive gains 

( )i iAG − [81]  

 

Table 1 summaries and compares majority of the temporary 

energy reserves discussed in this paper. 

 

4.2. Persistent energy reserves 
 

Regarding the optimal operation of VSWTs and the use of the 

available wind energy, they should deliver a maximum active 

power to the grid with respect to the wind speed. This can be 

easily achieved by operating along the MPPT curve shown in 

Fig. 4. By doing so, however, the WECS will not be capable 

of providing prolonged frequency support. To resolve this 

issue, a certain amount of maximum possible power should 

be left unextracted by the WT unless there is a justified 

operational necessity. This is normally referred to as de-

loading control, enabling WTs to act as a persistent energy 

reserve. In this context, two commonly used control schemes 

are explained here, namely the rotor speed control and the 

pitch angle control. 

 

4.2.1. Rotor speed control  
 

A DFIG usually deliver maximum power, determined by the 

MPPT curve (the blue line shown in Fig. 13). To provide a 

persistent frequency support, a de-loading operation is 

required. This can be achieved by properly shifting the WT 

operating point to the left or right side of the MPPT curve. 

Moving from the MPPT curve to the 10% de-loaded curve 

(red curve) on the left side of MPPT reduces the rotor speed. 

On contrary, the green line can be obtained by increasing the 

rotor speed, which is called over-speed control. The 10% de-

loaded curve on the right-hand side of the MPPT curve is 

normally the preferred option. This is to avoid interference 

stability problems caused by the deceleration control [52]. 
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Fig. 13. Power-rotor speed curves for a WT deloaded by 

10%[56][79] 

 

For implementing the over-speed control, the operating point, 

opP , lying between the points B and C, is obtained according 

to [94][52]:  

( ) ( )
del op

op del MPPT del

del MPPT

P P P P
 

 
−

= + − 
−

 (17) 

where 
delP  and 

MPPTP  are de-loading power and maximum 

power, respectively. The former is the WT power 

corresponding to the interception point of the green line and 

the mechanical power curve. Here del , op  and 
MPPT  are 

denote de-loading rotor speed, operating rotor speed and 

maximum rotor speed, respectively. With respect to the 

convertor size, the rotor speed is allowed to vary within a 

predetermined range, e.g., 0.7 pu and 1.2 pu The selection of 

the speed range is carried out based on the economic 

optimisation of the investment costs and increased efficiency 

[95]. Therefore, during high wind speed conditions, the over-

speeding control is not suitable due to the rotor speed limits. 

 

4.2.2. Pitch angle control  
 

An accurate and complete pitch angle model is crucial for 

applying de-loading control [96,97]. In [97], a novel blade 

pitch model with an optimal pitch control has been designed, 

manufactured and verified using wind tunnel tests. Regarding 

de-loading operation, pitch angle control de-loads the WT 

operating point from MPPT curve by increasing the blade’s 
pitch angle. In [98,99], pC  is reduced based on the Equation 

(2) which decreases the output wind power. This control is 

essentially activated when a WT reaches its rated speed, 

whereas the speed controller has been disabled or has failed 

to respond [100,101]. Fig. 14 shows the power-rotor speed 

curves of a typical 1.5 MW wind turbine for different values 

of pitch angle under constant wind speed. The pitch angle 

controller de-loads a WT at the point A at which the rotational 

speed of the WT reaches its rated speed. Then the operating 

point of the WT is shifted from A to B. This “increased pitch 

angle” de-loads the wind power by 10%, while the rotational 

speed remains constant. 

 

 
Fig. 14. 1.5 MW WECS power-rotor speed curves [102] 

 

A coordinated frequency support control is proposed in [94], 

by integrating the de-loading control and a variable droop 

control with a properly selected droop gain. The gain is 

determined based on the approach presented in [103] using a 

small-signal approach. 
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Fig. 15. Droop variation for different generation margins [94] 

 

Droop gains are adjusted with respect to the reserved power 

of the corresponding WT. The dynamic variation of the droop 

gain is obtained by linearly decreasing the droop value for 

larger power reserve margins as shown in Fig. 15. In order to 

have a maximum margin of the WT, maxM , a minimum 

droop gain minR  is needed. The droop gain actR  is given by: 

min

max max min

max min

( ) ( )act

act

M M
R R R R

M M

−
= − − 

−
 (18) 

where minM  and maxR  are the minimum margin of the WT 

and its maximum droop gain, respectively. actM  is the actual 

generation margin of the WT. The power margin, argm inP , can 

be expressed as follows: 

arg maxm in outP P P= −  (19) 

where maxP  is the MPPT power point and outP  is the wind 

power output. In this respect, argm inP  changes from minM  to 

maxM . The WT operates following the MPPT curve at minM , 

whereas maxM  depends on the de-loading curve. Based on 

the de-loading control, the variable droop control ensures that 

WT delivers the maximum output power and operates in a 

stable condition under low wind speed regimes.  

In [69], a SOPPT control is proposed, based on the delta 

control approach proposed in [104] and the rotor speed-based 

de-loading control approach. The delta control reserves a 

constant power or a constant percentage of the available 

power for emergency conditions.  

The SOPPT control is taking advantage of the two schemes 

for delta control at various wind speeds. In Fig. 16, the orange 

(dotted) line and the green line represent the SOPPT with 20% 

power reserve curve and the SOPPT with 0.05 pu power 

reserve curve, respectively. To overcome disadvantages of 

the delta control, the authors define the point Y’, i.e., where 

the orange and green lines intercept, as the wind speed 

boundary (which is set to 7.7 m/s). In addition, the same 

amount of power can be reserved by these two schemes. 

When wind speed is smaller than 7.7 m/s, the proposed 

SOPPT curve follows the green line. However, when the 

wind speed is above the boundary, the proposed SOPPT 

curve switches to the orange line until point Z’ at which the 

constant rotor speed mode is triggered. 
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Fig. 16. SOPPT strategy – Power-speed characteristic [69] 

 

The amount of the reserve power, resP , can be obtained from 

Equation (1), as below: 

3

1 1 2 2

1
[ ( , ) ( , )]

2
rev v p pP AV C C    = −  (20) 

where 1 1( , )pC    and 2 2( , )pC    are the power efficiency 

under MPPT and SOPPT curves, respectively. Since 

1 1( , )pC    can be obtained by checking MPPT curve, 2  and 

2  are subsequently changed to maintain the required revP . 

Reference [79] elaborates on determining the applicable 

range of the two above described de-loading methods. Firstly, 

the limited over-speed de-loading curve is proposed based on 

the de-loading level, and the de-loading level is determined 

with respect to both the rotor and wind speed. A more 

advanced coordinated active power control is proposed in 

[105], which precisely defines the coordinated operating zone 

of the rotor speed and pitch angle control. Nevertheless, 

robust control of the rotor speed due to the unpredictive wind 

speed might be challenging in both approaches. This can 

result in a frequent switching operation between the pitch 

angle and rotor speed control, which exacerbates the wear of 

mechanical parts. 

In order to make the most use of releasable kinetic energy of 

WTs and to increase the revenue of wind farms, the droop 

control is applied to de-loaded WTs [106,107]. In [94], the 

approach takes the maximum limit of the de-loaded WT rotor 

speed into consideration, to prevent the potential instability 

due to low rotor speed. However, this approach requires 

communication between WT generators in a wind farm.  

In [108] a droop coefficient is proposed, based on the 

reserved energy of WTs for primary frequency response. It 

also discusses the coordination between WTs and 

synchronous generators. However, both approaches 

mentioned require the performance of WTs, which depends 

on wind speed measurements. To mitigate the inaccuracy of 

the wind speed measurements, a so-called efficiency droop 

control approach is introduced in [109]. In this approach, the 

de-loaded wind power is related to the tip ratio rather than the 

wind speed, as discussed in the previous section. In [106], 

techniques based on torque-droop and power-droop are 

proposed. Their performances are evaluated in terms of both 

the transient and steady-state responses. It should be noted 
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that a higher rate of change of power due to the 

implementation of these techniques increases the mechanical 

tension of the WT, leading to a higher maintenance cost. In 

order to determine the amount of kinetic energy provided by 

each control scheme, a coordination of the droop and de-

loading controls is necessary.  

In order to reduce the mechanical stress of WECSs, in [110] 

a torque limit-based control technique is proposed. This 

technique makes the released kinetic energy more flexible by 

linearizing the initially non-linear relationship between rotor 

speed and its operating point. 

 

5. Control techniques to arrest 
secondary frequency dips 

In previous sections, frequency control techniques emulating 

the system inertia and contributing to the frequency support 

are discussed. However, releasing the kinetic energy stored in 

the rotor causes rotor deceleration. This means that the 

frequency support from VSWTs has to be terminated when 

the rotor speed reaches its minimum value. This minimum 

value has to do with the stable operation of the VSWT. This 

termination results in a SFD because of the sudden loss of the 

active power provided by the WT [111–116]. In many cases, 

the SFD may be even larger than the first frequency nadir 

caused by the frequency event. The higher the penetration 

level of the wind energy, the larger the SFD [111]. According 

to [114], after losing the extra power contribution from WTs, 

a gradual power transition can be an effective approach to 

avoid the SFD. By comparing Fig. 17 with Fig. 11 (b), the 

authors in [44] demonstrate the importance of carefully 

controlling the frequency behaviour during the supporting 

period. The transition between overproduction and 

underproduction should follow a cautiously determined slope 

to avoid over-deceleration and to mitigate a SFD caused by 

the sudden drop of the active power. 
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Fig. 17. Proposed shape for short-term extra active power [44] 

 

A stable adaptive inertial control scheme is proposed in [116], 

aimed at improving the frequency nadir and RoCoF. Here, a 

minimal possible SFD is also a target during the wind power 

reduction. During the rotor deceleration period, dect , a 

proposed reference power point, 
'

refP , following the power 

tracking point trajectory (shown in purple colour in Fig. 18 

(a)) is set to a value which is larger than MPPTP  (from B to C 

shown in Fig. 18 (a)) by OPP . Therefore, the approach of 

releasing more power can improve the frequency nadir and 

RoCoF. The frequency support continues until the point C in 

Fig. 18 (a). Afterwards, the rotor speed starts recovering. 

During the rotor acceleration period, acct , the reference 

power point, 
''

refP , is switched to a value inside the rotor speed 

range of *  and MPPT  as below:  

'' * 0.03refP P pu= −  (21) 

where *P  is the active power at which the frequency support 

is accomplished. Then, 
''

refP  is maintained until the active 

power output reaches the point E. Afterwards, the reference 

power point returns to 
MPPTP . Comparing with the scheme 

proposed in [44], the smaller power reduction results in a 

smaller SFD. The main challenge here is the fact that the wind 

speed is difficult to be predicted during the power transition. 

In this context, a coordination between the available WT 

active power reserve from one hand and the HVDC 

interconnectors’ active power control/capabilities from 
another hand, has to be considered, as tackled in [117]. The 

proposed approach compensates the SFD by changing the 

dispatches of frequency response reserve in various 

independent nonsynchronous power grids.  
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(b) Wind output power in the time domain 

Fig. 18. Stable adaptive inertial control scheme [116] 

 

To minimize the size of the SFD, which can be dangerous 

from the perspective of system frequency stability, a novel 

scheme is proposed in [118] and its application strategy is 

proposed in [119]. Comparing the conventional fast power 

reserve approaches, this scheme focuses on the correlation 

between the size of the SFD and the termination time of the 

frequency support from WTs. In [118], the optimal time for 

terminating the frequency support from WTs is analytically 

derived as fixed termination time to minimize the size of the 
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SFD, but the parameters of the system frequency response 

model must be known. In [119], these parameters are 

estimated and the incremental active power of the fast power 

reserve approach is also determined. As such, the fixed 

termination time is suitable for practical application.  

6. Frequency control in integrated 
energy systems  

IESs, also named as multi-energy systems, provide different 

forms of energy, e.g. heating/cooling, electricity, or gas to the 

end users. An IES can improve the flexibility, stability, and 

efficiency of the whole energy system. For the sake of 

frequency control scheme in IESs, a coordinated and 

hierarchical approach should be deployed. It is notable that 

the high-cost reserves and communication burden among 

RESs are inevitable. On the other hand, the combined sources 

in an IES can be arbitrary, which increases the complexity of 

investigating the capability of frequency control schemes. In 

this context, the energy conversion strategies and new 

supervisory controlling frameworks are proposed.  

When WECSs are integrated into a combined cycle gas 

turbine (CCGT) based power systems, frequency events 

could bring threatening dynamic interactions. This is because 

active power output is not entirely determined by the 

governor response during the frequency deviations of the 

power network [121]. . Additionally, [121,122] illustrate the 

load frequency management approach in conventional CCGT 

and the impact of the phase lock loop on system dynamics. 

On top of that, the combined effect of electric vehicles and 

DC links for load frequency management schemes in a three-

area system is elaborated in [123]. The impacts on 

transmission interconnection is investigated in [124]. HVDC 

link plays a crucial-linking role in facilitating the frequency 

restoration due to WECSs, remotely connected to load centres 

in most cases. In [42], HVDC link is responsible for WECSs 

to observe the change of grid frequency based on only local 

measurements. Based on this characteristic of the HVDC link, 

a coordinated control dealing with subsequential frequency 

dips is developed for effectively using the conversed energy. 

Similar schemes are discussed in [125] and [126]. However, 

the main disadvantage of the schemes is in the requirement of 

a large volume of capacitors. In [127], an optimization model 

for a regional electricity grid, is depicted  in the consideration 

of the cost-minimal generation, transmission, and storage 

capacities required to maintain the frequency stability. 

In order to increase the penetration level of RESs, the 

integration of power to heat systems (P2Hs) is aimed to 

absorb the excessive electricity from the grid. On the other 

hand, when integrated to CHP, the P2H system is functional 

as heat storage systems, and preferably connected to district 

heating systems. In [128], a primary frequency control 

contributed by hybrid battery energy storage system (BESS) 

and P2H system is presented. BESS responds firstly to the 

change of the grid frequency instead of synchronous 

generators doing so. The obtained results prove the feasibility, 

and this combined control scheme can dramatically reduce 

the battery investment compared to the stand-alone BESS. 

However, simulation results are only carried out based on the 

medium level charged BESS. Further research should be 

focused on a higher charge level with consideration of battery 

decaying. In [129] a multi-criteria operation strategy in 

virtual power plant is presented. It is based on the heat 

demand and generation prediction, which helps enhancing the 

integrated systems’ flexibility. 
In order to overcome the slow responding speed of combined 

heat and power (CHP), a coordinated control scheme for CHP 

generation with an embedded battery is proposed in [130]. 

The responsibility of BESS is to quickly compensate the 

imbalance between the output of the CHP and the required 

power. In addition, the power outputs of CHP and battery are 

determined by the heat demand, frequency response demand 

and battery state restoration requirement. This control 

strategy enhances the flexibility of CHP; however, the future 

work should pay attention on optimal determination of BESS 

size for contributing the frequency support.  

Both [131] and [132] consider the interaction between 

different power system frequency related service providers, 

in order to preserves the power system frequency stability. 

The adequate models of BESS, photovoltaic system, wind 

turbines and CHP are developed in [131]. A distributed 

optimal frequency control approach is proposed in [132]. The 

approach considers constraints and flexibility from district 

heat system, but also limitations posed from transmission grid 

and demand side. In addition, this approach is based on 

limited input data, i.e. measurements, as well as low data 

transfer requirements, reducing by this communication 

burden existing in the traditional centralised frequency 

control schemes.  

On the other hand, the frequency control constraints in IESs 

draw researchers’ attention to the hierarchical system 

frequency managements and controls [133,134]. In general, a 

framework for hierarchical frequency control predominantly 

depends on the energy resources connected to the systems. 

Application of the supervisory model predictive control 

(MPC) derived from artificial neural network approach for 

hierarchical two-level IESs is proposed in [135], [136]. 

Similarly, a two-level hierarchical control applying on both 

transmission and distribution energy systems are proposed in 

[137,138], where a fast frequency control mechanism is 

presented. A combination of centralized plus distributed 

approach is adopted for the coordinated control strategy 

presented in [139]. It is organized into three levels, as follows: 

a) IES-level, b) micro-energy internet-level and c) 

component-level. Furthermore, the communication design for 

each level’s control is optimized.  

7. Discussions on challenges 

As previously pointed out, by integrating a large number of 

RESs into the power system, a number of technical 

challenges can appear. This section elaborates on current and 

future challenges which have to be considered to ensure 

optimal integration of RESs and simultaneously equally 

secure and reliable operation of the existing bulk power 

system. 

 

7.1. Discussions on current challenges 
 

The aim of the usage of the temporary energy reserve for 

system frequency control is to cope with frequency events 

leading to large active power imbalances. Under these 

circumstances is necessary to reduce the system frequency 

decline, the RoCoF, as well as to improve the frequency nadir. 

As previously discussed, this is achieved by managing the 

available kinetic energy of the WT rotor. However, a 
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temporary frequency support is followed by a SFD, which 

might be even deeper and more dangerous than the primary 

frequency dip. On the other hand, the provision of the 

persistent energy reserves requires WTs to operate in a 

suboptimal mode to be able to provide a long-term frequency 

support upon need. This would inevitably result in a decrease 

in annual revenues of wind farms. Therefore, a coordination 

between two types of energy reserves is a topic requiring 

much attention in future. This is to ensure system frequency 

stability without reducing wind farm profitability. 

By now, research has been predominantly focused on 

enhancing the WT performance, but individually. From the 

bulk power system point of view, however, the overall 

contribution of kinetic energy by wind farms would be of 

major importance [140,141]. For a wind farm, wind energy 

mainly varies with wake effect [142] and wind farm layout 

[143]. As a result, each WT operates at various operating state. 

This means that the available kinetic energy, which can be 

extracted from each WT, would be different. Based on these 

considerations, the wind farm-based kinetic energy control 

schemes ought to be facilitated by evaluating each individual 

WT operation.  

Furthermore, the challenges and difficulties resulting from 

the implementation of HVDC transmission links, i.e. 

interconnectors, in RESs dominated systems are becoming 

increasingly important. Traditional generation and other 

electromagnetic energy conversion devices can tolerate 

overvoltage and overcurrent problems within several cycles 

of fundamental frequency. However, HVDC links based on 

power electronics could be permanently damaged within only 

microseconds as a result of faults. Therefore, convertors 

utilised in HVDC transmission links have to be carefully 

designed to improve their overloading capability [144]. 

Another major problem are harmonics and high-frequency 

resonances caused by fast control, switching operation and 

dynamics of power electronics in large wind farms [145,146]. 

These may result in low power quality or frequent tripping of 

WTs, which would damage sensitive devices. Growing 

harmonic oscillations may also result in malfunction or 

misoperation of the protection system, and should not be 

neglected [19][147]. 

Last but not least, conditions in which generated active power 

is larger than the consumed one, is equally important 

challenge and has to be properly addressed in systems with a 

high penetration of RESs. Such situations are quite common 

in economically underdeveloped regions in which renewable 

energy is dominating. One of the main reasons of having this 

issue is lack of enough transmission capacity for transferring 

surplus power to regions where this power is needed. 

Researchers in [148–151] have shown that the optimal sizing 

the storage systems can help to reduce potential waste of wind 

energy in remote areas.  

A new generation of smart control technology and interactive 

business model called virtual power plant (VPP) [152,153] 

initiated by the State Grid Corporation of China has attracted 

interest of all parties. A VPP integrates all types of distributed 

generators, storage systems, controllable loads and even 

electrical vehicles by using the internet and advanced 

communication systems, which meets the flexibility of future 

relation between productions  and consumptions [154]. This 

requires a cutting-edge research on planning economic 

dispatches, promoting optimal strategies and managing 

hierarchy of virtual power plants. Here the approaches based 

on integration of different energy systems, e.g. gas, heat, or 

electricity can play an important role in optimal exploitation 

of available generating and transmitting resources. 

 

7.2. Discussions on future challenges 
 

Firstly, the impacts of applying frequency response 

techniques on the lifetime of WTs are essential to power 

systems security. The International Electrotechnical 

Commission (IEC) standard states that the design lifetime of 

WTs is above 20 years [155]. In fact, some 28% of all 

installed WT capacity is currently older than 15 years [156]. 

In both [157,158], studies focus on the fatigue life of WTs. 

Reference [158] shows that blade’s angle is more sensitive to 

the stress acting on blades, than chord length and the blade 

length considered in the study. Therefore, follow-up studies 

should consider the influences of fatigue life of each WTs’ 
components on power performance. 

Secondly, it is necessary to develop a new standard for 

evaluation of the stability of power systems. The electric 

frequency produced by synchronous generators is a critical 

indicator of the power system’s health in the conventional 

power systems. However, in the future power systems that 

100% dominated by inverter-interfaced RESs, it is not 

feasible for inverters to use a phase-locked loop to track the 

grid frequency. A core difference between a synchronous 

generator and an inverter-based generating source is that the 

former contains no moving parts. As mentioned, power 

electronics connected generation is generally characterised 

by having a zero inertia, and their response to the changes of 

the power system is determined by the control schemes 

implemented rather than the power imbalance.  

Development of the next generation of grid-forming inverters 

must consider the compatibility of existing and future power 

systems and operability without participation of synchronous 

generators [14]. Virtual synchronous generator (VSG) is a 

control strategy that has been proposed to mitigate stability 

issues in RESs dominated power systems [159]. Compared to 

the traditional droop control, VSG can make RESs to deliver 

power as a dispatchable source. This is achieved by 

mimicking the inertial response characteristics of a 

synchronous generator [160]. Also, the rotating inertia can be 

emulated in grid-connected inverters, thus the rotating inertia 

is enhanced to ensure power system safety [161]. 

Thirdly, communication systems, currently used in a number 

of applications related to monitoring, control and protection 

[162–164], have a great prospect for improving the operation 

of modern power systems. Moreover, the load frequency 

control based on the sampled-data control is implemented to 

reduce the communication burden [165]. For a power system 

with reduced system inertia, the grid frequency is more likely 

to violate the statutory frequency limits due to the increased 

RoCoF. Moreover, measured frequency and corresponding 

RoCoF spread differently across the system. Therefore, if 

communication delays exceed a predefined level, it may 

result in the malfunction of in advanced created monitoring, 

control and protection functions relying on Information 

Communication Technology (ICT). To mitigate the foregoing 

problems, applications requiring only local information are 

designed in parallel to those based on wide area information. 

Meeting the UK carbon reduction targets requires a massive 

penetration of renewables. This will result in a reduced and 
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variable overall system inertia. Consequently, the speed of 

frequency decline for a given active power imbalance will 

increase, what might cause dangerous frequency instabilities. 

It follows that the development of a new, significantly faster, 

and optimised/coordinated frequency response solution using 

renewables, demand side resources, and other new 

technologies are becoming increasingly important. The UK 

Enhanced Frequency Control Capability (EFCC) project 

[162], led by National Grid ESO, was focused on 

development of a novel wide area frequency control scheme, 

capable of ensuring a stable system operation, also in 

scenarios with significantly increased percentage of the 

nonsynchronous generation. The project started in 2014 and 

finished in 2019. In general, the EFCC project was focused 

on the following vital challenges:  

i) Development of a wide area frequency control 

scheme to manage frequency response in a low 

inertia electricity system. This can provide a 

coordinated fast response to the power system. 

ii) Technical capability for faster frequency response 

from a range of service providers and their interfaces 

including communication protocols and site 

configurations.  

iii) Development of a novel EFCC (RoCoF-based) 

frequency response balancing service and its 

business model.  

iv) Demonstration of a fully centralized solution based 

on Linear Quadratic Gaussian Controller 

v) Assessment of solutions based on local information.  

Any wide area control application has to be thoroughly tested 

before applied. Having in mind a large number of sensors and 

communication channels involved in such applications, 

serious hardware in the loop tasting facilities have to be 

implemented. Using RTDS testing facilities [166], the 

proposed EFCC solutions were thoroughly tested before 

demonstrated at the selected sites in the National Grid 

network. Furthermore, the local and wide-area smart 

frequency control based wide-area monitoring system 

supported by phasor measurement units is developed in [167] 

for low inertia power systems. The scheme is able to release 

fast, smart, coordinated and robust primary frequency 

response from different fast service providers like CCGT, 

wind units, photovoltaic, BESS and smart induction motors. 

Next to the EFCC project, the recently accomplished 

Horizon 2020 MIGRATE project [168] was focused on 

future power systems with high penetration of inverter 

connected generation, the so-called nonsynchronous 

generation. In this context, one of the core project activities, 

directly related to frequency control, was monitoring of 

power system attributes directly affected by the increased 

penetration of nonsynchronous generation. In this context, 

novel approaches for monitoring of power system inertia 

were proposed [169–171]. One of particular research 

questions of the project was definition of regional inertia and 

approaches for its monitoring [170]. A number of effective 

approaches were developed and tested using field data, as 

well through a detailed real time digital simulation platform. 

The abovementioned approaches for inertia monitoring are 

based on the traditional swing equation describing 

synchronous generator dynamics. They are however based on 

the approach in which the system inertia can be determined 

after a large active power imbalance, provoking an evident 

frequency change. Here a precise frequency and RoCoF 

measurement is a prerequisite for an accurate inertia 

determination.  

As it is known, a trend of integrating different energy systems 

into a single one, e.g. integration of electricity, heat, or gas 

systems into a single one, is opening new opportunities for 

providing extra functionality of such as flexibility, resilience, 

optimal operation etc. From the perspective of the frequency 

stability, it is expected that future IESs will open mechanisms 

for supporting frequency stability and contributing to 

challenges related to decreased/variable power system inertia. 

New results in this area are expected in future.  

8. Conclusions 

This paper presents a comprehensive review of existing 

frequency response technologies for wind power-integrated 

energy systems. The control methods applied to wind turbines 

mainly fall under primary frequency control. As discussed, 

the existing control strategies highly depend on the operating 

point of wind turbines. In this context, two types of wind 

turbines control schemes, i.e., the temporary and persistent 

energy reserves, are fully detailed in the paper. The 

temporary energy reserve refers to the instantaneous release 

of kinetic energy stored in the rotating masses of wind 

turbines operating at maximum power point tracking. As 

discussed, this includes synthetic inertia control, droop 

control and fast energy reserve control. The de-loading 

control refers to the persistent energy reserves realised by 

pitch angle and rotor speed control. The frequency support is 

provided by making wind turbines operating at a suboptimal 

mode. In this review paper, i) the advantages/disadvantages 

of frequency control capabilities of wind units are discussed 

in terms of more practical aspects such as the form of energy 

and input signals required by these approaches, ii) the 

existing control approaches of arresting secondary frequency 

dips are reviewed for the first time and iii) the frequency 

control schemes developed within IESs are investigated. This 

paper sheds light on a wide variety of industrial and academic 

cases investigated by researchers/engineers, to date. It 

concludes that the level of the integration of renewable 

energy sources, communication infrastructure, system size 

and control strategies play a significant role in the quality of 

frequency response enhancement. In integrated energy 

systems, wind turbines cannot contribute to frequency 

response when wind speed is extremely low. Under such 

conditions, battery energy storage systems, energy 

conversion and other ancillary services would be viable 

options which can offer a minimum acceptable response and 

compensate for the power deficit caused by a frequency event. 

Therefore, by merging wind power, battery energy storage 

systems, and energy conversion solutions with frequency 

control methods within IESs is necessary to overcome high 

risks of blackouts caused by intermittent renewable energy 

sources. It is expected that many innovative control strategies 

emerge in a very short period of time as a result of 

technological enhancement and extensive ongoing research 

activities. The wide variety of challenges and emerging 

concepts addressed still require further in-depth studies. More 

attention ought to be paid to the improvements of existing 

frequency control schemes responding to generation 

disturbances. The impacts of these on the system behaviour 

under non-ideal conditions and well-established protection 

schemes need to be assessed. In brief, this paper provides 
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academic guidelines to researchers in the field and sheds light 

on the industrial progress made in updating some old-

fashioned practices and technologies. 
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